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1.1: Fundamental Postulates

The properties of ordinary matter are a consequence of the forces acting between charged particles. Extensive experimental
investigations have established the following properties of electrical charges:

(1) There are two kinds of charges. These have been labeled positive charge and negative charge.

(2) Electrical charge is quantized. All particles so far observed carry charges which are integer multiples of the charge on an
electron. In the MKS system of units, the charge on an electron is e = —1.60x1071% Coulombs. By definition, the electron carries a
negative charge and a proton carries a positive charge; the charge on a proton is +1.60x1071? Coulombs. No one knows why charge
comes in multiples of the electron charge.

(3) Equality of the positive and the negative charge quantum. The quantum of positive charge and the quantum of negative
charge are equal to at least 1 part in 10%°. This has been determined from experiments designed to measure the net charge on
neutral atoms.

(4) In any closed system charge is conserved. This means that the algebraic sum of all positive charges plus all negative charges
does not change with time. This does not mean that individual charged particles are conserved. For example, a positron, which
carries a positive charge of 1.60x10'° Coulombs, can interact with an electron, which carries a negative charge of 1.60x107'°
Coulombs, in such a way that the electron and positron disappear and two neutral particles called photons are produced. The total
charge before and after this transformation occurs remains exactly the same, namely zero. The individual charged particles have

disappeared but the total charge has been conserved.

(5) Charges generate electric and magnetic fields. Charged particles set up a disturbance in space which can be described by two
vector fields; an electric field, E, and a magnetic field, B. The units of the electric field are Volts/meter; the units of the magnetic
field are Webers/m? . Since these are vector fields they are characterized by a direction and a magnitude. Each of these fields at any
point in space can be described by its components along three mutually perpendicular axes. For example, with respect to a
rectangular cartesian system of axes, xyz (see Figure (1.1.1)),

z

x

Figure 1.1.1: A cartesian co-ordinate system used to specify an electric vector field
the electric field can be resolved into the three components E,(x,y,z,t), Ey(x,y,z,t), and E,(x,y,z,t) where the magnitude of the
electric field is given by E = 4 /Ei +E§, —&—Ez . The components of these fields depend upon the orientation of the co-ordinate

system used to describe them, however the magnitude of each field must be independent of the orientation of the co-ordinate
system.

(6) The fields E and B are real physical objects. These fields can carry energy, momentum, and angular momentum from one
place to another.

(7) The electromagnetic forces on a charged particle, q, can be obtained from a knowledge of the fields E, B generated at the
position of q by all other charges. The force in Newtons is given by

- =
F =¢[E —|—(7><

)] (1.1.1)

where 9 is the particle velocity in meters/sec. (Notice that B has the units of an electric field divided by a velocity). Formula
(1.1.1) applies to a spinless particle. In actual fact the situation is more complicated because most particles carry an intrinsic
magnetic moment associated with its intrinsic angular momentum (spin). In the rest system of the particle its magnetic moment is
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subject to a torque due to the presence of the field é, and to a force due to spatial gradients of B. These magnetic forces will be
discussed later. For the present we shall discuss only spinless charged particles, and we shall ignore the fact that real charged
particles are more complicated.

(8) Superposition. Electric and magnetic fields obey the rules of superposition. Given a system of charges which would by
themselves produce the fields E1, By; given a second system of charges which would by themselves produce the fields E5, Bs ;
then together the two systems of charges produce the total fields

e e T e
E =E; +E;, B =B;+B,. (1.1.2)

This rule enormously simplifies the calculation of electric and magnetic fields because it can be carried out particle by particle and
the total field obtained as the vector sum of all the partial fields due to the individual charges.

(9) A Stationary Charged Particle. In the co-ordinate system in which a charged particle is stationary with respect to the observer
the electric and magnetic fields which it generates are very simple:

- R\ -
q
E = — — B :0 1.1.3
4mey | R3 ( )

QOrigin @

Figure 1.1.2: The fields generated by a point charge of q Coulombs at 7, that is stationary with respect to the observer located at
e e
rp. R=1, -7 .

Equation (1.1.3) is called Coulomb’s law. See Figure (1.1.2)

The electric field strength is measured in Volts/meter. The amplitude of the electric field decreases with distance from the charge
like the square of the distance ie. ~$ where the exponent is equal to two within 1 part in 1010, The MKS system of units has been
used to write eqn(.1.3) in which the charge is measured in Coulombs. A current of 1 Amp ere at some point in a circuit consists of
an amount of charge equal to 1 Coulomb passing that point each second. Distances in (1.1.3) are measured in meters. The factor of
proportionality is

1

=107 xc® =8.987 x10° meters / farad (1.1.4)
47eg

where ¢ = 2.9979x108 m/sec is the velocity of light in vacuum. The size of

1
47‘(‘60

is purely the consequence of the historical definitions of the Volt and the Amp'ere. A second system of units which is very
commonly used in the current magnetism literature is the CGS system in which distances are measured in centimeters, mass is
measured in grams, and time is measured in seconds. In the CGS system the unit of charge, the statcoulomb, has been chosen to
make Coulomb’s law very simple. In the CGS system the field due to a stationary point charge is given by

—

R —
=q| — statvolts /cm and B =0 Gauss. (1.1.5)
R3

_>

E
The price that is paid for the simplicity of Equation (1.1.5) is that the conventional engineering units for the current and potential,
Amp’eres and Volts, cannot be used. The scaling factors between MKS and CGS electrical units involve the numerical value of the
velocity of light, c. For example, in the CGS system the charge on a proton is e, = 4.803 x 10710 esu whereas in the MKS system it
is ep = 1.602 x 107'¥ Coulombs. The ratio of these two numbers is
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e
—ﬁkﬁ—::29979x10? (1.1.6)
eplpks

(10) The Fields generated by a Moving Charged Particle. Consider a co-ordinate system in which a spinless charged particle
moves with respect to the observer with a constant velocity v which is much smaller than the speed of light in vacuum, c : ie. (v/c)
<< 1. The electric and magnetic fields generated by such a slowly moving charge are given by

E(R,t)— 2 R V/m B(R,t)=~(GxE) Webers /m? (1.1.7)
= T | B m )= ebers /m?. 1.

These expressions are correct to order (v/c)®> . R is the vector drawn from the position of the charged particle at the time of
observation to the position of the observer. Note that the moving charge generates both an electric and a magnetic field. The above
fields can be used to calculate the force on a particle gy located at R:
— — N
F2 E Vo

— — — - =
(R,t) = @[E(R,t)+ (vs(R,t) x B(R,t))] Newtons. (1.1.8)

The particle q of Equations (1.1.7) generates the fields that exert forces on the particle q. Equations (1.1.7) are simplified versions
of the general expressions for the electric and magnetic fields generated by a spinless point charge moving in an arbitrary fashion:
see "The Feynman Lectures on Physics”, Volume II, page 21-1 (R.P.Feynman, R.B.Leighton, and M.Sands, Addison-Wesley,
Reading, Mass., 1964). These general expressions are

. — — e
- q R R\ d [ R 1 d[R
E(R,t)= - — | = - — | = 1.1.9
(R,1) 47eg R3 - < c> dt |\ R3 c2dt2 | R ( )
Retarded
ﬁ
> — R > —
cB(R,t)ZK x E(R,t). (1.1.10)

Retarded

The label ”Retarded” refers to the retarded time tp =¢ — % . The distances that appear in Equation (1.1.9) and Equation (1.1.10)
are not evaluated at the time of observation, t, but at the earlier time, the retarded time, in order to take into account the finite speed
of light. Any change in position requires the minimum time R/c to reach the observer, where c is the speed of light in vacuum. This
corresponds to the requirement that changes in the motion of the particle can not be communicated to the observer faster than is
permitted by the speed of light in vacuum, see Figure (1.1.3).

For a slowly moving particle, the first two terms of Equation (1.1.9) add together to give Coulomb’s law in which the distance R is
evaluated at the time of observation rather than at the retarded time; in other words, one can ignore time retardation if v/c is small.
The last term in Equation (1.1.9) gives a field that is proportional to the component of acceleration perpendicular to the position
vector R in the limit (v/c) << 1. This field decreases with distance like 1/R as opposed to the 1/R? decrease of Coulomb’s law. It is
called the radiation field and is given by the expression

- = —
E) ~ q [axR]xR (L111)
rad — 471'6() C2R3 -l
t— &
‘)
— R —
¢B=x| xEu, (1.1.12)

where @ is the acceleration of the charge.
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Point of
observation at
R(tn) time t

‘““mmﬁhﬂhh »e P

Position of the
particle at the
retarded time tg

Position of the
particle at the
time of observation t

Trajectory
of the
particle

Figure 1.1.3: The electric and magnetic fields generated at the point of observation P at the time t depend upon the position, the
velocity, and the acceleration of the charged particle at the retarded time tz = (t - %) .
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1.2: Maxwell's Equations

In principle, given the positions of a collection of charged particles at each instant of time one could calculate the electric and
magnetic fields at each point in space and at each time from Equations (1.1.9) and (1.1.10). For ordinary matter this is clearly an
impossible task. Even a small volume of a solid or a liquid contains enormous numbers of atoms. A cube one micron on a side
(10%m x 10%m x 107®m) contains ~ 10" atoms, for example. Each atom consists of a positively charged nucleus surrounded by
many negatively charged electrons, all of which are in motion and which will, therefore, generate electric and magnetic fields that
fluctuate rapidly both in space and in time. For most purposes one does not wish to know in great detail the space and time
variation of the fields. One usually wishes to know about the space and time averaged electric and magnetic fields. For example,
the magnitude and direction of E averaged over a time interval that is determined by the instrument used to measure the field.
Typically this might be of order 107 seconds or more; a time that is very long compared with the time required for an electron to
complete an orbit around the atomic nucleus in an atom (1076 to 107! seconds). Moreover, one is usually interested in the value of
these fields averaged over a volume that is small compared with a cube ~ 107® meters on a side but large compared with atomic
dimensions, ~ 107'? meters in diameter. In 1864 J.C.Maxwell proposed a system of differential equations that can be used for
calculating electric and magnetic field distributions, and that automatically provide the space and time averaged fields that are of
practical interest. These Maxwell’s Equations for a macroscopic medium are as follows:

OB

IE=—— 1.2.1
cur p ( )
divB =0 (1.2.2)
. - . 9P OE
1B = 1M+ — = 1.2.
cur. 140 (Jf +curl M + 5% ) +€egleo Er (1.2.3)
Loz 1 .2
divE = g(,of—de) (1.2.4)

where e =1/c? and c is the velocity of light in vacuum. These equations underlie all of electrical engineering and much of
physics and chemistry. They should be committed to memory. In large part, this book is devoted to working out the consequences
of Maxwell’s equations for special cases that provide the required background and guidance for solving practical problems in
electricity and magnetism. In Equations (1.2.13 to 1.2.16) ¢ is the permativity of free space; it has already been introduced in
connection with Coulomb’s law, Equation (1.1.3). The constant Ji is called the permeability of free space. It has the defined value

po =4m x 1077  Henries / m. (1.2.5)
Maxwell’s equations as written above contain four new quantities which must be defined: they are

(1) J #, the current density due to the charges which are free to move in space, in units of Amperes/m? ;

(2) pg, the net density of charges in the material, in units of Coulombs/m?> ;
3) M , the density of magnetic dipoles per unit volume in units of Amps/m;

(4) P, the density of electric dipoles per unit volume in units of Coulombs/m? . In Maxwell’s scheme these four quantities
become the sources that generate the electric and magnetic fields. They are related to the space and time averages of the position
and velocities of the microscopic charges that make up matter.

1.2.1 Definition of the Free Charge Density, ps.

Construct a small volume element, AV , around the particular point in space specified by the position vector 7. Add up all the
charges contained in AV at a particular instant; let this amount of charge be AQ(t). Average AQ(t) over a time interval short
compared with the measuring time of interest, but long compared with times characteristic of the motion of electrons around the
atomic nuclei; let the resulting time averaged charge be < AQ(t) >. Then the free charge density is defined to be

< AQ(t) >
AV

The dimensions of the volume element AV is rather vague; it will depend upon the scale of the spatial variation that is of interest
for a particular problem. It should be large compared with atomic dimensions but small compared with the distance over which ps¢

pr(7,t) Coulombs /m?. (1.2.6)
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changes appreciably.

1.2.2 Definition of the Free Current Density, ff.

The free charge density, p(T, ), will in general change with time as charge flows from one place to the other; one need only think
of charge flowing along a wire. The rate at which charge flows across an element of area is described by the current density,
J #(T, ). It is a vector because the charge flow is associated with a direction. The components of the current density vector can be
measured by counting the rate of charge flow across a small area AA located at the position specified by #, and whose normal is
oriented parallel with one of the co-ordinate axes; parallel with the x-axis, for example (see Figure (1.2.4)).

Z

1 - -

: : Y
0 S R
. emen area

centered at r.
The normal is
directed along x.

X

Figure 1.2.4: The x-component of the current density caused by a moving charge distribution. The charge labelled Q is
representative of all charges passing through the x-oriented element of area, AA per unit time.
Now at time t measure the net amount of charge, < AQ >, that has passed through AAx in a small time interval, At: positive charge
that flows in the direction from +x to -x is counted as a negative contribution; negative charge that flows from -x to +x also makes
a negative contribution. The x-component of the current density is given by

- <AQ >

<A@ > 2
Jel = AAA Amps/m”. (1.2.7)

T

The other two components of f ¢ are defined in a similar manner. The time interval At, and the dimensions of the elements of area,
AAy, AAy, and AA, are supposed to be chosen so that they are large compared with atomic times and atomic dimensions, but small
compared with the time and length scales appropriate for a particular problem. Free charge density can be visualized as a kind of
fluid flowing from place to place with a certain velocity. In terms of this velocity the free current density is given by

J¢(E,t) = ps (T, )V (7, t). (1.2.8)

In the process of charge flow electrical charge can neither be created nor destroyed. Because charge is conserved, it follows that the
rate at which charge is carried into a volume must be related to the rate at which the net charge in the volume increases with time.
The mathematical expression of this charge conservation law is

Opys(F,t -
—pf(r ) =—divJ(r,t). (1.2.9)
ot
1.2.3 Point Dipoles.

In order to discuss the definitions of the two vector functions P(¥, t) and M(F, t) it is first necessary to discuss the concepts of a
point electric dipole and a point magnetic dipole.

The Point Electric Dipole.

Most atoms in a substance are electrically neutral, ie. the charge on the nucleus is compensated by the electrons moving around that

nucleus. When examined from a distance that is long compared with atomic dimensions (~ 10”'%m) the neutral atom produces no
substantial electric or magnetic field. However, if, on average, the centroid of the negative charge distribution is displaced from the
position of the nucleus the Coulomb field of the nucleus will no longer cancel the Coulomb field from the electrons. To fix ideas,
think of a stationary hydrogen atom consisting of a proton and an electron. The electron moves so fast that on a human time scale
its charge appears to be located in a spherical cloud which is tightly distributed around the nucleus (see Figure 1.2.5).
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In the absence of an external electric field the centroid of the electronic charge distribution will coincide with the position of the
nucleus. Under these circumstances the time-averaged Coulomb fields of the nucleus and the electron cancel each other when

observed from distances that are large
Nucleus
+0Q

Electron charge
distributieon
charge= -Q

Nucleus
+0Q
—_

E,

Figure 1.2.5: Upper figure: Sketch of a hydrogen atom in zero applied electric field. The nuclear charge is Q = 1.6 x 10719
Coulombs. The time-averaged electron charge, -Q, is distributed in a spherically symmetric cloud around the nucleus having a
radius of approximately 5 x 107! m. Lower figure: Sketch of a hydrogen atom subjected to a uniform electric field Eg . The
displacement of the centroid of the electron charge density relative to the nucleus has been exaggerated for the sake of clarity.
compared with 1071%m. If the atom is subjected to an external electric field the nucleus is pulled one way and the centroid of the
electron cloud is pulled the other way (Equation (1.1.1)): there is an effective charge separation (see Figure 1.2.5). The Coulomb
fields due to the nucleus and the electron no longer exactly cancel. Let us use the law of superposition to calculate the field that
arises when two point charges no longer coincide; refer to Figure (1.2.6). The electric field at the point of observation, P, due to the

positive charge is given by
- q T
E, = — .
7 4ne < 3 )

The electric field at P due to the negative charge is given by

Bo___a [_ftd
4d71ey (|?—|—Zi|3

Z

P{x,y,2)

£ = xuy + yuy + zip

d = dii,

Figure 1.2.6: Two charges equal in magnitude but opposite in sign are separated by the vector distance d. By definition the dipole

moment of this pair of charges is p = gd where d is the vector directed from the negative to the positive charge. Uy, dy, and 4,
are unit vectors directed along the x,y, and z axes.

Referring to Figure 1.2.6 one has
T =z, +yl, + 20,

and
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=4/ 9:2+y2—|—z2 .

For d oriented along the z-axis as shown in Figure 1.2.6,
(¥ +d) = 20, +yb, + (z+d)d,
so that

- 1/2
+d] = [22+y7 + (s +d)?)]

=l

or

F+d = [2®+y2+22+22d+d%) V2

Upon dividing out r? this gives

2zd+d2>]1/2

[F+d] :r[l—l—( >

From this expression one has

22d+d2) ]
11 le] _
™

F+df 7 2
This is so far exact. Now make use of the fact that (d/r) is very small and use the binomial theorem to expand the radical. It is
sufficient to keep only terms linear in (d/r). The result is

1 1 3zd

Fdf

Use this result to calculate the total electric field at the point of observation, P, correct to terms of order (d/r). The terms

proportional to
1
r2

= | ((3zqd)f q&)

cancel leaving the field

E? E.+E
4 =Bt T 4rwe o r3

By definition the dipole moment of the pair of point charges is given by p = qa. Moreover, zqd =7 - p , ie. it is equal to the scalar
product of the dipole moment and the position vector 7. Finally, the expression for the electric field generated by a stationary point
dipole can be written

By — — (ME). (1.2.10)

47eg 0

Although this expression has been obtained for the particular case in which p is oriented along the z-axis, the result stated in
Equation (1.2.10) is perfectly general and is valid for any orientation of the dipole moment p.

Formula 1.2.10is so fundamental that it should be committed to memory along with Coulomb’s law. The field distribution
around a point dipole is illustrated in Figure 1.2.7. The magnetic field generated by a stationary point dipole is zero; magnetic fields
are generated by charges moving with respect to the observer.

It is useful to write the dipole electric field in terms of it’s components with respect to a spherical polar co-ordinate system in which
the dipole is aligned along the z-axis, see Figure (1.2.8). These components are

2 0
B — p cos(6)
drey 713

(1.2.11)
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in(6
Ey = Lw (1.2'12)
4mey T3
The Point Magnetic Dipole.

Atoms and molecules often carry a magnetic moment. These magnetic moments can arise as a result of the motion of electrons
around the nucleus of an atom or around the nuclei in a molecule (see below). In addition,

Figure 1.2.7: The electric field intensity at various positions around an electric point dipole, P. The electric field distribution is
cylindrically symmetric around the dipole as axis.
electrons and nuclei carry intrinsic point magnetic moments that are related to their intrinsic angular momentum (spin). Atomic or
molecular magnetic moments generate magnetic fields. When these magnetic fields are observed at distances from the atom or
molecule that are much larger than atomic or molecular dimensions, and when these fields are averaged over times long compared
with atomic or molecular orbital times, the resulting time averaged field can be described by

ﬁ_,u_o<3(1ﬁ-?)f é)'

— — 1.2.13
471_ 7’5 7'3 ( )

where 1, is the constant of Equation (1.2.5) and 7 is the magnetic moment. In addition to the magnetic field created by a magnetic
moment, the atom or molecule, if charged, will generate an electric field given by Coulomb’s law, Equation (1.1.3).

/Er
AN

Ep

xy Plane

Dipole P

Figure 1.2.8: The electric field generated by a dipole oriented along the z-axis and expressed as spherical polar components.

The generation of a magnetic field due to the orbital motion of a charged particle can be understood using the simple model
illustrated in Figure (1.1.9). Let a spinless charged particle, charge= q Coulombs, revolve in a circular orbit of radius a meters with
the speed v meters/sec, where £ << 1. One can use Equation (1.1.7) to calculate the electric and magnetic fields that would be
measured by an observer whose distance from the center of the current loop is much greater than the orbit radius a. It can be shown
that the time averaged electric field is given by coulomb’s law

— q ;:
E=—|— 1 .
Ines (r3) Volts /m

This result is obtained by using a binomial expansion in the small quantity a/r and keeping only the lowest order terms; the lowest
order correction term upon taking the time average is proportional to (a/r)2 , see problem (1.8). The magnetic field can be
calculated using Equation (1.1.7). The velocity of the particle is proportional to the orbit radius, and therefore when the time
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averages are worked out the lowest order non-vanishing term is proportional to (a/r)> ; see problem (1.8). The time-averaged
magnetic field turns out to be given by Equation (1.2.13). Notice that this expression has exactly the same form as Equation (
1.2.10) for the electric field distribution around an electric dipole

Z

A

a

Figure 1.2.9: A particle carrying a charge of q Coulombs and following a circular orbit of radius a meters with the speed v

meters/sec generates a magnetic dipole moment |m| = gav /2Amp —m? .

moment p. Here the vector m is called the orbital magnetic dipole moment associated with the current loop, and is given by

2/d
m= %(%) i, Coulomb — meters 2/ sec. (1.2.14)

Note that |m| =IA where I = qv/2ma is the current in the loop, and A = ma®

is the area of the loop. Since the speed of the
particle is given by v = a(d¢/dt), the magnitude of the magnetic moment can also be written in terms of the angular momentum

of the circulating charge:

] = 5= = (myav)
2m,, P
where the mass of the charged particle is my and it carries an angular momentum L = my,av. Thus the angular momentum m is

related to the particle angular momentum vecL by the relation

L q \ =
m= (—2mp) L. (1.2.15)

For an electron g= - 1.60 x 107 Coulombs = - |e| so that the magnetic moment and the angular momentum are oppositely directed.
The angular momentum is quantized in units of h, therefore the magnetic moment of an orbiting particle is also quantized. The
quantum of magnetization for an orbiting electron is called the Bohr magneton, pg. It has the value

eh
2m,

1B = =9.27x10**  Coulomb —m?/sec.

(The units of g can also be expressed as Amp-m? or as Joules/Tesla).

In addition to their orbital angular momentum, charged particles possess intrinsic or spin angular momentum, S. There is also a
magnetic moment associated with the spin. The magnetic moment due to spin is usually written

ﬁls:g(i> s. (1.2.16)

2m,,

For an electron q = —|e|, and g = 2.00. The spin of an electron has the magnitude |§ | = h/2; consequently, the intrinsic magnetic
moment carried an electron due to its spin is just 1 Bohr magneton, pg. The total magnetic moment generated by an orbiting
particle that carries a spin moment is given by the vector sum of its orbital and spin magnetic moments. The total magnetic moment
associated with an atom is the vector sum of the orbital and spin moments carried by all of its constituent particles, including the
nucleus. The magnetic field generated by a stationary atom at distances large compared with the atomic radius is given by Equation
(1.2.13) with m equal to the total atomic magnetic dipole moment.
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1.2.4 The Definitions of the Electric and the Magnetic Dipole Densities.

Let us now turn to the definitions of the electric dipole moment density, ]3, and the magnetic dipole density, M , that occur in
Maxwell’s equations (1.2.1 to 1.2.4).

The Definition of the Electric Dipole Density, P.

Think of an idealized model of matter in which all of the atoms are fixed in position. In the presence of an electric field each atom
will develop an electric dipole moment; the dipole moment induced on each atom will depend upon the atomic species. Some
atomic configurations also carry a permanent electric dipole moment by virtue of their geometric arrangement: the water molecule,
for example carries a permanent dipole moment of 6.17 x 1072° Coulomb-meters (see problem (1.12). Let the dipole moment on
atom i be \(\vec p;\) Coulomb-meters. Select a volume element AV located at some position 7 in the matter. At some instant of
time, t, measure the dipole moment on each atom contained in AV and calculate their vector sum, Zi f)i. This moment will
fluctuate with time, so it is necessary to perform a time average over an interval that is long compared with atomic fluctuations but
short compared with times of experimental interest; let this time average be (Y, p;). Then the electric dipole density is given by

(3 94)
( AV

The shape and size of AV are unimportant: the volume of AV should be large compared with an atom, but small compared with the

_>
P ?,t) = Coulombs /m?. (1.2.17)

distance over which P varies in space. In a real material the atoms are not generally fixed in position. In a solid they jiggle about
more or less fixed sites. In liquids and gasses they may, in addition, take part in mass flow as matter flows from one place to
another. This atomic motion considerably complicates the calculation of the electric dipole density because the effective electric
dipole on an atom or molecule that is moving with respect to the observer includes a small contribution due to any magnetic dipole
moment that might be carried by that atom or molecule. However these correction terms are very small and may be neglected in the
limit — < 1.

The Definition of the Magnetic Dipole Density, M.

This vector quantity is defined in a manner that is similar to the definition of the electric dipole moment per unit volume:

M, ) = —@Aff 2

(>, m;) is a suitable time average over the atomic magnetic moments contained in a small volume element, AV , at time t and

Amps / meter. (1.2.18)

centered at the position specified by 7. It is assumed that the atoms are stationary. If they are not, the magnetization density
contains contributions which are proportional the velocities of the various atomic electric dipole moments; these velocities are
measured with respect to the observer. We shall not be concerned with this correction which is very small if - <1. As above, the
volume element AV is supposed to be large compared with an atomic dimension but small compared with the length scale over

-
which M varies in space.

This page titled is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and
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1.3: Return to Maxwell’'s Equations

Maxwell’s equations (1.2.1, 1.2.2, 1.2.3, 1.2.4) form a system of differential equations that can be solved for the vector fields E

and B given the space and time variation of the four source terms pg(7,t), j;(?,t), ﬁ(?,t), and M (7,1). In order to solve Maxwell’s
equations for a specific problem it is usually convenient to specify each vector field in terms of components in one of the three
major co-ordinate systems: (a) cartesian co-ordinates (x,y,z), Figure (1.3.10); (b) cylindrical polar co-ordinates (r,0,z), Figure
(1.3.10); and (c) spherical polar co-ordinates (p,8,¢), Figure (1.3.10).

It is also necessary to be able to calculate the scalar field generated by the divergence of a vector field in each of the above three
co-ordinate systems. In addition, one must be able to calculate the three components of the curl in the above three co-ordinate
systems. Vector derivatives are reviewed by M.R. Spiegel, Mathematical Handbook of Formulas and Table s, Schaum’s Outline
Series, McGraw-Hill, New York, 1968, chapter 22. It is also worthwhile reading the discussion contained in The Feynman Lectures
on Physics, by R.P. Feynman, R.B. Leighton, and M. Sands, Addison-Wesley, Reading, Mass., 1964, Volume II, chapters 2 and 3.

The following four vector theorems should be read, understood, and committed to memory because they will be used over
and over again in the course of solving Maxwell’s equations.

~ - -
r = xly +ya, +zl,
r = rd, + zd,
x = rCos@
y = r3in@

N
r = ru:

® = r5inBCosd
y = r5inBSind

z = rCoszf

Figure 1.3.10: The three commonly used co-ordinate systems.
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1.3.1 The curl of any gradient function is zero.
1.3.2 The divergence of any curl is zero.

1.3.3 Gauss’ Theorem.

n
dSBC

A
Volume V
bounded by a

closed Surface
s

Figure 1.3.11: An application of Gauss’ Theorem to a volume V bounded by a closed surface S. A is a vector field, and 72 is a unit

vector normal to the surface at the element of area dS.
Consider a volume V bounded by a closed surface S, see Figure (1.3.11). An element of area on the surface S can be specified by
the vector dS = 7dS where dS s the magnitude of the element of area and 72 is a unit vector directed along the outward normal to

the surface at the element dS. Let j(?,t) be a vector field that in general may depend upon position and upon time. Then Gauss’

Theorem states that
/ / (A-h)dS = / / / div(A)dr
S 14

where d7 is an element of volume. The integrations are to be carried out at a fixed time.

1.3.4 Stokes’ Theorem.

Consider a surface S bounded by a closed curve C, see Figure (1.3.12). A(?,t) is any vector field that may in general depend upon
position and upon time. At

N

dL
Closed Curve C

%
Figure 1.3.12: An application of Stokes’ Theorem to a surface bounded by a closed curve C. dL is an element of length along
curve C. 7 is a unit vector normal to the element of surface area, dS.

- —
a fixed time calculate the line integral of A around the curve C; the element of length along the line C is d L. Then Stokes’
Theorem states that

- — -
A-dL://curl(A)-ndS
C S

where 7 is a unit vector normal to the surface element dS whose direction is related to the direction of traversal around the curve C
by the right hand rule.
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1.4: The Auxiliary Fields D and H

It is sometimes useful to rewrite Maxwell’s equations (1.2.1 to 1.2.4 in terms of E, B, and two new vector fields Dand H. These
two new vectors are constructed as follows:

— - =
D=¢E+P

and
— - =
B = po(H + M)

When written using these two new fields Maxwell’s equations become

(&)= 2B "
cul(B) = - 22 (1.4.1)
div(B) =0 (1.4.2)
curl(H) = Jf+7 (1.4.3)
div(D) = py (1.4.4)

Maxwell’s equations have a simpler form when written in this way, and may in consequence be easier to remember. Their physical
content is, of course, unaltered by the introduction of the two new auxiliary fields D and H.

This page titled 1.4: The Auxiliary Fields D and H is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F.
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1.5: The Force Density and Torque Density in Matter

The presence of an electric field, E, and a magnetic field,é, in matter results in a force density if the matter is charged and in a
torque density if the matter carries electric and magnetic dipole densities. In addition, if the electric field varies in space (the usual
case) then a force density is created that is proportional to the electric dipole density and to the electric field gradients. Similarly, if
the magnetic field varies in space then a force density is exerted on the matter that is proportional to the magnetic dipole density
and to the magnetic field gradients. These force and torque densities are stated below; their proof is left for the problem sets.

1.5.1 The Force Density in Charged and Polarized Matter.

There is a force density that is the direct analogue of Equation (1.1.8), the force acting on a charged particle moving with the
velocity ¥ in electric and magnetic fields, ie

¥ —g(E +[¥ x B).

If this force acting on each charged particle is averaged in time over periods longer than characteristic atomic or molecular orbital
times and summed over the particles contained in a volume, AV , where AV is large compared with atomic or molecular
dimensions, then one can divide this total averaged force by AV to obtain the force density

— A
F :pr+(Jf><B) Newtons /m?>. (1.5.1)

If the electric field in matter varies from place to place there is generated a force density proportional to the dipole moment per unit

volume, 13, given by
- - . - . - R
Fgp= (P -VEI) u, + (P -VEy) ua, + (P -VEZ> i, Newtons /m?>. (1.5.2)

In addition, if the magnetic field, é, varies from place to place there will be generated a force density proportional to the magnetic

dipole density, M , given by

— — R — R — R 3
Fp=|M-VB, |u,+(M-VB, |u,+ | M-VB, |u, Newtons/m". (1.5.3)
The nabla operator denotes the operation of calculating the gradient of a scalar function ¢(?) In cartesian co-ordinates
_ 0. 0 0.
Vo= 3 u, + 8yuy+ 5z

1.5.2 The Torque Densities in Polarized Matter.

It can be shown that an electric field exerts a torque on polarized matter. The torque density is given by

e )
Trp=P xE Newtons/m". (1.5.4)

The magnetic field also exerts a torque on magnetized matter. This torque density is given by
— - = 5
Tp=MxB Newtons/m". (1.5.5)
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1.6: The CGS System of Units

The CGS system of units is still used by many scientists and they are commonly used in many older articles and books dealing with
topics in electricity and magnetism. For that reason it is useful for reference purposes to explicitly display Maxwell’s equations
written using the CGS system of units.

g 1 BE
%
div(B) =0. (1.6.2)
= A (= = 0P 10E
curl(B)—T Jf—l-ccurl(M)—kE +ZW (1.6.3)
— —
div(E) =4~ (pf —div(P)) . (1.6.4)

In this system of units ¢ = 2.998 x 10" cm/sec. and E and B have the same units (stat-Volts/cm). However, for historical reasons,
the units of B are

known as Gauss. 10* Gauss are equal to 1 Weber/m?: the unit 1 Weber/m? is also called a Tesla. The electric field is measured in
stat-Volts/cm where 1 stat-Volt is equal to 299.8 Volts; (yes, these are the same significant figures as occur in the speed of light!).
An electric field of 1 stat-Volt/cm (sometimes stated as 1 esu/cm) is approximately equal to 30,000 Volts/m.

If auxillary vector fields D and H are introduced through the relations

- = —
D=E+4nP,
and
- = —
B =H +4nM,
then equations (1.6.3 and 1.6.4) become
- 47— 1 BB
™
1(H) = — —_ 1.6.
curl(H) = =7 j+ ===, (1.6.5)
%
div(D) = 4mpy (1.6.6)

The first two equations, Equations (1.6.1, 1.6.2), remain the same. The vector D has the same units as E, and the vector H has the
same units as B, although for historical reasons the units of H are called Oersteds.

The relation between charge density and current density in the MKS and the CGS systems can be deduced from the ratio of the
proton charge as measured in both sets of units. This ratio is

e
M =2.9979 x 10°.
€plMKs

It follows from this ratio that 2998 esu/cm® is equal to 1 Coulomb/m?> . Similarly, a current density of 1 Ampere/m? is equal to
2.998x10° esu/cm? . The conversion from MKS to CGS magnetic units is easy to remember since the earth’s magnetic field is
approximately 1 Oersted which is equal to 10 Tesla (Webers/m? ).

This page titled 1.6: The CGS System of Units is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F.
Cochran and Bretislav Heinrich.

https://phys.libretexts.org/@go/page/22718



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/22718?pdf
https://phys.libretexts.org/Bookshelves/Electricity_and_Magnetism/Book%3A_Applications_of_Maxwells_Equations_(Cochran_and_Heinrich)/01%3A_Maxwells_Equations/1.06%3A_The_CGS_System_of_Units
https://phys.libretexts.org/Bookshelves/Electricity_and_Magnetism/Book%3A_Applications_of_Maxwells_Equations_(Cochran_and_Heinrich)/01%3A_Maxwells_Equations/1.06%3A_The_CGS_System_of_Units
https://creativecommons.org/licenses/by/4.0
https://www.sfu.ca/physics/people/profiles/bheinric.html

LibreTextsw
CHAPTER OVERVIEW

2: Electrostatic Field |

The Calculation of the Electrostatic Field Given a Time-independent Source Distribution.

2.1: Introduction

2.2: The Scalar Potential Function

2.3: General Theorems

2.4: The Tangential Components of E
2.5: A Conducting Body

2.6: Continuity of the Potential Function
2.7: Example Problems

2.8: Appendix 2A

Thumbnail: Field of a positive point charge influenced by a neutral conducting metal sphere. (CC BY-SA 3.0; Geek3 via
Wikipedia)
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2.1: Introduction

The electrostatic limit is the ideal case in which nothing changes with time. All source distributions are stationary, ie % is zero.
Therefore Maxwell’s equations reduce to

curl(E)=0 (2.1.1)

div(B) =0 (2.1.2)

curl(_B>) = g (7f —I—curl(ﬁ)) (2.1.3)

div(E) = - (pf - div(_P>)> (2.1.4)
€0

Notice that the magnetic field has become totally uncoupled from the electric field. As far as the static electric field is concerned
the magnetic properties of matter are irrelevant. The calculation of the static magnetic field from its sources will be the subject of
Chapter(4).

Notice that —div(P) is a source of the electrostatic field that is on an equal footing with the free charge density, ps . The electrostatic
electric field can be calculated for a given source distribution using the principle of superposition. For example, suppose that

Sourgé

Observer
Origin

Figure 2.1.1: Given a distribution of sources the electric field at the position of the observer, (X,Y,Z), can be calculated as the sum

of the electric fields generated by dividing the source distribution into small volume elements dV=dxdydz and treating the charges

or dipole moments in each volume element as a point charge or as a point dipole moment.
one is given a charge density distribution p(x,y,z), and let the observer be located at (X,Y,Z). The total charge contained within a
volume element dV located at (x,y,z) is given by dQ = p(x,y,z)dxdydz. If dV is taken to be sufficiently small the charge dQ can be
treated like a point charge. It will generate an electric field contribution at the position of the observer that is given by Coulomb’s
law:

= 1
E =

4)
(R-7)
47eg ’

TP

d

dQ =
IR —
where R is the vector that specifies the position of the observer and 7 is the vector that specifies the location of the volume

element, dV (see Figure (2.1.1). The total electric field at the position of the observer can be calculated as the vector sum of the
electric field contributions from all volume elements:

T)

%

- 1 (R —

E(X,Y,Z2)= /// dzdydzp(z,y, 2)————. (2.1.5)
4meg AllSpace |R 7?|3

It is very seldom that the above integral can be carried out analytically. In all but a few special cases the integral must be calculated
using a computer and small but finite volume elements. Equation (2.1.5) is valid even when the point of observation is located

within the charge distribution so that the distance |R —7| goes to zero for a volume element located at the position of the observer.
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Why Equation (2.1.5) still works is not obvious but can be understood using the following argument. Surround the point of
observation by a small sphere whose radius, Ry, is finite but is so small that the spatial variation of the charge density within the
sphere can be neglected. The electric field at the observer due to charges outside the sphere of radius Ry can be carried out without
problems created by a vanishing denominator in Equation (2.1.5).

To the electric field generated by charges outside the sphere one must add the electric field generated at the center of the sphere by
the charges inside the radius Ry. However, the electric field at the center of a uniformly charged sphere vanishes by symmetry, see
Figure (2.1.2). For every element of charge at (x,y,z) there is a second equal element of charge at (-x,-y,-z) whose field is equal in
magnitude but opposite in direction to the field of the first charge element. Thus the fields generated by these symmetry related
charge pairs cancel.

2.1.1 Dipole Moment Density as a Source for the Electric Field.

A point electric dipole generates an electric field according to Equation (1.2.10). This point dipole formula can be used to calculate
the electric field at some point in space, (X,Y,Z), generated by a distribution of dipole density ﬁ(x,y,z). The idea is to divide up the
source distribution into small volume elements, dV, and then to use the principle of superposition to obtain the electric field as the
vector sum of the fields produced by the dipole moments ﬁ(x,y,z)dV treated as point dipoles. The electric field at the position

é(X,Y,Z), the position of the observer- see Figure (2.1.1), can be written

Y)

Figure 2.1.2: A sphere of radius Ry filled with a uniform charge density py. The electric field at the center of the sphere is zero
because the field generated by element number 1 at (x,y,z) is cancelled by the field equal in magnitude but opposite in direction
generated by the equal volume element number 2 at (-x,-y,-z). The net field generated by all such symmetry related pairs is zero.

= 1 3[P R-T)(R-T) P
E(X,Y,2)= /// dedydz | 2L (m’y’z)'_f —TR-T) _(f’y’z) . (2.1.6)
TTE
0 Sy R-T R-TJ

This complex formula can be seldom evaluated exactly. Usually it must be evaluated approximately by means of a computer. Eqn.
(2.1.6) is valid for points of observation both inside and outside the electric dipole density distribution. If the observation point lies
inside the dipole density distribution one must surround it by a small sphere of radius RO and carry out the summations implied by
Equation (2.1.6) for the space outside the sphere. This is required in order to avoid the divergence obtained when R = 7. The radius

Rp must be chosen so small that variations of the dipole density, P, within the sphere can be neglected. After having calculated the
contribution to the electric field generated by the dipole density distribution from points outside the sphere, one must add an
electric field contribution from the dipoles inside the sphere. It is not clear at this point how to calculate this contribution, but later

it will be shown that the electric field at the center of a uniformly polarized sphere, polarization density ﬁo, is given by
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This field E’O must be added to the electric field generated by the dipole sources outside the sphere of radius Ry in order to obtain
the total electric field strength at the position of the observer.

The procedure outlined above is very complicated due to the complex form of the electric field generated by a point dipole. A
second, simpler approach, is suggested by the Maxwell Equation (2.1.4). Namely, one can use Equation (2.1.5) with the charge
density given by

_)
p(z,y,2) =—div P (z,y, 2). (2.1.7)

It is clear from Equation (2.1.7) that a spatially uniform dipole moment density distribution does not generate an electric field.
However, one must be careful: any dipole distribution confined to a finite region of space must vary rapidly at its surfaces. This
rapid variation of the dipole density produces an effective charge density distribution that may become very large and is localized
near those surfaces. These surface charge density distributions must be taken into account when calculating the electric field.

This page titled 2.1: Introduction is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and

Bretislav Heinrich.
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2.2: The Scalar Potential Function

The direct calculation of the electric field using Coulomb’s law as in Equation (2.1.5) is usually inconvenient because of the vector
character of the electric field: Equation (2.1.5) is actually three equations, one for each electric field component Ex, Ey, and E’Z. It
turns out that the electrostatic field can be obtained from a single scalar function, V(x,y,z), called the potential function. Usually it
is easier to calculate the potential function than it is to calculate the electric field directly. The field E can be obtained from the
potential function by differentiation:

4)
E(z,y,2) = —gradV(z,y, 2). (2.2.1)
That is in cartesian co-ordinates
ov
E,=——,
ox
1%
E,=——
Yy ay )
oV
E,=———.
# 0z

According to the Maxwell Equation (2.1.1) the curl(ﬁ) must be zero for the electro-static field. This equation is automatically
satisfied by Equation (2.2.1) because of the mathematical theorem that states that the curl of any gradient function is zero, see
section (1.3.1). The units of the potential function are Volts. Absolute potential has no meaning. One can add or subtract a constant
potential from the potential function without changing the electric field; the electric field is the physically meaningful quantity.
Since the electric field satisfies the law of superposition it follows that the potential function must also satisfy superposition. This
means that the potential function at any point due to a collection of charges must simply be the sum of the potentials generated at
that point by each charge acting as if it were alone. One of the virtues of using a potential function is that scalar quantities are easier
to add than are vector quantities because one has only to deal with one number at each point in space rather than the three numbers
which specify a vector (the three components). Of course, to obtain the electric field from the potential function at some point in
space it is necessary to know the potential at that point plus the value of the potential at nearby points in order to be able to
calculate the derivatives in grad(V).

The electric field at the point R, whose co-ordinates are (X,Y,Z), due to a point charge q at #, whose co-ordinates are (x,y,z), can be
calculated from the potential function

vR)= -+ L (2.2.2)

or

dmeo (X )+ (Y —yp (227

V(X,Y,Z)

That this is an appropriate potential function can be verified by direct differentiation using

__v
r — 6X,
ov
B= "y
and
oV
Ez :_6_2

These electric field components can be compared with Coulomb’s law, Equation (1.1.3).

The potential function Equation (2.2.2) can be used to construct the potential function for any charge distribution by using
superposition. Consider an arbitrary, but finite, charge distribution, p(r'), such as that illustrated in Figure (2.1.1). The charge
distribution can be divided into a large number of very small volumes. A typical volume element, dV, is shown in the figure. The
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charge contained in the volume element dV is dq = p(¥)dV Coulombs. The volume element is supposed to be so small that all the

charge contained in it is located at the same distance from the point of observation at R. The charges contained in dV may be
treated like a point charge; they therefore contribute an amount to the total potential at P given by

_)
p(r)dV 1
dv, = or
_>
4dmeg R - ?|
p(z,y, 2)dzdydz 1
av, = 4 E
T [(X—a2) (Y g2+ (22

(Do not confuse the element of volume, dV, with the element of potential, dV/,.) The total potential as measured by the observer at
(X,Y,Z) is obtained by summing the above expression over the entire charge distribution.

1 p(z,y, z)dzdydz
wya=o [ TP (2.2.3)

Of course, one need not use cartesian co-ordinates. In symbolic notation the above expression, Equation (2.2.3), can be written

—

Vp(ﬁ):;eo/s p(r)dV. (2.2.4)

—
ace |R_?|

This formula, Equation (2.2.4), works even when the point at which the potential is required is located within the charge
distribution. It is not obvious that it should work; the proof is based upon Green’s theorem (see Electromagnetic Theory by Julius
Adams Stratton, McGraw-Hill, NY, 1941, section 3.3). It should also be noted that the total charge density distribution is made up

partly of free charges, ps, and partly of the effective charges due to a spatial variation of the dipole density, py = —div(ﬁ), where py,
is the so-called bound charge density: the total charge density is given by

p=ps+pp.
One can understand why the potential function remains finite even though the integrand in Equation (2.2.4) diverges in the limit as

7 -~ R. Surround the point of observation at R by a small sphere of radius Rg. Ry is taken to be so small that variations of the
charge density inside the sphere may be neglected. The integral in Equation (2.2.4) remains finite at all points outside the sphere
and therefore, in principle, the integral can be carried out without problems. Let the resulting contribution to the potential be V.
Inside the sphere the charge density can be taken to be constant, p(¥') = pg, and can therefore be removed from under the integral
sign. The remaining integrand in Equation (2.2.4) is spherically symmetric and can be written in spherical polar co-ordinates for
which dV = 47r?dr. The contribution to the potential at the center of the sphere due to the charge contained within the sphere
becomes

Po / Bo gnr2dr  poR2
AV = = .
4dmey Jo r €2
- — P R?
Thus the total potential at the point of observation, R, is finite and has the value V(R) =V, + ;TO“
Substitute the expression Equation (2.2.1) into the Maxwell Equation (2.1.4) to obtain
1 -
div(grad V) = V2V = —— [pffdiv(P)}. (2.2.5)
€

Eqn.(2.2.5) is a differential equation for the potential function, V, given the charge density distribution. This differential equation
has been much studied and is called Poisson’s equation.

The divergence of a gradient is called the LaPlace operator, div(gradV ) = V2V . In cartesian co-ordinates one has
o’V 9’V 9*V
+

ViV (z,y,2) = :
(@9, 2) Ox? + Oy? = 022

The form of the LaPlace operator should be committed to memory for the three major co-ordinate systems: (1) cartesian co-
ordinates; (2) plane polar co-ordinates; (3) spherical polar co-ordinates. The LaPlace operator in each of these three systems will
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keep cropping up over and over again in this book.

2.2.1 The Particular Solution for the Potential Function given the Total Charge Distribution.

We have already written down the potential function which is generated by a given distribution of charge; Equation (2.2.4). From
this equation it follows that the particular solution of the differential equation (2.2.5), Poisson’s equation, is given by

e
L 1)~ ain(P (7)) av
V(R):m/spm = . (2.2.6)

Eqn.(2.2.6) is called a particular solution of Poisson’s equation (Equation (2.2.5)) because it is generated by a particular, local,
distribution of charges. Notice that any solution of LaPlace’s equation, V2V = 0, can be added to (2.2.6) and Poisson’s equation
will still be satisfied: this freedom can be exploited to satisfy boundary conditions for problems that will be treated later.

2.2.2 The Potential Function for a Point Dipole.

As pointed out above, the potential function generated by an electric dipole distribution can be calculated from an effective charge

density distribution py = —div(P). However this contribution to the potential function can also be calculated by direct summation of
the potential function for a point dipole. The potential generated at a position located 7 from a point dipole, p, is given by

1 (7).

yr— (2.2.7)

‘/dip =

Z
P(x,vy,2)
+q
At (x=0,vy=0,z=d)
—
-q xy Plane

At (x=0,y=0,2z=0)

Figure 2.2.3: Model for calculating the potential function for a point dipole. The two charges are separated by the distance d.

This can be shown as follows (see Figure (2.2.3)):

2 py? 2) 1/2 2,2 2 9\ 1/2 2:d 427 Y2
. = (m +y +(z—d)) = (m +y°+z —2zd+d) =r 1__2 - .
I r
Therefore
1 1
et
r, r r2

to first order in the small distance d. Also 1/r- = 1/r so that
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a1 a1 g1
P 4meg v,  dmegr_  4mep 3

Butp = qd and Z =cos(#) so that Vg is just given by Equation (2.2.7).

The point dipole potential, Equation (2.2.7), can be used to calculate the potential at the point of observation, 1%, by superposition
of contributions from small volume elements, dV, at 7, each of which acts like a point dipole p = PdV . The result is

- = -

N . _

Vi (R) = — / de. (2.2.8)
4meg Space 'R_?|3

Formula (2.2.8) gives the same value for the potential function as does Equation (2.2.6) in which the free charge density, p; , has
been set equal to zero. These two ways of calculating the potential due to a distribution of dipoles can be shown to be
mathematically equivalent, see Appendix (2A).

This page titled 2.2: The Scalar Potential Function is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F.

Cochran and Bretislav Heinrich.
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2.3: General Theorems

A number of rules, or theorems, can be deduced from Maxwell’s equations (2.1.1) and (2.1.4).

2.3.1 Application of Gauss’ Theorem

From Maxwell’s equations one has

_>

E)=2
€0

div(

where p; = p¢ + pp, and pp, = —div(13). Integrate Equation (2.1.4) over any closed volume V:

///Vdvm(ﬁ):%///vdvpt:f_g.

But from Gauss’ Theorem, section(1.3.3)
/ / / dVdiv(E) = / / / dS(E- ),
v S

where S is the surface bounding the volume V, and n is a unit vector normal to the element of surface area, dS, and directed from
inside the volume to the outside. Thus the total charge Q; = [ [ fV dV p; contained within the volume V can be calculated from a
knowledge of the electric field everywhere on the surface S bounding the volume V:

QtZEO/./SdS(E'ﬁ)- (2.3.1)

— - = - a
It is often useful to rewrite Equation (2.1.4) in terms of the displacement vector D = ¢y E + P . Notice that D and P have the
same units, Coulombs/m? , and these units are different from the electric field units of Volts/m. Using the above definition of D the

fourth Maxwell equation becomes
_>
div(D) = py, (2.3.2)

where p; is the density of free charges. Integrate Equation (2.3.2) over a volume V and apply Gauss’ Theorem to obtain

[ [t [ [as0 [ [ [ov

It follows from this that the total free charge within a volume V can be calculated from a knowledge of the displacement vector, 13,

over the surface S bounding the volume V:
% ~
Qf:// dS(D -n). (2.3.3)
s

2.3.2 Boundary Condition on D.

Gauss’ theorem in the form of Equation (2.3.3) can be used to show that the normal component of the displacement vector, 1_5,
must be continuous at the boundary between two different materials if that boundary contains no free surface charges. Refer to
Figure (2.3.4). Let SS be the surface that separates region (1) from region (2). Apply Equation (2.3.3) to a pill-box that straddles
the bounding surface SS. The surface area of the pill-box is AS and it is dL thick: the thickness dL. will be taken to be small
compared with the lateral dimensions of the pill-box, ~ v/AS. The contribution to the surface integral in (2.3.3) from the sides of
the pill-box will be negligible because (1) its area will be very small since dL is relatively small, and (2) the components of

_>
D, D parallel with the surface SS, the tangential components, will be very nearly constant over the dimensions of the pill-box
and so as the outward
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SS

D1

Region 1 Region 2

SS

Figure 2.3.4: Application of Gauss’ Theorem to a pill-box straddling a surface of discontinuity between two materials.

normal changes direction by 360 degrees around the pill-box perimeter the positive and negative contributions to the surface
integral will cancel. Thus in the limit as dL. — 0 and AA — 0 the surface integral taken over the pill-box surface will be given by

- . — R — R
// dS(Dn)z(Dan) AA+<D1'H1) AA.
Pill-box

But 32 Ny = +Dy, and Bl -n; = —D,,; where Dy, Dy, are the components of _D>2, Bl normal to the bounding surface SS. It
follows from Gauss’ theorem, Equation (2.3.3), that if there are no free charge densities in the two materials then the total charge
contained in the pill-box is zero and therefore D,—Dj, = 0, so that the normal component of D must be continuous across the
bounding surface SS. This result remains valid even if the volume density of free charges is not zero because the total charge
contained in the pill-box of Figure (2.3.4) goes to zero as the pill-box volume goes to zero with the pill-box thickness, dL. The
normal component of D can only be discontinuous if the surface SS carries a surface charge density. If the bounding surface SS
carries a surface charge density of o Coulombs/m? the total charge contained within the pill-box of Figure (2.3.4) is ofAA
Coulombs, and Equation (2.3.3) gives

Dy, AA—Dy,AA=0;AA

since the charge contained within the pill-box, ofAA, is independent of dL, and does not vanish as dL. — 0. It follows that any
discontinuity in the normal component of the displacement vector D is an indication and a measure of the presence of a surface
charge density:

o = Day — Dy, (2.3.4)

2.3.3 Discontinuity in the Normal Component of the Polarization Vector.

Gauss’ theorem can be used to show that a discontinuity in the normal component of the electrical polarization vector, 13, produces
a surface density of bound charges, op. Consider a surface that separates regions having different material properties such as that
shown in Figure (2.3.4), and in particular two regions having different polarization densities 131 and 132. Let there be no free charge
distributions, and let there be no free charges on the surface of discontinuity, SS. For this situation Equation (2.1.4) becomes
div(B) = — L div(P) = 2,
€0 €0

Apply Gauss’ theorem to this equation for a pill-box straddling the boundary SS such as that illustrated in Figure (2.3.4). In the
limit as dL. — 0 and AA — 0 the surface integral over the pill-box of the electric field gives

- - -
// dS(En)—(EQng)AA+<E1n1)AA
Pill—box
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— —
But E5-ny = FE,,, and E;-n; = —FE}, where E, and E{, are the components of the electric field normal to the bounding
surface SS. Thus

_)
[[[ avaE)==[[] avp, =L
Pill-box €0 Pill-box €0
and Gauss’ Theorem gives
= _Qp
dS(E -h) = (Esy, — E1) AA=—.
Pill—box €0

Qp is the total bound charge contained in the pill-box. As the thickness of the pill-box shrinks to zero the only bound charges left in
the pill-box will be due to surface bound charges, oy, and therefore Qp = opAA. It follows that

oy = €0 (Ean — E1n) - (2.3.5)

This equation (2.3.5) is the analog of Equation (2.3.4) and the derivations of these two equations are similar. In the present case it
has been assumed that there are no free surface charges on the interface surface SS so that from Equation (2.3.4) one has (D, —

D1y) = 0 and therefore from the definition of D
D2y, — D1y = (€0 Ban + Pan) — (€0 E1p + Pip) = 0.
Using Equation (2.3.5) gives
oy = — (Pan — P1y) - (2.3.6)

Any discontinuity in the normal component of the Polarization vector generates a surface density of bound charges. These
bound charges generate electric fields and must be explicitly taken into account when the electric field is calculated from its
sources using Equation (2.1.5), (the direct application of Coulomb’s law), or when Equation (2.2.6) is used to calculate the
potential function for a distribution of free and bound charges.

This page titled 2.3: General Theorems is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and

Bretislav Heinrich.
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2.4: The Tangential Components of E

It follows from the first Maxwell equation, Equation (2.1.1) curl(é) = 0, that the tangential components of the electric field
vector must be continuous across any surface. Consider a loop dL long and dw wide that spans a surface SS: the loop has one
side in region (1) and the other side in region (2) as shown in Figure (2.4.5); the sides dw are chosen to be perpendicular to the
surface SS. Ey and Ey, are the electric field components parallel with the surface SS - the tangential electric field components.
From Stokes’ theorem, Section (1.3.4), one has

) — - =
// dS(n-curl(E)):f E-dL.
Loop Loop

SS \( Region 2

Loop having
an area AS

SS

Figure 2.4.5: A rectangular loop having sides dL long and dw wide used for the application of Stokes” Theorem.

— —
j{ E-d=0.
Loop

In calculating the line integral one can take the limit as dw becomes very small so that contributions from the electric field
components parallel with dw and therefore normal to the surface can be made negligibly small. In this limit the line integral
becomes

But curl(E) = 0, therefore the line integral must vanish:

-
?{ E-dL = EydL — EpdL.
Loop

The negative sign arises because in Region(2) the loop is traversed in the direction opposite to the direction of E. It follows from
the fact that the line integral must vanish that

Ep =Ey, (2.4.1)

or in other words the tangential components of E' must be continuous across the surface SS. Since SS is an arbitrary surface it
follows that the tangential components of the electric field must be continuous across any surface.
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2.5: A Conducting Body

The electrostatic field must be zero inside a conducting body. A non-zero field would act on mobile charges in the body and so
produce currents that would cause the charge distribution to change with time. Any time variation of the field sources must
generate time-varying fields in contradiction with the assumption of the electrostatic limit in which nothing changes with time.
Since the electrostatic field is zero everywhere inside a conducting body, it follows from Equation (2.4.1) that the electric field just
outside a conducting body can have no components parallel with the surface. The electric field just outside a conducting body must
be normal to the surface of that body. Finally, it follows from an application of Gauss’ Theorem to a pill-box spanning the surface
of the conducting body that the electric field just outside that conducting body is given by

g o 1

E,=|E|=—==—(o;+), (2.5.1)
€0 €0

where o is a free surface charge density on the conducting body, and o, = —F, is a bound surface charge density due to a

discontinuity in the normal component of P if the conductor is in contact with a dielectric material.
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2.6: Continuity of the Potential Function

The potential function must be continuous at any point in space (with the exception noted below) since a discontinuous jump in its
value would correspond to an unphysical infinite electric field strength:

av
dr’

where E, is the component of the electric field along the direction specified by dr. The exception referred to above occurs at a layer

E, =

of dipoles; see the example problem discussed below. Let a surface carry a density of dipoles 13d per unit area (dimensions of
Coulombs/m) oriented such that the dipole density is perpendicular to the plane. Such an electrical dipole layer, or electrical
double layer, generates no external electric field, but it does generate a jump in potential given by

_>
AV = )Pd Jeo. (2.6.1)

Electrical double layers are common in nature. The potential difference that is observed to exist between the fluid inside a living
cell and the surrounding fluid is maintained by an electrical double layer on the cell membrane. A double layer is also formed
whenever a metal electrode is placed in an electrolytic solution. The potential difference across the double layer is called the
electrode potential. The potential difference that is observed at the electrodes of a battery is the difference between the electrode
potentials of two dissimilar conductors immersed in an electrolyte.
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2.7: Example Problems

2.7.1 Plane Symmetry.

(1) A Uniformly Charged Plane.

Consider a plane which is infinite in extent and uniformly charged with a density of ¢ Coulombs/m? ; the normal to the plane lies in
the z-direction, Figure (2.7.6). The charge plane is located at z=0. It is clear from symmetry that the electric field can have only a
component normal to the plane since for every charge element at x,y there is an exactly similar charge element at -x,-y such that the
transverse field components at the point of observation cancel. All of the charges on a ring of radius r produce the same z-
component of electric field at the point of observation, P; they may therefore be lumped together to obtain

dE,| — dq cos(d) o2mrdr z
Pl 4mey R2~  4mey R3’

o o rdr
€0 0 (22+471?)

Upon carrying out the integration one obtains an electric field that is independent of z and, for positive z, has the value o /2¢:

therefore

G Coulombs/meter?

Figure 2.7.6: Calculation of the electric field generated by a uniformly charged plane.
(o}
E,=—. (2.7.1)
260
Note that for points to the left of the charge plane the electric field points along -z: ie. E, = —g/2¢;. There is a discontinuity of
magnitude o/ € in the z-component of the electric field at the charge plane.

(2) The Potential Function for a Uniformly Charged Plane.
It is interesting to calculate the potential function from a direct application of Equation (2.2.4) for the potential generated by a
charge distribution. Referring to Figure (2.7.6) one can calculate the contribution to the potential at the observation point P:

qv, — dg 1  o2mrdr 1

4w R 4mey /2 T 22

and therefore for z>0
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o °° rdr o

20 Jo Vi2izz 26

This is an example of an integration that does not converge. In order to obtain a proper integral one can use a trick. Suppose that
the charged plane was not infinite in extent, but that it was in the form of a large, but finite, disc having a radius D. There would
then be no problem; one would have

v, = ly&—2

Do zo zo
Vp = — — — = constant — —.
260 260 260
One is always free to subtract a constant from the potential without changing the value of the corresponding electric field
distribution. One can simply subtract the constant from the above equation to obtain

20
Vp=—7—, forz>0.
260
Notice that V, does not change sign for z less than zero because the integration involves the square root of z2 . Thus the complete

expression for the potential function, valid for all values of z, is given by
g

Vo =514 (2.7.2)

see Figure (2.7.7). In Equation (2.7.2) the zero for the potential function has been chosen so that the potential is zero on the plane.
The potential function is continuous as the field point P moves through the plane from left to right in Figure (2.7.7): the electric
field component normal to the plane undergoes a discontinuity.

(3) The Field of a Uniformly Charged Plane Using Gauss’ Theorem.
We could have deduced that E is independent of position, except at the charge plane, directly from the fourth Maxwell equation

- — _
div(E) =(1/€) (pf —div(P )) . In this application there is no electric dipole density since P = 0 everywhere. Consequently,

%
also div(P ) = 0 everywhere.

Vo
A

Y

—-o/2g,

Figure 2.7.7: The potential function (top) and the electric field (bottom) generated by a uniformly charged infinite plane carrying a
Wy

charge density of 6 Coulombs/m?. E, = — 5
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As we have seen in (1) above using symmetry arguments E has only a z-component; moreover, this component, E,, cannot depend
upon x,y if the charge distribution is uniform and infinite in extent: any shift of the infinite charge distribution in the x-y plane can

not be detected by a fixed observer. Therefore, in this case,

=g OF

E)= —
0z

except at z=0 since the charge density is zero everywhere except at z=0. Thus E, = constant everywhere except at z=0.

div( =0

Charged Plane
Area Az
G Coulombs/m

Figure 2.7.8: Geometry for the application of Gauss’ Theorem to calculate the electric field strength generated by an infinite,

plane, uniformly charged sheet whose density is ¢ Coulombs/m? . The magnitude of the resulting field is Ey = o/ (2¢€p).
Moreover, it is obvious from Coulomb’s law and symmetry that the magnitude of the electric field for z < 0 must have the same
value as the magnitude of the electric field for z > 0, although the direction of the field switches 180 degrees upon passage through
the charge plane. For this very symmetric case one can obtain the magnitude of the electric field directly from Gauss’ Theorem.

///Vdde(E)z//SdS(E.ﬁ):%,

where V is the volume bounded by the closed surface S and Q is the total charge contained in the volume. Apply this theorem to a
parallelepiped having its edges oriented along the co-ordinate axes as shown in Figure (2.7.8). The box shown in the figure
contains an amount of charge A, Coulombs since the area of the side of the box whose normal lies along z is just A,. Now
calculate the surface integral of the electric field over the surface of the

parallelepiped. This integral is easy to carry out because the electric field is constant in magnitude and in direction. Over four sides
of the box shown in Figure (2.7.8) the direction of the electric field is parallel with the surface, thus perpendicular to the surface
normals, and the scalar product of the electric field and the normal to the surface, 1, vanishes so that these sides contribute nothing
to the surface integral. Over the two ends of the box the electric field is parallel with the surface normal so that the scalar product

E- n just becomes an ordinary product, and the contribution to the surface integral from each end is EgA,: notice that at each end
the electric field is parallel with the direction of the outward normal because the field reverses direction from one side of the charge
sheet to the other. The surface integral in Gauss’ theorem is given by

_>
// dS(E -h) = 2EyA,.
S

But the total charge contained in the box is 0A,, so that the electric field must have the magnitude Ey = o/ (2¢9) in agreement
with Equation (2.7.1).

(4) An Electric Double Layer.

Consider two oppositely charged uniform charge sheets separated by a distance of 2d meters, as illustrated in Figure (2.7.9). The
electric field generated by each charge sheet is uniform, independent of z, and directed normal to the planes of charge. In the
regions outside the charged planes,ie. z > d or z < d, the electric field is zero because the fields generated by the oppositely charged
planes have opposite directions and therefore cancel. Between the two charged planes the fields due to the two planes have the
same orientation and therefore add to produce the total field E, = —c/€;. A plot of E, vs z exhibits discontinuities at z= d, Figure
(2.7.10). The potential function outside the double layer is constant corresponding to zero electric field. However, the potential on
the right hand side of the double layer is different from the potential on the left hand side. The step in the potential is related to the
strength of the double layer:
_ 20d

AV —ZPd/CO,
€0
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where Pgq is the dipole moment per unit area in Coulombs/meter.

—————— - R
Fields Fields Fields
cancel add cancel

z=-d z=+d z
-G C/m? +com’

Figure 2.7.9: An electric double layer consists of two infinite plane sheets of charge densities +o and —o Coulombs/m? separated
by a small distance. The electric field is zero everywhere outside the double layer, but is equal to |E,| = o /€y between the two
charged sheets.

(5) A Uniformly Polarized Slab.

Consider a slab that is uniformly polarized along the z-axis as shown in Figure (2.7.11). The strength of the polarization density is
Py, and there are no free charges anywhere. One can define a bound charge density from the relation py = —div(ﬁ). This bound
charge density generates an electric field just as surely as does the free charge density, ps . Inside the slab of Figure (2.7.11) the
polanzatlon density is P Pouz ; thus OP,/0z is zero inside the slab and therefore le(P) and hence py, is zero. Outside the slab

P 0 so that here also le(P) = 0 and therefore py = 0. One might be misled by the fact that the bound charge density vanishes
both inside and outside the slab into thinking that the bound charge density is zero everywhere. However, the bound charge
density does not vanish on the slab surfaces. The derivative 0P,/0z is singular at z=0 and at z=d ie. on the faces of the slab. This
singularity is integrable: if one integrates the derivative from z = —e to

E.
!

-d +d 2z

Figure 2.7.10: The electric field distribution and the corresponding potential function generated by an electrical double layer. The
electric field intensity inside the double layer is Ey = —o/¢€q . The jump in the potential across the double layer is AV = 20d/¢; .
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Py OQutgside: P=0

Inzide: Fz= Py

dP
dz

Figure 2.7.11: A uniformly polarized slab. The polarization density,ﬁo, is directed along the normal to the slab. The discontinuities

%
in the normal component of the polarization produce effective surface bound charge densities given by o, = — div( P).

z = +¢, for example, the result is

/+€ (8;;2 ) dz=P(+€) = P.(~¢) =P,

€

because P,(—€) = 0 and P,(+¢€) = P,,. Notice that the value of the integral is independent of the small interval Q, and, in particular, it
remains finite even in the limit as € — 0. The integrand has the character of a Dirac § — function: 9P, /0z = Pyd(z) , where the
function 8(z) is a strongly peaked function having zero width but infinite amplitude in such a way that it’s integral is just equal to
unity. But this means that the charge density on the surface at z=0, py, = —0P,/0z, z, is a very sharply peaked integrable function of
z: it is in fact a surface charge density of strength —P, Coulombs/meter? . Similarly, there will be a surface charge density of
strength +P, Coulombs/meter? on the surface at z=d. The electric field distribution produced by a uniformly polarized slab in which
the polarization density lies parallel with the slab normal is exactly the same as that which would be produced by two uniformly
charged planes carrying charge densities of o = P, see Figure (2.7.9). Outside the uniformly polarized slab the electric field is
zero. Inside the slab there is a uniform electric field, E, = —Pg /¢, whose direction is opposite to the direction of the polarization
density; it is called a depolarizing field because it tends to act so as to reduce the polarization density. The potential outside the slab
will be constant, both on the left and on the right, but the potential on the right will be larger than that on the left by the amount

— - = - -
AV =Pyd/ey Volts. It is interesting to examine the auxiliary field D =€y E + P . Outside the slab both E and P are zero so
that D must also be zero. Inside the slab D has only a z-component, and

D,=¢E,+P,=—-Py+Py=0.
The normal component of D is continuous across the slab surfaces. In general, in the absence of any surface free charge density the
normal component of D must be continuous across the interface.

Now consider a uniformly polarized slab in which the polarization density vector lies in the plane of the slab as shown in Figure
(2.7.12). In this case the polarization has only an x-component, and that x-component, P,, is a function only of z. This means that

%
div(P)=0P,/0x =0 everywhere. There is no bound charge density anywhere, and there is no free charge density, by
supposition, so that there are no sources for the electric field. A uniformly
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By

Figure 2.7.12: An infinite slab that is uniformly polarized in plane, Py = Py.

polarized slab in which the polarization lies in the slab plane generates ne macroscopic electric field.
It is a general rule that a spatial variation of the polarization density, P, produces an effective volume charge density

— -
pp = —div(P). In addition to this effective volume charge density, any discontinuity in the normal component of P across a
surface produces an effective surface charge density given by

Op = — (P2n _Pln) .

These bound volume and surface charge densities must be used, along with the free charge distributions, to calculate the electric
field and potential distributions.

2.7.2 A Spherically Symmetric Charge Distribution.

Consider a charge distribution that is spherically symmetric but one in which the charge distribution p(r) may have an arbitrary
dependence upon the co-ordinate r, see Figure (2.7.13). In this case the electric field can have only a radial component by
symmetry. The magnitude of this radial component, E,, cannot depend on position on the surface of a spherical surface centered on

Center of

Symmetry

Figure 2.7.13: The electric field intensity generated by a spherically symmetric charge distribution. The electric field has only a
radial component because the transverse components generated by two equivalent charges, dq; and dgp, cancel by symmetry.

the center of symmetry of the charges because any rotation of the distribution around the center of symmetry leaves the charge
distribution unaltered. It follows that the surface integral of the electric field over the surface of a sphere of radius R is just \(4 \pi
RM2} \mathrm{E}_{r}) so that from Gauss’ theorem

E ! ! /Rdr (r)4mr?
r = — re.
4’7'('60 R? 0 P

Thus for the electric field outside the charge distribution one has

1
47R’E, = — p(r)dVol = Q (2.7.3)
€0 J Sphere €0
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Here Q is the total charge contained in the distribution. The electric field outside a spherically symmetric charge distribution
looks like the field of a point charge!

The potential function generated by any symmetric charge distribution must be independent of the spherical polar co-ordinates 6, ¢
because Eg and E,, are both zero. The potential function can be calculated from 0V/dr = ~E,. Note that the potential must be a
continuous function of r even if

YA

Cylinder of

radius I and
1 meter long

Figure 2.7.14: The electric field generated by a uniformly charged line lying along the z-axis. The line charge density is p;,
Coulombs/meter. The electric field is radial and has the value E, = (pr,/27eg) (1/r) Volts/m.
the charge density distribution, p(r), contains discontinuities. The potential function is continuous everywhere except on a surface
containing an electrical double layer.

2.7.3 Cylindrical Symmetry.

(1) A uniformly Charged Line.

Let charges be distributed uniformly along the z-axis with a charge density of p;, Coulombs/meter as shown in Figure (2.7.14). It is
easy to see, using Coulomb’s law, that the electric field generated by this distribution can have only a radial component; the
transverse components generated by equivalent charge elements symmetrically disposed around the origin at +z and at -z cancel
each other out. Furthermore, the radial electric field strength,E,, cannot depend upon the angle 6 because the line charge exhibits
rotational symmetry; ie. the charge distribution remains unaltered by a rotation through any angle around the z-axis. E, also cannot
depend upon position along z since the line is taken to be infinitely long. Apply Gauss’ theorem to a cylindrical surface centered on
the line charge, and 1 meter long and having a radius of r meters. The charge contained within this cylinder is p;, Coulombs. The
surface integral of the electric field is easy to carry out because the electric field is parallel with the surface normal at every point
on the cylinder surface; on the end surfaces the electric field contributes nothing to the surface integral because it lies in the

%
surface, i.e. E -u,, =0, where u,, is the unit normal to the surface. It follows from Gauss’ Theorem that
PL
2nrE, = —,
€0

and therefore

PL 1
E, = - 1t .
2me < r ) Volts /m

Since the electric field has only a radial component it follows that the corresponding potential function, V, cannot depend upon the
co-ordinates z,0. But E,. = —dV/dr, so that one can use

wﬁ=—<pL>mm

27eg

as the potential function for a uniformly charged line. The logarithmic variation of V(r) with r can also be deduced from a direct
application of Poisson’s equation, Equation (2.2.5). In this application the free charge density p; = 0 everywhere except at the
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origin, r=0. There is assumed to be no electric dipole distribution anywhere so that P =0and pp = —div(ﬁ) = 0 everywhere. Thus
V2V = 0. But in cylindrical polar co-ordinates, and in the absence of any variation of V with angle or with displacement along z

0 [ OV
V2V — —
or <r or ) 0

It follows from this that roV/0r = constant = a, and therefore V = a In(r) + constant in agreement with the above expression for
V(r): remember that one can add or subtract a constant from the potential function without changing the electric field calculated
from it.

(2) A Line of Dipoles.

Consider a line of dipoles uniformly distributed along the z-axis with a density of P; Coulombs; the dipoles are supposed to be
oriented along the x-direction

¥

oy

0

_pL +pL .;(

d

Figure 2.7.15: An infinite line of uniformly distributed point dipoles can be modelled by a uniformly charged positive line
separated by a small distance d from a uniformly charged negative line. Let the charge density on the positive line be p;, and let the

- _
charge density on the negative line be —p;, then the dipole density, a vector, is given by ‘ P ;| = prd Coulombs, and P| is directed

from the negative line to the positive line.

as shown in Figure (2.7.15). The line of dipoles can be modelled by two line charges separated by a very small distance d, as shown

in Figure (2.7.15). The resulting potential function at P, the point of observation, written in cylindrical polar co-ordinates can be

calculated as follows using the potential function for a uniformly charged line:
PL

PL L
Vp=—""1 —In(r_) = In(r_ .
P e n(ry )+ omeq n(r-) Smeq n(r_/r.)

Butr_ =7, +dcos(f) so that

and

%
. prd cos(6) 1 Pp-7
LmVp = = ,
d—0 2weg T 2mweg 12

where Py, is the line density of dipoles. The electric field components are

OVp  Pp cos(f)

Er = - = )
or 2mey 12
1 6Vp PL sin(@)
E9 = = )
r 00 2meg 12
E,=0.

A cross-section through the electric field distribution in a plane normal to the line of dipoles looks similar to the field distribution
around a point dipole. The electric field at 6 = 0 is directed along the +x direction and so is the field at 8 = 7: both fields have the
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strength P/ (271'607‘2). The electric fields at 8 = 7/2, 37/2 are directed along the -x direction, and have the strength
Eo :PL/ (271'607‘2).

2.7.4 A Uniformly Polarized Ellipsoidal Body.

No Polarization

outside the body.

pp= - divP = 0

(because P is unifo

Figure 2.7.16: A uniformly polarized body having an irregular shape. The resulting surface bound charge distribution produces an
electric field distribution that is non-uniform both inside and outside the body.

Consider a uniformly polarized body of arbitrary shape that is immersed in vacuum. The bound volume charge density associated

with a uniform polarization density is zero since div(P) = 0. The bound surface charge density is not zero because there is a
. —

discontinuity in the normal component of P on the surface of the body; this surface charge density is given by g, = P ¢ - n where

n is the unit vector normal to the surface of the body. Notice that this surface charge density varies from place to place on the
surface and that it

No Polarization | E0| =NxP0/80
outside the Yi

ellipse

Figure 2.7.17: A uniformly polarized ellipsoidal body; the polarization lies along a principle axis of the ellipse. The resulting

surface bound charge distribution produces a uniform electric field inside the ellipse. The electric field distribution outside the

ellipse is non-uniform.
changes sign when one considers opposite points on the surface, see Figures (2.7.16 and 2.7.17). In fact, it is a consequence of
charge conservation that the sum over all surface charges on a body that carries no free charges must be zero. The surface bound
charge density distribution can be used to calculate the electric field and potential function everywhere in space. An analytical
calculation is usually out of the question, and the problem must usually be solved by means of a numerical summation. One could,
in principle, calculate the electric field components by means of Coulomb’s law, but it is usually more convenient to work with the
integral for the potential function, Equation (2.2.6). For the particular case in which the uniformly polarized body has an ellipsoidal
shape the calculation of the potential function and the electric field can be carried out analytically. See, for example, J.A. Stratton,
Electromagnetic Theory, McGraw-Hill, N.Y., 1941, section 3.25. The surprising result is that the electric field inside a uniformly
polarized ellipsoid is uniform. Usually this internal electric field is not parallel with the direction of the polarization density. The
internal electric field and the polarization are parallel only if the polarization vector is directed along a principal axis of the

ellipsoid defined by the equation for its surface
N2 Y2 2\ 2
— = -] =1. 2.7.4
(Z) () + () .74

Here a,b,c are the three semi-axes that define the ellipsoid. Outside the ellipsoid the electric field is not uniform: it resembles a
distorted dipole field and falls off at large distances like 1/r> . In the principle axis co-ordinate system defined by Equation (2.7.4)
the electric field components inside the ellipsoid are simply related to the polarization components:
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P
E, = -N,—, (2.7.5)
€0
P
E,=-N,—%
Y Y €0 )
P
E.=-N,—=Z.
€0

The depolarization coefficients Ny, Ny, and N, are pure numbers that depend upon the parameters of the ellipsoid (a,b,c of Equation
(2.7.4)). They can be calculated using elliptic integrals. The depolarization coefficients obey a sum rule:

N, +N,+N,.=1. (2.7.6)

This sum rule makes it very easy to deduce values for the depolarization coefficients for very symmetrical bodies. Consider the
following examples:

(a) Sphere. By symmetry Nx = Ny = Nz. Therefore from the sum rule each must be equal to 1/3

(b) Cylinder. This is the limiting case in which one dimension of the ellipsoid, the z dimension say, becomes very long. The two
transverse depolarizing factors must be equal by symmetry. On the other hand, if the cylinder is polarized along its length any
surface bound charge density can only be associated with the ends; but the ends are infinitely far away and consequently any
charges on them produce an infinitely small electric field. This means that a cylinder that is uniformly polarized along its length
will produce no electric field. It can be concluded that for such a cylinder N, = 0. It follows from the sum rule that if Ny = Ny then
each must be equal to 1/2.

(c) A Thin Flat Disc. Think of an ellipsoid of revolution which is thin along the z-direction but which has a very large radius R in
the xy plane. By symmetry Ny = Ny . If the edges of the disc are very far from its center, ie. R — o, then the electric field near the
center of the disc due to surface charges on the disc edges must become vanishingly small ( remember that

X

& -

gl
s

Figure 2.7.18: Oblate ellipsoid of revolution.

|

@ @ - ’ |
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/

Figure 2.7.19: Cigar shaped ellipsoid of revolution.
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the field due to an element of charge decreases like 1/R? ). It follows that Ny = Ny - 0 in the limit as R - oo. From the sum rule
Equation (2.7.6) one can conclude that N, — 1. The field inside an infinite disc that is polarized parallel with its axis of symmetry
has the value E, = —P, /¢y in agreement with the result previously deduced for a transversely polarized slab, section (5) above,
and Figure (2.7.11).

Two commonly encountered special cases of ellipsoids of revolution are shown in Figures (2.7.18 and 2.7.19). In each case one
need only specify the depolarizing coefficient for the axis of revolution, the z-axis. The other two depolarizing factors are equal and
can be calculated from the sum rule Equation (2.7.6). Case(a) is a pancake shaped ellipsoid, Figure (2.7.18). For this case

2d /D2 _ d2 / 2 _ d2
N, = R R — arctan VR -4 ,  where (d/R) <1 (2.7.7)
(R2 _ d2) 3/2 d d
In the limit d/R — 0 the depolarizing factor is given approximately by
m(d
NZZI_E(ﬁ) . (2.7.8)
Case(b) is a cigar shaped ellipsoid, Figure (2.7.19). For this case
(19" (1 (149 ;

In the limit as the cigar becomes very long, (d/R) — oo the demagnetizing coefficient can be expressed as

N, = (%)2 <1n[%d] —1) . (2.7.10)

For a general ellipsoid it can be shown that

(%
(4

(

)fO s+a2
) Jo” s+,,z (2.7.11)

) fO s+c2

N,
N,
N,

where R, = ([s—l—a2] [s+b2] [5—1—02]) 12
(See J.A. Stratton, Electromagnetic Theory, McGraw-Hill, N.Y., 1941. Section 3.27.)

This page titled 2.7: Example Problems is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and
Bretislav Heinrich.
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2.8: Appendix 2A
2.8 Appendix 2A.

It was pointed out in sections 2.2.1 and 2.2.2 above that the potential function, V(}_é) generated by a distribution of electric dipoles,

P(7), can be calculated in two ways:
—d (?»
— iv
(1) V(R) /// . (2.8.1)
47T€0 Spax:e dV/ol ?|

This equation for the potential function is calculated from the distribution of bound charges, p = —diV(13). The second equation for

the potential function can be written as the potential due to point dipoles PdV,,, summed over the entire distribution of dipoles:

=1 P.(R-T)
(2) V(R):47T€() //fgmced‘/volﬂ. (2.8.2)

These two formulae, Equations (2.8.1 and 2.8.2), give the same potential function apart from a possible constant that has no effect
on the resulting electric field. This statement can be proved by applying Gauss’ Theorem to the function

P P
div _>— =div
R VIX—aP ¥ —yP+[Z-2P

The divergence is calculated with respect to the co-ordinates of the source point, (x,y,z):

_>
P ) P 8 P ) P
mvT:%%+_—y+_;

IR -7 IR-T1

By direct differentiation one can readily show that
%
. P (
div( — ST =
IR — 1| |R | IR

Remember that the differentiations are with respect to the co-ordinates of 7, (x,y,z), and not with respect to the observer co-

ordinates ﬁ, (X,Y,Z). Integrate the above equation over a volume, V,,;, bounded by a surface S and apply Gauss’ Theorem, section
1.3.3, to the term on the left. The result is

—> —
//dS’Pn /// dV},Oldw /// dV},OlP (R-—1)
V;ot V;ot ?|3 ‘

Now let the volume V,,; become very large so that the surface S recedes to infinity. If the polarization distribution is limited to a
finite region of space, as we shall assume, the surface integral must vanish because the polarization density on the surface, S, is
zero. We are left with the identity

//Amﬂ%dw //A; ;md (BT .83
|

Upon multiplying both sides of Equation (2.8.3) by 1/ (471'60) one obtains the integral of Equation (2.8.1) on the left and the
integral of Equation (2.8.2) on the right. It follows that the same value for the potential will be obtained, aside from a possible
unimportant constant, whether one uses the formulation based upon the potential for a point charge or the formulation based upon
the potential function for a point dipole.
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3: Electrostatic Field Il

Electrostatic Boundary Value Problems for an Isotropic, Linear, Dielectric Material.

3.1: Introduction

3.2: Soluble Problems

3.3: Electrostatic Field Energy

3.4: The Field Energy as Minimum

3.5: Appendix(A) - The Onsager Problem

Thumbnail: The field of a positive charge above a flat conducting surface, found by the method of images. (CC BY 3.0; Geek3 via
Wikipedia)
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3.1: Introduction

Chapter(2) demonstrated that the electrostatic field could be calculated everywhere in space from a knowledge of the spatial
distribution of free charges and a knowledge of the spatial distribution of the electric dipole moment density. However, in most
cases of interest one does not initially know the free charge and dipole moment distributions. In a typical problem one is given two
or more metal electrodes embedded in a material medium, in which the electrode potentials are specified. In this kind of problem
the free charge and dipole moment distributions must be determined as part of the problem solution. In order to solve such
problems it is necessary to know the relation between the electric field in a material and the dipole density that is induced in that
material by the electric field. In general such problems are extremely difficult unless the dipole density, 13(77), at a point 7 in the
material is linearly related to the electric field at that same point, E’(F). In this chapter we shall assume that we have to do with
linear, isotropic, media such that

P(¥) = xe E(7), (3.1.1)

where x is a pure number called the static dielectric susceptibility.x is supposed to be independent of position within a given
material; it will exhibit discontinuous jumps at the boundary between two different materials. Fora dielectric material characterized
by x Maxwell’s equations for the electrostatic field become (no variation with time)

curl(E) =0, (3.1.2)

.1 - 1 .
div(E) = o [pf —div(P)| = o [pf — X€o div(E)} .

This last equation can be written €(1+ x)div(E) = ps . But €y(1+ ) is independent of position within a given dielectric
material so that

div [(1 +X)eoﬁ] =ps= div(D), (3.1.3)
since
D=¢E+P =(1+yx)eE. (3.1.4)
The number (1 + ) is called the relative dielectric constant, ¢,. Thus for a linear isotropic material
D =e,6F = ¢E, (3.1.5)
and
div(D)=p; or div(E)=p;/e. (3.1.6)

Equation(3.5) defines the dielectric constant € which has the same units as €j, namely Farads/meter or Coulombs/Volt meter.
As in Chapter(2) one can introduce a potential function, V(7'), such that
E(F) = —grad V(7). (3.1.7)

This definition guarantees that the Maxwell Equation (3.1.2) will be satisfied because the curl of any gradient is zero. Using
Equation (3.1.7) in Equation (3.1.6) gives

—divgrad V() = py(7) /€
or
V2V (F) = —%pf(?) (3.1.8)

The differential equation, Equation (3.1.8), is called Poisson’s equation. It is similar in form to Equation (2.2.5) of Chapter(2) for

P=0 except that €, is replaced by e. It follows by analogy with Equation (2.2.6) of Chapter(2) that the particular solution of
Equation (3.1.8) is
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V(?):L/// v, 220 (3.1.9)
4me Space |I{—-F|

Unfortunately, Equation (3.1.9) is seldom helpful because one does not usually know a priori the free charge distribution, py(T).
The usual problem involves a number of conducting electrodes embedded in a dielectric medium: either the potential or the total
charge on each electrode is specified as a boundary condition. Generally the dielectric medium is taken to be either charge free,
ps =0, or else slightly conducting where the current density at any point in the medium is proportional to the electric field strength
at that point

-

J ;= oE. (3.1.10)
For the charge-free case Poisson’s equation, Equation (3.1.8), becomes
V2V =0. (3.1.11)

This is called LaPlace’s equation. For a conducting medium the charge density will not generally be zero. However, any
distribution of charges must be time independent because, by hypothesis, we are dealing with static field distributions which are

independent of the time. It is a consequence of charge conservation that the current density, J ¢, and the charge density, p;, must
satisfy the equation

div(J;(7)) + (977(;) —0, (3.1.12)

so that if the charge distribution does not depend upon time the current density must be divergence free;
div(jf) —0. (3.1.13)

But if the current density is proportional to the electric field, Equation (3.1.10), it follows that a divergence free current density
must be paired with a divergence free electric field,

div(E) =0, (3.1.14)

and therefore that the potential function must satisfy LaPlace’s equation, Equation (3.1.11), V2V =0. The time-independent
problem associated with conductors having a specified potential embedded in a linear, isotropic, chargefree dielectric medium has
exactly the same potential distribution as the

Conductor

E=0

En
Surface 5 near the
conductor

Figure 3.1.1: A charged conductor. The free charge on the conductor is given by @ = [ [, s D-ds.

problem of the same conductors embedded in an isotropic, conducting, linear dielectric medium. In either case one requires a
potential distribution that satisfies LaPlace’s equation, Equation (3.1.11), and for which the potential on each conducting electrode
either reduces to a specified value, or else the total charge on each conductor calculated from the potential distribution gives a
specified value. A conductor must have the same potential throughout by definition because the electric field within a conductor is
zero; a zero electric field means that the potential function has no dependence upon position. The electric field within a conductor
must be zero because otherwise mobile charges within the conductor would flow to its surface and build up time dependent electric
fields in contradiction with the original assumption that the electric fields were time independent. It is a general rule that the

tangential components of the electrostatic field must be continuous across any surface (see sections 2.4 and 2.5). Therefore, if E =
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0 inside the conducting body it follows that the tangential components of the electrostatic field must be zero just outside the
conductor surface. In other words, the electrostatic field must be normal to the surface of a conductor.

The total charge on a conductor, which must be located entirely on the surface of the conductor, can be calculated by means of an
application of Gauss’ theorem to Equation (3.1.6): see Figure (3.1.1).

g - .
Q:// dS~D:e// ds-E,
Surface Surface

where the integral is evaluated on a surface that lies just outside the actual conductor surface. The electric field just outside the
conductor is normal to the surface and has the magnitude E,, = —9V/8n, where 0V/dn is the gradient of the potential at the
surface of the conductor. The total charge contained on the conductor is therefore related to the normal gradient of the potential

function at the conductor
- [0V
Qz—e// dS- (—) (3.1.15)
Surface On

It can be proved mathematically, and it makes sense physically, that there is only one solution of LaPlace’s equation, V2V = 0,
which satisfies the given boundary conditions. In other words, a solution of LaPlace’s equation that satisfies the boundary
conditions is unique; it is the solution. The boundary conditions may be of three different types: (1) the potential on each
conductor is specified; (2) the total charge on each conductor is specified; (3) the potential on some of the conductors is specified
and the total charge on the remaining conductors is specified. In addition, the fields very far from any charges must fall to zero at
least as fast as 1/R? . This requirement follows from the fact that any collection of charges when viewed from very far away must
look very nearly like a point charge, and hence the potential function must fall off like 1/R where R is the mean distance to the
group of charges.

In general it is very difficult to find a solution of LaPlace’s equation that satisfies the boundary conditions imposed by a particular
problem. Usually it is necessary to resort to numerical or approximate techniques in order to find a suitable solution. In the
following sections a number of standard problems are posed and their solutions are discussed. The solutions of these standard
problems enable one to build up, by analogy, a picture of how the electrostatic field should behave given a problem whose
parameters lie outside those corresponding to one of the categories discussed below.

This page titled 3.1: Introduction is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and
Bretislav Heinrich.
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3.2: Soluble Problems

3.2.1 (1) Orthogonal Systems.

The only problems that can be solved analytically are those for which the conducting electrodes can be described by ul=const., or
u2=const., or u3=const. where ul, u2, u3 form a system of orthogonal co-ordinates. Stratton discusses eight such orthogonal
systems ( Electromagnetic Theory by Julius Adams Stratton, McGraw-Hill, New York, 1941). We shall be interested only in the
three most commonly used systems (1) cartesian co-ordinates, (2) cylindrical polar co-ordinates, and (3) spherical polar co-
ordinates.

(a) Cartesian Co-ordinates.
In the Cartesian co-ordinate system LaPlace’s equation becomes
o’V 9%V 9*v -

oz o T =Y

Let the surfaces of two semi-infinite electrodes lie at z=0 and at z=D, Figure (3.2.2). In this case the potential function must be
independent of x and y by symmetry: the potential on any plane z=constant must be featureless because there are no edges with
which to locate oneself in the plane. In other words, any shift of the electrodes in the x-y plane does not change the geometry of the
problem. Thus LaPlace’s equation is reduced to

o’V
0z2

This simple equation has the general solution
V(z) = A+ Bz, (3.2.1)

where A,B are constants that must be determined from the boundary conditions. For z=0 the potential is required to be V; and
therefore A = Vj. For z=D the potential must equal V; and therefore B = (V, — V1)/D. Thus the required potential function for this
problem is given by

Vo —Vy)z
V(z) =V + %,

v, v,
ds
E;
e

z
D
|
z=0 z=D

Figure 3.2.2: Two plane parallel, semi-infinite metal electrodes separated by a distance D. The electrode potentials are V; and V.
The space between the electrodes is filled with a material having a dielectric constant €.

and this solution is unique. It corresponds to an electric field whose components are:

E,=0
E, =0
(Vi—Vy)

and E,= Volts /m.
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The electric field is forced to be uniform simply because the potential function has no spatial variation along x or y.

The surface charge density on each electrode must also be independent of x and y, and the charge density on the two electrodes are
equal in magnitude but opposite in sign. They may be calculated by means of Gauss’ theorem. Consider a small pillbox that spans
an electrode surface such as that shown in Figure (3.2.2). According to Gauss’ Theorem the surface integral of the normal
component of D over the pillbox is equal to the total free charge contained within the pillbox:

— o
Q:pst:// ds$-D.
Pillbox

ButD = €E so that the surface integral of D can be written as a surface integral of E. Since E is zero inside the metal electrode it
follows that the only contribution to the surface integral comes from the surface of the pillbox that lies in the dielectric; the surface
integral of E gives dSE,. Thus one finds
Q =dSp; =edSE,
and therefore
_ Vi Vs)
Ps = D .

This expression can be used to estimate the relation between total charge and voltage difference on a parallel plate capacitor.
Consider two parallel plate electrodes each having an area of A meters” , and let the charge on one plate be Q Coulombs and on the
other plate be -Q Coulombs. If edge effects are neglected, and if it is assumed that the charge density is uniform, one can write ps =
Q/A. Tt follows that

€A

Q= (5) tvi-va),

or writing (V1 — V) = AV,

C is the capacitance of the parallel plate system.

Variations of this problem involve two regions having different dielectric constants, see Figure (3.2.3).

The potential function in each region must satisfy Laplace’s equation (3.1.11), and therefore in the infinite plate approximation
02V
072

since the potential function can not depend upon the co-ordinates x and y. It follows from E, = —dV/dz that the electric field in each
region must be

:0,

vy Va
G a3
£ £
E1 E;
— d;——d—
'z
z=0 z=d, z=d:+d:

Figure 3.2.3: The parallel plate capacitor problem with two different dielectric materials. The electric field in each region is
independent of position.

independent of position. The magnitude of the electric field in each region depends upon whether or not the dielectric material is,
or is not, conducting. There are two main limiting cases: (1) the conductivity, o in each region is zero; and (2) each region is
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conducting with a current density given by J=0E.
Case(1). If the conductivities are zero there can be no free charges anywhere in the dielectric materials. As a consequence it follows
from Maxwell’s equation(2.3.2) that D must be divergence free, ie div(D) = 0. This in turn means that the normal component of D
must be continuous across the interface between the two dielectrics, or D; = D». This implies that
61E1 :62E2. (322)
But also
di1Eq +dsEs = (V1 —Vz) =AV. (3.2.3)

These two equations, Equations (3.2.2 and 3.2.3) can be solved to obtain the electric field strengths in each region of the dielectric
insulators. The charge density on each electrode has the magnitude ps = D1 = D».

Case(2). If the dielectric materials are conducting the current density in each region must be the same in the steady state in order to
prevent a time dependent build up of charge at the interface between the two dielectric slabs. But J; = 0;E; and J, = 0,E, so that

0'1E1 :O-QEZ. (324)

Equation(3.2.4) replaces Equation (3.2.2) which is only valid providing that there is no charge flow through the dielectric slabs.
Eqns.(3.2.3 and 3.2.4) form a system of two equations that may be solved for the two unknowns E; and E;. Notice that for this
case of conducting materials the displacement vector will have a different value in each of the two regions:

Di=eEi=¢ (2) E,

o1
and
D2 = €9 E2 .

Notice that the free surface charge density on each electrode will be different in magnitude because p, = D; for the positive
electrode and p, = —D, for the negative electrode. The surface free charge density at the interface between the two dielectric slabs is
given by p, = (D, — D).

(b) A Leaky Capacitor.

The potential function for a leaky capacitor is the same as the potential function for a non-leaky capacitor because in both cases the
potential must satisfy Equation (3.1.11), V2V = 0, and in both cases the potential must satisfy the same boundary conditions. In the
infinite electrode approximation in which edge effects are neglected the plane symmetry requires that the potential function have
the form V = a + bz, Equation (3.2.1), where a and b are constants. This means that E, = — (0V/0z) must be independent of
position. If the potential difference between the electrodes is AV, see Figure (3.2.4), the electric field strength is E = AV/d, and the
corresponding strength of the displacement vector is D = €E = eAV/d . But from Gauss’ Theorem

Vo+ AV v

Figure 3.2.4: Charge decay through a leaky capacitor. € = €rep is the dielectric constant for the spacer material. ¢ is the
conductivity of the spacer material.
applied to div(ﬁ) = py it follows that the surface charge density on the positive electrode is given by o0y =D =eAV/d=Q/A ,
where Q is the total charge on the electrode and A is the electrode area. (Do not confuse the free charge density, o; , with the
conductivity, o). The capacitance is defined by C = Q/AV so
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A
C= % Farads,

exactly the same formula as for a non-leaky capacitor! However, there is a flow of charge between the two electrodes of a leaky
capacitor. The current density is given by

aAV_ﬂ

J=0cE = = .
d eA

The total current is
I=JA= oQ Amps.
€

Unless the current is maintained by some external source such as a battery this current flow must deplete the electrodes of charge.
For an isolated capacitor the charge on the positive electrode must change with time according to the equation of charge

conservation:
Q_, _Q
dt €
The solution of this differential equation is
Q(t) = Qpexp —ot/e. (3.2.5)
Thus the charge on a leaky capacitor dies away exponentially with a time constant, 7, given by
r=<= pe seconds, (3.2.6)
o

where p is the resistivity of the material between the conducting electrodes (not the charge density!), see Figure (3.2.4). Whether or
not a capacitor should be treated as leaky depends entirely upon the time scale associated with the problem. For most materials the
relative dielectric constant, €, lies between 1 and 10, so that differences in the intrinsic time constant, 7, from one material to
another are determined primarily by the resistivity. Resistivities for some selected materials are listed in Table (3.2.1). The most
striking feature of this Table is the wide range of resistivities exhibited by these solid materials. It is clear that the best candidates
for an insulating dielectric material listed in the Table are yellow sulphur and paraffin wax.

(c) Cylindrical Co-ordinates.

Consider a problem that exhibits cylindrical symmetry so that the potential function does not depend upon the z co-ordinate.
LaPlace’s equation becomes

10 /([ 6V 1 0%V
= —— _ —0. 3.2.7
r Or (r or ) r2 96? ( )
The general solution of this equation can be written
= n bn = n dn .
V(r,6) :a+blnr+z anr +r—n cosn0+2 cnl +r—n sinnf, (3.2.8)
n=1 n=1

where a,, by, ¢, and d,, are arbitrary constants. The series (3.2.8) satisfies the equation V2V = 0 term by term as can be verified by
direct differentiation.

Table 3.2.1: Resistivities and time constants for some selected materials at a temperature of 20C. (Handbook of Chemistry and Physics, 531
Ed., CRC Press (1972). The dielectric constant has been taken to be g for convenience.

Material p (Ohm m) Material p (Ohm m) 70 = €op( seconds )
Copper 1.67 x 1078 1.48 x 10719

Intrinsic Ge 0.46 4.1 x10712

Boron 1.8 x 10* 1.6 x 1077

Yellow Sulpher 2 x 1015 1.8 x 10%= 4.9 hours
Pyrex 7060 1.3 x 10° 1.2x 1076
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Material p (Ohm m) Material p (Ohm m) 7o = €op( seconds )

Pyrex 1710 2.5 x 107 2x1074

Fused Silica ~ 108 ~9x107

Beeswax ~10'3 ~ 89

Paraffin 103 - 107 89 — 8.9 x 10° (up to 247 hours)
Wet Ground 10 - 103 107°-108

The constants in (3.2.8) have to be chosen so as to satisfy the boundary conditions for a particular problem. The term b In r
corresponds to the potential generated by an infinite line charge, see Section (2.7.3) of Chpt.(2). A line charge of strength py,
Coulombs/meter in free space generates the potential

vm(pL)mn (3.2.9)

21 €0
If the line charge is immersed in a medium of dielectric constant € then €, must be replaced by e in Equation (3.2.9).

The term V; = (by/r) cos 8 corresponds to a line of dipoles in which the dipole moment is oriented along the x-axis, see Chpt.(2),
Section (2.7.3). The potential generated by a line of dipoles in free space and having a strength of Px Coulombs is given by

P, cosf

Vi(r,0) = .
x(r,6) 2meor
If the dipole moments are oriented along the y-axis the potential is given by

P,sind
2meer

V;J(T’ 0) =

this is one of the terms proportional to sin 8 in Equation (3.2.8).
The terms a;r cos(0) and c;r sin(B) in (3.2.8) correspond to uniform fields along x and y. This can be seen by using the substitutions
x =rcosb,

and
y=rsin,

to obtain V, = a;x, corresponding to an electric field E, = —a;, and Vy = ¢y, corresponding to the electric field E;, = —c;. Such
terms are appropriate for discussing the problem of a uniform dielectric cylinder immersed in a uniform applied electric field,
Figure (3.2.5). If the applied electric field, E,, is taken to lie along the x-direction it is clear from the symmetry of the problem that
the potential function must be symmetric in y: a reflection of the system through the xz plane gives one exactly the same problem.
This implies that the potential for 6 and for -8 must be the same. This being the case, the amplitudes of all the sin n8 terms in the
expansion (3.2.8) must be zero for
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Figure 3.2.5: A uniform cylinder, infinitely long in the z-direction, and immersed in a uniform electric field Ex = E¢. The cylinder

is characterized by a dielectric constant €;° It is situated in a medium whose dielectric constant is €2-
each n because sin(n#) is an odd function of its argument. Furthermore, the cylinder is uncharged and therefore the amplitude, b,
of the In(r) term in the expansion must be zero because b is proportional to the strength of the line charge, p;, which generates this
term in the potential. A second argument requires this term to be absent in the potential function for this problem: the potential
function inside the cylinder is required to remain finite at r=0, and In(r) diverges at r=0. In addition, the potential function in the
region outside the cylinder is required to approach the value corresponding to a uniform electric field, V(r,8) = —Egr cos (8), for
very large distances r, whereas In(r) diverges at large r much more slowly. On the basis of these arguments one may conclude that
the potential function required for the problem of a cylinder immersed in a uniform electric field must have the form

by cosf by cos 260
—_|_...

+asr? cos 20 + 3
r

V(r,0) =a+ajrcosf+ (3.2.10)

In the limit as r — oo the potential function outside the cylinder, V,,, must converge to the potential corresponding to a uniform
electric field, E,, along the x direction. That is

lim Vo — —Egrcosé.

T—00
This condition requires all the terms an to vanish for n > 1. It also requires a; = —E,,.

Inside the cylinder the potential function, V; , must remain finite in the limit as r — 0: there are no charges inside the cylinder to
produce any singularity in the potential. Thus inside the cylinder all the terms proportional to 1/t must vanish for all n. These
considerations now leave the following possibilities for the potential functions inside and outside the cylinder:

Inside(r < R)
Vi(r,0) =a+ayr cos 0+ asr? cos 20+ asr® cos30- - -

Outside(r 2 R)

2
Vo(r, 6) — A— Borcos 0+ by cr0s9 n by cos 26 n b3 cos 360 L

12 r3
These two series for the potential functions inside and outside the cylinder must be matched on the surface of the cylinder in order
to satisfy two conditions: (1) the tangential component of E must be continuous across the interface (from curlE = 0); and (2) the
normal component of D must be continuous across the interface at r=R because there is no free charge density (from diV(l_j) =pt).
Condition (1) will obviously be satisfied if the potential function is forced to be continuous at r=R,

Vi(R, 0) = Vy(R, 6).

Condition (2) requires that

iy _ (%
@ or r=R - e or r=R ‘
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These two conditions must be satisfied for every angle 0, and this means that they must be separately satisfied for each term cos
(nB) in the above two series. For example:

n=0
a=A4A
n=1
aiRcosf = (—EOR + %) cosf,
and

by
€1a1 cosl = —ey <E0 + E) cosé.

These last two equations can be solved to give

—262E0

= 3.2.11
ai (61+62) ( )
b—1—<61_62)E (3.2.12)
R2 — €1+€2 0- </
n=2
2 by
asR” cos 20 = —-cos 20,
R2
and
—2€9b
2€1a9Rcos20 = 2% cos 26.
RS

The latter two equations have only the solution ap = by = 0. These procedures can be continued for all n with the result that all
coefficients for n > 2 are zero. The potential function for the problem of an infinite cylinder subjected to a uniform applied field
turns out to be rather simple:

Inside the cylinder (r <R)

Vi(r,6) — a— 222Forcosd (3.2.13)
(e1+€2)
Outside the cylinder (r = R)
— E 0
Vo(r,0) = a—Eoreosf+R? [ L2 ) 20287 (3.2.14)
€1+ €2 T

The constant a has no physical significance and could just as well have been set equal to zero. The potential function inside the
cylinder corresponds to a uniform electric field along the x-direction:

2
E, = —2 (3.2.15)
(e1+e€2)
This means that the material inside the cylinder is uniformly polarized along the x-direction. This is an example of the depolarizing
coefficients discussed in Section (2.7.4) of Chpt.(2). In order to make contact with the treatment of Chpt.(2), consider the problem
of a cylinder characterized by a dielectric constant €, surrounded by free space (€2 = €;) , and located in a uniform external field Ex

= Eo. A uniform polarization density transverse to the cylinder axis, P, produces an internal field given by
Py
Ex = 5
260

because the depolarization coefficient for this geometry is 1/2. When this field is added to the applied field the total electric field
along the x-direction inside the cylinder is given by
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P
Ex=E),— —. 3.2.16
0 260 ( )
It is this total field that polarizes the material of the cylinder. By definition
Dy = €eEx = ¢Ex +PX7
therefore
P, =(e—€p)Ex.
Now substitute Equation (3.2.16) for the electric field to obtain
Py
Py =(e— Ey— —
(E 60) ( 0 260 )
Solving for Py this gives
€E— €
P, =2¢E . 3.2.17
b () (3.217)
From Equation (3.2.16) the total electric field inside the cylinder is
2
Ex = < E07
€+ ¢€o

in agreement with Equation (3.2.15) deduced from the potential function for the case e =€y and € = €.

The potential function outside the cylinder corresponds to the uniform applied electric field, Eq, plus the potential due to a line of
dipoles whose dipole moment per unit length is given by

PLx = (7TR2) 260E0 ( £ % )

€+ €

(by comparison of Equation (3.2.14) with the expression for the potential function for a line of dipoles given in Section(2.7.3)).
This is equivalent to a dipole moment per unit volume

in agreement with Equation (3.2.17).

This problem has been treated in detail because it is the prototype for all problems in cylindrical polar co-ordinates that involve
boundaries describable by the form r= constant. At each surface of discontinuity one must require the potential function to be
continuous through the surface. In addition the normal component of the displacement vector, vecD, is required to be continuous
through the surface if that surface contains no surface free charge density. These conditions, together with the requirement that the
potential function behave properly in the limits as r approaches zero and as r approaches infinity, serve to determine the coefficients
in the expansions Equation (3.2.8). The solution so found is guaranteed to be the solution apart from an additive constant.

(d) Spherical Polar Co-ordinates.

LaPlace’s equation written in spherical polar co-ordinates is

10 [ ,0V 1 9 (. 0V 1 o*VY\
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Uncharged Sphere

Figure 3.2.6: An uncharged dielectric sphere, dielectric constant €1, situated in a medium characterized by a dielectric constant, €2,
in the presence of a uniform electric field E, = Ey.

For simplicity consider problems that are symmetric around the z-axis so that the potential function does not depend upon the angle
variable ¢. The general solution of LaPlace’s equation for that case is

n=oo
V(r,0) =) (anrn + 1.111)-7-1 ) P, (cosb). (3.2.19)
n=0

The angular functions Pp(cos 0) are called Legendre polynomials: the first few of them are listed in Table (3.2.2). The coefficients
ap, by, must be chosen to satisfy the boundary conditions for a particular problem. As an example, consider a dielectric sphere
having a dielectric constant €; surrounded by a medium characterized by a dielectric constant €2 and immersed in a uniform
applied field, E, = Eq, see Figure (3.2.6). The electric field is directed along the z-axis, and is supposed to be produced by sources
that are very far removed from the position of the sphere. Far from the sphere the potential function must have the form

V(r,0) — —Eqrcos¥,
corresponding to a uniform field Eg. This suggests that the potential both inside and outside the sphere should be proportional to the
Legendre polynomial P; = cos (0). One is therefore led to try

Table 3.2.2: The first five Legendre polynomials P;(x): see Schaum’s Outline Series "Mathematical Handbook” by Murray R. Spiegel,
McGraw-Hill, N.Y.,1968. The multiplicative constant in front of each polynomial has been chosen so that the polynomials satisfy the

condition fjl dxP, P, = (ﬁ) Omn » Where 0., = 1 1 if m=n, and zero otherwise.
Py=1
Pl =T

_ 1

—

63x5 — 70x% + 15x)

Inside.
V; = Arcos®6.

There is no term by/r? term because there is no charge at r=0 that would cause the potential function to be singular at the origin.

Outside.

b
Vo = (ar+ —2) cosb,
Ir

where a = —E in order that the potential reduce to that corresponding to a uniform field of strength E, at distances far from the
sphere.

On the surface of the sphere the potential must be continuous on passing from the inside to the outside the sphere; this continuity of
the potential function guarantees that the tangential component of E will be continuous across the surface of the sphere as is
required by the Maxwell equation curl(£) = 0. One finds, for r=R,
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b
AR =-EqR + @,
or
b
A:—Eo—i—g. (3.2.20)
On the surface of the sphere the normal component of D must be continuous. This condition gives

€1A=—€ (Eg—l—%) . (3221)

Equations (3.2.20) and (3.2.21) can be solved for A and b. The result of the calculation is

A=— (i) Eo,
€1+ 2¢€

€1 — € 3
b=| ——— ) R’E,.
<€1+2€2) 0

and

The function

- 3esEgrcosf

Vj r, 0) = .
( ) (E 1+ 262)
satisfies V2V = 0 everywhere in the region inside the sphere. The function

€1 — € R3E cosé
€1+ 2€9 2

V,(r,0) = —Egrcosf+ (

T
satisfies V2V = 0 everywhere in the region outside the sphere. Moreover, these two functions satisfy all of the boundary conditions
for this problem. The uniqueness theorem guarantees that this is the solution of the problem of an uncharged dielectric sphere
subject to a uniform applied electrostatic field.

For the particular case in which an uncharged dielectric sphere characterized by a dielectric constant € is located in free space,
dielectric constant €, the above result reduces to

E
Vi(rao) = <23+O

&

) rcosé, (3.2.22)

and

(3.2.23)

r—1 3E 0
Vo(rﬁg):—EorC0S0+(€ > R°E cos

2+e, r? ’

where the relative dielectric constant is €, = (e3/€g). These expressions are consistent with the results of Chpt.(2), Section(2.7.4)
in which it was stated that the depolarization factor for a sphere is 1/3. The second term in Equation (3.2.23) corresponds to the
potential generated by a point dipole at the center of the sphere having the strength

67»—1 3
=4 R°Ey.
P: 7T€o<2+ﬁr) 0

This moment corresponds to a polarization per unit volume directed along z and having the value

4nR? r—1
P:pz/7r3 :3€0<;+6 )Eo Coulombs /m?. (3.2.24)

This uniform polarization would produce a depolarizing field within the sphere given by

€ —1
E,=- E 1 .
5 (2+6r) o Volts/m
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When this is combined with the applied field, Eg, the total field within the dielectric sphere becomes

3Eg

E=—
2+e,

Volts /m

in agreement with the inner field calculated from the potential function Equation (3.2.22).

3.2.2 The Method of Images.
(a) A Charge Located Near a Plane Interface.

This is a very specialized technique for solving electrostatic problems that involves setting up a distribution of non-existent charges
in such a way that the boundary conditions on the real problem are satisfied. For example, consider a point charge, q, located in
vacuum and at a distance d in front of an infinite conducting plane, Figure (3.2.7). In the region to the left of the interface the
potential function must satisfy V2V = 0. The boundary conditions are:

(1) Very near the position of the charge the potential function must have the form required for a point charge q, i.e.

V()= ! (Z) .

4meg \ 1

(2) The conducting surface must be an equipotential surface, i.e. V=const.

These two boundary conditions are satisfied by the system of two charges shown in the bottom diagram of Figure (3.2.7). The real
problem involving a conducting surface has been replaced by an image problem which just involves two charges in free space. The
potential at any point in space for the image problem is

1
V= (i—i>.
47T60 I Io

On the symmetry plane r; = r and therefore V=0, and is constant, everywhere on the symmetry plane. Moreover, this potential
function satisfies V>V = 0 everywhere, except right at the two charges, because it is the sum of two point charge potentials each of
which separately satisfies LaPlace’s

metal surface

p:!
z
-—d —
|
P
|
|
I T,
image charge
=4
rea.l'cha.rge z

|
|
|
|
|
|
|
|
: symmetry plane

Figure 3.2.7: Top figure: a point charge located a distance d in front of an infinite conducting metal plane. Bottom figure: The
system of charges whose electrostatic potential satisfies V2V = 0 as well as the boundary conditions for the problem posed in the
top figure. This solution is only valid in the vacuum region: in the metal V = 0.
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equation. This potential function obviously approaches the limit 4716 (%) as r; — 0. Therefore the potential function for the
0

image problem of Figure (3.2.7) is also the potential function which satisfies all the requirements for the problem shown in the top
diagram of Figure (3.2.7) in the region outside the conductor, (z < 0). According to the uniqueness theorem, this is therefore the
required solution. Of course this solution is only valid for the region outside the conductor: inside the conductor the potential is
constant and equal to zero. This image problem can be easily generalized to the problem in which the space outside the conducting
plane is filled with a dielectric material € simply by replacing €, with e.

(b) A Charged Particle Located Near an Interface between Two Dielectric Materials.

The problem of a point charge outside a plane interface of discontinuity in the dielectric constant can also be solved by the method
of images, although in this case the required image charge distribution is not so obvious. Refer to Figure (3.2.8). Let the potential
function in Region(1) be that due to the real charge q plus an image charge q; symmetrically placed with respect to the interface,
see Figure (3.2.8). If space were homogeneously filled with material characterized by a dielectric constant €; the resulting potential
would be given by

Vi = — <i+q—1>. (3.2.25)

471'61 I Io

Let the potential to the right of the interface be the same as that due to an image charge q» located at the position of the real charge,
but a charge that is immersed in a homogeneous dielectric material characterized by a dielectric constant €;:

Vi = — (ql) (3.2.26)

471'62 Iy

Clearly both Vi and Vjp, satisfy LaPlace’s equation. The trick now is to choose the image charges q;,q, so as to satisfy the boundary
conditions

(1) VL = VR on the interface between the two dielectrics; and

(2) the normal component of D must be continuous across the interface

(VL) __ (9Vw
'\ "on 2\"on )

1 q @ 1 (@
2402 )= = 3.2.27
4me; (1‘0 1‘@) 4Ty (I‘g) ’ ( )

where 11 = 1y = 1 on the boundary between the two dielectrics. Boundary condition (2) gives

between the two dielectrics, ie.

Boundary condition (1) gives

qd  qd gd
Tt T T
Ty Ty Ty

(3.2.28)

Equation(3.2.28) is the consequence of the relation

i(l)_i 1 o (z+d)
oal\r/) O\ /R4y +@E+d)? ) Ry 4(a+d?) VP

When this expression is evaluated on the interface, ie. at z = 0, the result is

o(ry_=d
0z \ 1y _rg'

Similarly

The boundary condition Equation (3.2.28) requires
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When this is combined with the first boundary condition, Equation (3.2.27), one obtains

(1)

q—q1 = q2-

G =———49 (3.2.29)
(5+1)
€2
and
2
gp=—3 (3.2.30)
)
€2
Region 1 Region 2
€ €2
g9
( z
~—d —
(a)
' -

qQ

Image charge

q

Image charge

(b)

Interface

Figure 3.2.8: (a) The real problem: a charge q located a distance d from the interface between two uncharged dielectric media. (b)
The configuration of image charges that produce a potential that satisfies V2V = 0 and that can be used to satisfy the required
boundary conditions.

Y

equipotential equipotential
surface #1 surface #2

[ Dpea

P INVE

Figure 3.2.9: Equipotential surfaces for two line charges of equal strength but of opposite sign.

The solution of the original problem illustrated in part (a) of Figure (3.2.8) is given by Equation (3.2.25), valid for region(1)
characterized by €1, and by Equation (3.2.26) in region(2) characterized by €2, where q; and g, are given by Equations (3.2.29and
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3.2.30). The force acting on the real charge q is just q multiplied by the electric field generated at the position of q by the image

charge q1: ie. the electric field E= —grad(Vy). It follows that if €2 > €; the charge q is attracted to the interface, but if ey < €; then
the charge q is repelled by the interface.

(c) Parallel Conducting Cylinders

Let two line charges of strengths —p and +p Coulombs/m be separated by the distance 2b along the x-axis as shown in Figure
(3.2.9). In the first instance let these line charges be immersed in vacuum. The potential generated by a line charge of strength p is
given by

Vi) =~ (52 ) o

(see Section(2.7.3)). If r; is the distance from —p to an observer at P , and if rp is the distance from the line charge +p to the
observer at P, then the potential at P is given by

P
Vp=—"1 .
P 2meg n(r1 /rz)

Let (r1/12) = k, a constant, so that

p
= 1 Its .
\Y% e n(k) Volts

This is the potential on all points that satisfy the condition r; = kry, orr? = k2r§ . This last condition can be written out explicitly in
cartesian co-ordinates:

(z+b)* +y* =k ((z —b)* +3°).
With the application of some tedious algebra this last expression may be put in the form:

1+R2\\> ,  40R?
(a:+b(1k2)) +y Zm. (3.2.31)

Equation (3.2.31) describes a circle centered at

1+k2)
X0 =—b , 3.2.32
; (1_k2 (3.2.32)
with a radius
2bk
R=——. 3.2.33
-] ( )

Notice that k' = 1/k corresponds to an equipotential surface centered at

1+Kk?
%=b( 1) =

and having the same radius R as the equipotential surface corresponding to k and centered at x(. Equipotential surfaces for k and
1/k are illustrated in Figure (3.2.9). The two equipotential surfaces shown correspond to different potentials. The cylinder on the
left corresponds to r;/ry = k; the cylinder on the right corresponds to r;/r; = 1/k. It follows that the potential of the cylinder on the
right is equal in magnitude but opposite in sign to the potential of the cylinder on the left.

These families of displaced equipotential cylindrical surfaces can be used to solve a number of parallel conducting cylinder
problems. The same treatment works if the cylinders are immersed in a dielectric medium; one has only to replace epsilong by the
dielectric constant for the medium, €.

(d) A Point Charge Outside a Conducting Sphere.

The problem of the potential function generated by a point charge located outside a conducting sphere can also be solved using the
method of images. Consider the geometry shown in Figure (3.2.10). The potential everywhere outside the conducting sphere is the
same as the potential generated by two point charges: (1) the original point charge q; and (2) an image charge —q;. (The minus sign
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has been introduced for convenience; it makes sense that the charges induced on the sphere should have a sign that is opposite to
that of the charge q.) The assertion is that if the position of the charge q; as well as its magnitude are properly chosen then these
two charges will create a potential that is constant on the surface of the sphere. This assertion is by no means obvious, but let us see
how this comes about. The potential generated at the point of observation, P, is given by

1 qa q
v, = 1
P 471'60(1‘ Iy ’

r=\/w2—|—y2—|—(z—d)2

where

and

rL = \/m2+y2+(z—6)2 .
It is now obvious from the form of the above potential that the potential will be zero on all points such that

a_@

r o r;

So let gr; = qir, or more conveniently let g*r? = g2r®. Write out this last equation explicitly in cartesian co-ordinates:
2
q
x4yt +(z—e)’ = (j) [x* +y* + ()],
or
2
z’ —|—y2 +22 —2ez4€’ = (q—l) [cc2 +y2 + 2 —2zd+d2] .
q

Gather terms to obtain

(a) X
metal sphere
g
z
d |
(b) x P
r r
_ql 3 z
— e
d 1

Figure 3.2.10: The real problem of a point charge located a distance d from the center of a metal sphere of radius R is shown in (a).
In part (b) the real problem has been replaced by two point charges as shown in the figure.

Note that if
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then the potential V = 0 at all points such that

or using

d 2
2y 42t = <'L> . (3.2.34)
q

This means that the spherical equipotential surface corresponding to V = 0 will coincide with the surface of the metal sphere if

a =q(%), (3.2.35)

o (%2) . (3.2.36)

So if Equations (3.2.35 and 3.2.36) are satisfied then the potential everywhere outside the metal sphere will satisfy V2V = 0
because the potential is the sum of two point charge potentials each of which satisfies the LaPlace equation. Moreover, this
potential function satisfies the boundary condition that the surface of the sphere be an equipotential surface. This solution
corresponds to the special case in which charge is allowed to flow onto the sphere as the driving charge q is brought up from
infinity. It can be shown using Gauss’ theorem that the charge induced on the sphere is just —q;. The problem of an isolated sphere
such that the net charge on it is zero can be solved by adding a third charge of strength +q; to the position of the center of the
sphere in the image problem of Figure (3.2.10(b)).The potential in the region outside the sphere is now given by

and

1 ez g @
_ 1l ja,a @ 2.37
V(x,y,2) Ires [m + R ] , (3.2.37)

where

rzzw/m2+y2+z2.

The potential function Equation (3.2.37) satisfies the LaPlace equation, V2V = 0, the surface of the sphere is an equipotential
surface, and it corresponds to a net charge of zero on the sphere. The potential of the sphere is just

Vs = 47160 (%) - ﬁ(%) ’

because the last two terms in Equation (3.2.37) cancel each other, by construction, on the surface of the sphere.

3.2.3 Two-dimensional Problems.

(a) The Theory of Complex Variables.

The theory of complex variables may be useful for solving problems in which the potential function does not depend upon one co-
ordinate- the z coordinate, say. Let z=x+iy represent a complex number, and let F(z)= U(x,y)+iV(x,y) be an analytic function of the
complex variable z. In order for F(z) to exhibit a well-defined derivative it can be shown that the Cauchy-Riemann equations must
be satisfied:
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o _ov

ox 0oy’
and

u_ v

dy  ox’

See, for example, Schaum’s Outline Series: Complex Variables by Murray R. Spiegel, McGraw-Hill, N.Y.,1964. It follows from the
Cauchy-Riemann relations by direct differentiation that

02U 82U_
e o
and
0%V 62V_
@er_o.
y

zero potential

Figure 3.2.11: Electrodes in the form of cylindrical hyperboloids. One pair of electrodes is held at a potential U=-1 Volt; the other

pair of electrodes is held at a potential U=+1 Volt. The potential function in the space between the electrodes is given by U = x? —

y?. The electric field components in the space between the electrodes are given by E, = —2x and Ey = +2y.
That is, both of the functions U(x,y) and V(x,y) satisfy LaPlace’s equation. Both U and V are therefore candidates for the solution
of some problem in electrostatics. Consider, for example, the analytic function

F(z) =7 = (x" —y*) + 2ixy. (3.2.38)
In this case
U(x,y) =x" —y’
and
V(z,y) =2zy.

The families of curves U= const. and V= const. are orthogonal to each other. If the equipotential surfaces are represented by
U(x,y)= const. (see Figure (3.2.11)) then the curves V(x,y)= const represent the electric field lines: electric field lines are
constructed so that their tangent at each point is parallel with the direction of the electric field. Conversely, if the equipotential
surfaces are described by the curves V(x,y)= const. then the curves U(x,y)= const. represent the field lines. Other examples are
described in the Feynman Lectures on Physics,Vol.(II), section 7-2. In principle, the technique of conformal mapping (described in
Schaum’s Outline Series: Complex Variables, loc.cit.) can be used to determine the potential distribution around electrodes whose
shape can be represented by a polygon.
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(b) Analogue Solution Using Conducting Paper.

Two dimensional problems can also be solved by means of a kind of analogue computer. The desired electrode configuration is
painted on conducting paper using a metallic conducting paint, eg. silver dag, see Figure (3.2.12). The silver paint electrodes
portrayed in this figure would represent an infinitely long metal, circular, cylinder placed between two infinitely long parallel metal
plates. The electrodes are held at fixed potentials V4, V,, and V3. The currents which flow in the conducting paper must be such
that there is no charge build-up anywhere; they must, therefore, satisfy the equation

div(J) =0.

But in a conducting medium one has

Neadle

Vs
B Silver Paint

Figure 3.2.12: Electrodes of silver paint drawn on a sheet of conducting paper. The resistivity of the paper is much larger than that
of the silver paint electrodes.The equipotential lines can be mapped out by means of a voltmeter connected to a pointed probe.

so that
div(E) =0.

From this last equation it follows that the potential distribution in the conducting paper must satisfy V2V = 0 because E = —gradV.
The equipotential lines corresponding to a desired potential value can be traced out on the conducting paper by means of a high
input impedance voltmeter connected to a sharply pointed probe. The electric field can, of course, be obtained from the known
potential distribution via a numerical differentiation.

This page titled 3.2: Soluble Problems is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John E. Cochran and
Bretislav Heinrich.
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3.3: Electrostatic Field Energy

It will be shown in Chapter(8) that it costs energy to set up an electric field. As the electric field increases from zero the energy
density stored in the electrostatic field, Wg, increases according to

6WE . —
ot ot

For the particular case in which the electric field is set up in a dielectric medium that can be described by a dielectric constant so

that D = €E, this expression can be written

OWe = OB < OB
=cek- . 3.3.1
ot ot 2 ot (3-3.1)

Eqn.(3.3.1) can be integrated immediately to obtain

B’ 1. -
WE:T__E D Joules /m>. (3.3.2)

In the above expressions the zero of energy has been chosen to be zero when the electrostatic field is everywhere zero. The total
energy stored in the electrostatic field is obtained as an integral of Wg over all space. This total energy, Ug, can be expressed in
terms of the potentials and charges on the electrodes that created the electric field. This can be shown by starting from the vector
identity

div(VD) = Vdiv(D) + D - grad(V), (3.3.3)

where D is any vector field and V is a scalar function. This identity can be proved by writing out the divergence in cartesian co-

ordinates and by carrying out the differentiations. But from Maxwell’s equations div(]S) = py, and by definition E=— grad(V),

so that
S e tmricvon= [ [ [, (o505 -B)acven a2

The volume integral on the left can be replaced by a surface integral by using Gauss’ theorem:

= —
/ / / div(VD)d(Vol) = // VD - dS.
Volume Surface

As the volume becomes very large and the surface S recedes to infinity, the surface integral becomes very small. Very far from all

charges the potential V must decrease at least as fast as 1/R (the potential due to a point charge) and |13| must decrease at least as
fast as 1/R? (again a point charge) whereas the surface area increases like R? . It follows that the surface integral must decrease at
least as fast as 1/R in the limit as the dimensions of the surface become infinitely large. It follows from Equation (3.3.4) that

/// pfVd(Vol ) /// (E-D)d(Vol ),

Volume Volume

UEf// Wrd(Vol) = /// p;Vd(Vol). (3.3.5)
Space Space

For a collection of conductors embedded in a non-conducting dielectric medium all of the charges are on the conductor surfaces
and the charges on a given conductor are all at the same potential. In that case the integrals in Equation (3.3.5) simply give the
product of electrode potential and the total charge on the electrode:

1
= Ezﬁ:QnVn. (3.3.6)

and therefore
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3.3.1 Generalized Capacitance Coefficients

Maxwell’s equations are linear, therefore the potentials associated with electrodes embedded in a material that obeys linear
response must obey the principle of superposition. The potential distribution that is generated by a particular charge is proportional
to the quantity of that charge. It follows from superposition that for any collection of charges the potential at any point must be a
linear function of the charge strengths. The converse must also be true. Given a collection of conducting electrodes embedded in a
linear dielectric medium the charge on each of the electrodes must be a linear function of the electrode potentials: if the potentials
are doubled then so must the charge on each electrode be doubled and vice versa.

This linear dependence of the charge on potentials can be expressed as follows (see Figure (3.3.13):
Ql =C11V1 +C12Vo+...+C1,Vy (337)
Qy =C1 V1 +Co2Vo +... +ConVy

Q,=CuVi+CpVo+...4+Cyp,Vy

Figure 3.3.13: Charged conductors embedded in a linear dielectric medium. The charges are a linear function of the potentials, see

Equation (3.3.8) in the text.
The factors of proportionality, Cnp, are called capacitance coefficients; they have the units of Farads. These equations express the
observation that a change in the potential of one electrode causes a change in the amount of charge stored on every electrode, not
just on the electrode whose potential was altered. The energy stored in the electric field, which can be calculated from Equation (
3.3.6), must be independent of how the charging process was carried out. It must not matter, for example, whether electrode (1) is
first charged, then electrode (2), then electrode (3), and so on, or whether (3) is charged first, then (2), then (1), then (4), and so on.
The energy contained in the final state of the system must be independent of the way in which that final state was reached: in order
that this be so, it can be shown that

Cun =Cum.

Instead of N? independent capacitance coefficients there are only N(N+1)/2 of them. Notice that these capacitance coefficients are
geometry dependent. Any change in the shape of any electrode, or a change in the position of any electrode, will result in a change
in all of the capacitance coefficients. It follows also that the energy stored in the electric field must change. This change in field
energy can, in principle, be used to calculate the electrostatic forces on the conductors or on the dielectric medium.

Tt F 4+ F T+ p. coulombs/m?

s

&
=1
——————
o
=

- = - PsCoulombs/m?

Figure 3.3.14: A parallel plate capacitor. The two plates have an area A and are separated by a distance z. The charge density on
each plate is p; Coulombs/m? .
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3.3.2 Electrostatic Forces.

Case(1) The Charges are Fixed.

*>
The charges on each conductor are held fixed, and one of the conductors is allowed to undergo a slight displacement dr. During

this displacement the electric forces will do an amount of work
o
ow=F-Jr.

This work can only be done at the expense of the energy stored in the electric field since there are no other energy sources.
Consequently

— —
FE . 51‘ = —(SUE

The energy stored in the electric field acts like a potential function for the electrical forces. As an example, consider the parallel
plate capacitor of Figure (3.3.14). It is convenient in this case to work with a unit area of electrode surface, and to take metal plates
that are so large that edge effects can be neglected. For a fixed surface charge density on each electrode the electric field strength
between the plates is independent of the electrode spacing, z. The energy stored in the electric field per unit area of electrode can be
calculated from the energy density Equation (3.3.2); the result of the calculation is

2
UE:(ps)z
260

since the electric field strength is given by E = p,/¢q. Let the plates be moved apart by a small increment dz. The work done on
the displaced plate by the electrical force per unit area is given by Fdz. This work must be done at the cost of the stored electrical

energy, therefore
2
Fdz=— (P_s) dz
260

P3 1 )
F=-— <2€0> :_EPSE newtons /m-. (3.3.8)

or

The electric forces act in such a way as to pull the electrodes together. This is the expected result because one plate carries a
positive charge and the other plate carries a negative charge. As a guess, one might have thought that the force per unit area on a
given electrode would just be given by the charge density multiplied by the electric field at the surface of the electrode, i.e. psE.
The result Equation (3.3.8) shows that the average field acting on the charges must be used to calculate the force ( remember that
E=0 inside the conductor).

Although the above result for the force on a conductor has been derived for a plane parallel plate, it turns out to be valid for the
electric force per unit area acting on the surface of any conductor facing vacuum. There is a negative pressure acting on the
conductor surface that depends only upon the local values of the field strength and the surface charge density. This negative
pressure, or tension tg, is given by

€0

sE
=P _ Qe Newtons /m?.

t
E= 79 2

For a conducting surface immersed in a fluid characterized by a dielectric constant € it is easy to show that this tension becomes
1o =2 e, 9
tg = EE-D = EE Newtons /m”. (3.3.9)

Case(2) The Potentials are Fixed.

In many instances it is convenient to investigate the electrical force distribution under circumstances in which the electrode
potentials are held fixed. Any change in the electrode configuration at fixed potentials that results in a change in the capacitance
coefficients will also lead to a change in the amount of charge carried by each conductor. If the change in the charge carried by a
particular electrode is dQy;, the work required to add this charge to the conductor is fWp = V1dQy and this energy is provided
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by the source of emf that is attached to conductor M, i.e. by the battery which is used to maintain the constant potential. The change
in energy stored in the electric field can be calculated from Equation (3.3.6); the result for constant potentials is

1
6Ug = E;VN&QN. (3.3.10)

The energy provided by the batteries that hold the potentials Vi constant is given by

SWp =Y VnoQy. (3.3.11)
N

The energy supplied from the batteries is exactly twice the increase in the energy stored in the electric field. The work done by the
— =
electrical forces in moving an electrode is Fg - dr . Conservation of energy now gives

— =
Fg-dr+6Ug =6Ws,

or

— = 1
Fp - dr =6Up = EN:VNJQN, (3.3.12)

since Wp = 26Uy . For this case the increase in electrical energy stored in the field is exactly equal to the external work done by
the electrical forces in changing the electrode geometry.

As an example, consider the configuration shown in Figure (3.3.15). A slab of dielectric material characterized by a dielectric
constant ¢, lies with one end near the center of a plane parallel capacitor and the other end lies well outside the capacitor. The slab
has a thickness d meters and a width w meters. The specimen is so long that the electric field at the end that lies

W

o
P
53]
L&)
[sTE—
e
[, — ]
[
o
=
[=]

%

Figure 3.3.15: A plane parallel capacitor partially containing a slab of dielectric material d thick and w wide. The dielectric
constant of the slab is €. The objective is to calculate the electric forces acting on the slab.

outside the capacitor is nearly zero and may be neglected. An uncomplicated but tedious calculation gives (refer to Figure (3.3.15)):

A%
E, = Volts/m;
T (E g 5/m
E;, = )V Volts /m;
[di+(2-1)d]

and

E¢ = v Volts/m.
dy
E; is the field in the vacuum in a region occupied by the dielectric slab, but far enough from the end of the slab so that
inhomogeneities in the field can be neglected: in practice, this means that one is considering a position several slab thicknesses, d,
from the end. The quantity E, is the electric field strength in the dielectric slab, but at a position several d removed from its end. E,
is the electric field strength in the region of the capacitor where there is no slab, and far enough from the end of the slab so that
fringing fields can be neglected. Now let the slab be inserted dx farther between the capacitor plates. The change in energy stored
in the electric field will just be that corresponding to removing a volume (d;w) dz of dielectric-free space where the field is E,
Volts/m and replacing it with the volume (wd) dx of dielectric material subject to the field E, plus the vacuum volume
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w (d; —d) éz subject to the field E;. This change in energy will be independent of the exact shape of the end of the slab providing
that the extent of the non-uniform field region around the end of the slab is very small compared with the lateral dimensions, D, of
the capacitor plates, i.e. providing that d/D < 1. The change in stored electrostatic energy for a small displacement dx is given by

E2 E2 E?
§Up = wd ox (6—2 + 2 [ﬂ —1]) ~ (wdy6x) 602 0

2 2 d

After some algebra this may be written

€0V2 1- 2
dUg = (wdx) ( ) ( £ .
2d f_14%
! e —1+3

In general the dielectric constant e is greater than € so that the electrostatic energy stored in the field increases if the dielectric slab
moves farther into the capacitor. For constant applied voltage this means that the electric forces are such as to pull the slab further
between the capacitor plates: at constant applied potential the geometry tends to change so as to maximize the energy stored in the

field. The force on the slab is given by
V2 1— S
F,—w (60 ) ( — Newtons. (3.3.13)
1

2d & 4
1 L1+

The force on a dielectric slab may be measured and used to obtain the dielectric constant for the slab material, €. A variant of this
method is often used to measure the dielectric constant of a fluid, see Figure (3.3.16). Eqn.(3.3.13) becomes much simpler if the
thickness of the dielectric slab is the same, or nearly the same, as the spacing between the capacitor plates. When d = d; one finds

2 2
eV € €V
F, = — -1 = , .3.14
“(50) (5 ) = (%)~ 6310
where . is the electrical susceptibility defined by € = €y (1 + . ) . In the opposite limit, d/d; < 1, the force is given by
2 _ 2
p— g L < £ ) —wd [ &Y ( Xe ) Newtons. (3.3.15)
2d} € 2d} 1+xe
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Switch

Figure 3.3.16: Quincke’s method for measuring the dielectric constant of a fluid. Upon the application of the voltage V to the
capacitor plates the dielectric fluid is sucked up between the plates. In equilibrium the electrical force on the fluid just balances the

gravitational force. The gravitational force is proportional to the level difference h. The electrical force per unit area, t, is given by t
= pgh where p is the fluid density.

Volume V T

E
0

6 » I

Outward
Surface
Normal

Surface S

Figure 3.3.17: The force acting on the matter contained within a volume V can be obtained as the surface integral of a vector T’
over a surface S that encloses V. It is assumed that D is everywhere inside S proportional to the electric field, E. It is further
assumed that the surface S is immersed in a fluid that can support no shear stresses, and that D and E are parallel on S. The force

per unit area is given by |T| = E-D /2 and the direction of the force per unit area is such that the angle between T and the surface
normal is bisected by the direction of the electric field.
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3.3.3 The Maxwell Stress Tensor
The forces acting on a static charge distribution located in a linear isotropic dielectric medium can be obtained as the divergence of

an object called the Maxwell stress tensor. It can be shown that there exists a vector T' associated with the elements of the stress

tensor such that the surface integral of T over a closed surface S enclosing a volume V gives the net force acting on the charges
within V: see, for example, Electromagnetic Theory by J.A.Stratton, section 2.5, (McGraw-Hill, N.Y., 1941). One can write

— S
Fg ://TdS. (3.3.16)
S

In this integral T is a vector whose magnitude is given by |'_I"| = (f) . ]_j) /2 and whose direction is given by the construction shown
in Figure (3.3.17). Note that the element of area, dS, in Equation (3.3.16) is not represented by a vector; it is simply a scalar
quantity. When the electric field, E, is directed parallel with the outward normal to the surface element the force contribution is a
tension, but when E lies in the surface the contribution to the force is a pressure. It is an interesting exercise to show that the force
between two charges in vacuum is given by (q1q2 / 47reoR2) if one integrates the vector T over a suitably chosen surface that
completely surrounds one of the charges.

This page titled 3.3: Electrostatic Field Energy is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F.
Cochran and Bretislav Heinrich.
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3.4: The Field Energy as Minimum
Consider a group of conductors embedded in a dielectric medium as shown in Figure (3.3.13). Let the actual potential distribution be

V corresponding to the electric field E = —grad(V) ; the potential function V satisfies LaPlace’s equation, V2V = 0, and it satisfies
the boundary conditions. Now consider a second potential distribution, V,, that is not the correct one: Ve =V +48V , where §V =0
on the conductors. This situation might arise, for example, if one tried to guess the potential distribution given the potential on each
of the conductors. The field energy calculated using the wrong potential function V, would be

1 € — — — —
UE:/// (dVol)£ (E +6E)- (E +5E),
Space

_>
where E = —grad(V) and §E = —grad (V) . Upon multiplying out the factors under the integral sign one obtains
E2 = = —
Ug:/// (dVol) (6T +¢E-6F +§(5E)2). (3.4.1)
Space

%
E

But
- —
div(DéV) =6V dlv( )+ D -grad(6V) =ps(6V)—D -6

If d1v(D dV) is integrated over all space the result is

H
/// (dVol)div(D V) // S DoV — /// (dVol)p;6V — /// (dVol)D -6V.  (3.4.2)
Space Surface Space Space

The surface integral in Equation (3.4.2) goes to zero for the usual reasons as the surface S becomes infinitely large. Namely, very far
from any sources |D| goes to zero at least as fast as 1/R? and the surface area increases like R? so that the surface integral

%
contribution must vanish providing that the product | D |§V goes to zero at least as fast as 1/R3, ie. §V must go to zero at least as fast
as 1/R. Also by hypothesis the charge density, pf , vanishes everywhere except on the surfaces of the conductors where §V = 0, by
hypothesis. Consequently, Equation (3.4.2) gives the result

—  — - —
/// (dVol)D-JE:/// (dVol)eE -6E =0.
Space Space

It follows from this and from Equation (3.4.1) that the incorrect energy U é exceeds the correct energy Ug, where

Ug = / / / (dVol) = E?
Spnce 2

§Up = Ul —Up = / / /S - (dvol)g(aﬁ)? (3.4.3)

by a positive definite amount:

This demonstrates that the electric field energy is a minimum for the correct field distribution. This fact can be made the basis for an
approximate method for solving electrostatic field problems: one guesses at the form of the potential using a reasonable function that
contains a number of adjustable constants a,b,c etc. These constants are adjusted so as to obtain the minimum electrostatic energy.
The solution so obtained represents the given functional form that most closely approximates the exact solution. This method has
been illustrated in the last part of Chpt.(19) of the Feynman Lectures on Physics, Vol.(II), using a cylindrical capacitor as an example.
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Figure 3.4.18: A point dipole p, is located at the center of an empty spherical cavity of radius R cut out of an otherwise
homogeneous dielectric material characterized by a dielectric constant €. The electric field far from the cavity is Ey Volts/m, and is
uniform and directed along the z-axis.

This page titled 3.4: The Field Energy as Minimum is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F.
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3.5: Appendix(A) - The Onsager Problem

An interesting variant of the problem of a sphere in a uniform field has been discussed by Onsager in connection with the
calculation of the dielectric constant of a material from its atomic polarizability; L.Onsager, J.Amer.Chem.Soc.58, 1486-1493
(1936). When an isolated atom is placed in a uniform external electric field it develops a dipole moment, p,, that is proportional to
the applied field E;

Pa = anEO)

where the polarizability o has the dimensions of a volume, and can in principle be calculated using quantum mechanics. In a solid
or a liquid the atom is not isolated, but its electric moment is influenced by the electric fields due to its neighbours. As a crude
approximation one may imagine that the atom plus its associated electric moment is located at the center of a spherical cavity of
radius R cut out of an otherwise homogeneous dielectric material characterized by a dielectric constant €, see Figure (3.4.18). Far
from the cavity the electric field is E; and directed along the z-axis corresponding to the potential function

V = —Egz = —Egrcos¥,

where r and 0 are spherical polar co-ordinates. The problem is to determine the field inside the cavity that acts to polarize the atom.
The externally applied electric field is derived from a potential function whose angular dependence is proportional to cos (0); one is
therefore motivated to seek a solution of this problem that corresponds to the use of the terms proportional to cos (8) in the
expansion for the potential, Equation (3.2.19). Inside the cavity the potential near r=0 must be dominated by the dipole potential

p, cosé
4mey 12
One is therefore led to try
Inside: r <R
aCOs0 1
Vi(r, 0) = (p4ﬂ_60 ) = — Arcosé. (3.5.1)
and
Outside: r >R
bcosf
Vo(r,0) = —Egrcosf + C:S . (3.5.2)
r

The requirements that the potential function and the normal components of D be continuous across the surface of the sphere, r=R,

lead to the two equations
b 1
A+— = <p_a> — +E

R® 4dmey ) R3
2€,b 2p, 1
—A — = 2 ) —=—¢E
+ R (471'60) D €rLio,
where €, = €/ ¢ . From these two equations one finds
3e, e —1 2p,
A=|——|E+ ) 3.5.3
(2er+1> ‘ (2e,+1>47r60R3 (3:5.3)
and
b 1- 3
_3:( 6’">E0+< ) Pa__ (3.5.4)
R 2¢,.+1 2¢, +1 ) 4mweR

But A is just the value of the uniform field inside the cavity that is responsible for the induced dipole moment on the atom,
therefore from the definition of the polarizability one has

P, = a€A. (3.5.5)
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This value can be substituted into Equation (3.5.3) for the constant A to obtain
3e, e —1 20 A
A= E . 3.5.6
(2@—{—1) 0+<26T+1)47rR3 (8:5.6)
Eqn.(3.5.6) can be solved for A in terms of the applied electric field Eq, and this result can be used in Equation (3.5.5) to calculate
the atomic dipole moment p,:

P, = Serco aE. (3.5.7)

2er+1—(4i;3)(e,—1)

—

But the dipole moment per atom can be used to calculate the dipole moment per unit volume, P:

I?I =P =Np,, (3.5.8)
where N is the number of atoms per unit volume. From the definition
D=¢Eq+P
one has
P = (& —1)eEo- (3.5.9)

(Notice that one can drop the vector signs on D, E, and P because all of these vectors are parallel with the z-axis). Using Equations
(3.5.9,3.5.8 and 3.5.7) one can obtain a relation between the relative dielectric constant, €, and the polarizability a:

3
e—1= & Na.
26, +1— (e, —1) (2:R3)
The latter expression can be solved to obtain the polarizability in terms of the relative dielectric constant, €
2 1
a— (26 +1) 27R3. (3.5.10)

(er 1+ (%) 27rNR3)

Eqn.(3.5.10) can be used to calculate the atomic polarizability from measured values of the relative dielectric constant, €. These
values of o can then be compared with values calculated from atomic theory.

This page titled 3.5: Appendix(A) - The Onsager Problem is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John
F. Cochran and Bretislav Heinrich.
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CHAPTER OVERVIEW

4: The Magnetostatic Field |

The Calculation of Magnetic Fields Given a Time-independent Distribution of Sources.

4.1: Introduction

4.2: The Law of Biot-Savart

4.3: Standard Problems

4.4: A Second Approach to Magnetostatics

Thumbnail: Magnetic B-field inside and outside of a cylindrical bar magnet. (CC BY-SA 4.0 International; Geek3 via Wikipedia)
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4.1: Introduction

If nothing changes with time Maxwell’s equations become:

curl E =0 (4.1.1)

divB=0 (4.1.2)

curl B = g (jf+Cl]Ill\_)I) (4.1.3)
o= 1 .=

divE = = (pf *leP) (4.1.4)

The magnetic field has become completely uncoupled from the electric field. The magnetostatic field, B, is generated by current

flow and by a spatial variation of the magnetization density, M. It is customary to introduce a vector potential function /i through
the relation
B(r) = curl A(r), (4.1.5)

where r is the position vector corresponding to some point in space. The divergence of any curl of a vector field is zero, therefore
Equation (4.1.5) automatically guarantees that the equation divB = 0 will be satisfied. Notice that the equation divB =0 requires
the normal component of B to be continuous across any surface. This conclusion is based upon an application of Gauss’ theorem
similar to that used in section(2.3.2) in chapter(2). Upon substituting for Bin Equation (4.1.3) one obtains

curl curl(./_i) = (jf +cur1(M)) . (4.1.6)

The free current density, J ¢, and the function curl(M) both act in exactly the same way to generate a magnetic field. It is useful,
therefore, to define an effective current density by the relation

— ~
Ju = curl(M),
and a total current density by
e T
Jr = J¢ +Jm, (4.1.7)

The total current density is just the sum of the current density due to the motion of charges and the effective current density due to a

spatial variation of the magnetization density, M. With this notation, Equation (4.1.6) becomes

curl curl(A) = poJr. (4.1.8)
The vector operator curl curl has a particularly simple form when written out in cartesian co-ordinates:
curl curl(A) = — (VA 0, + V2A 0y, 4+ V2A,0,) + grad(div A), (4.1.9)
where
0? 0? 0?
Vie—+—+4—
0x? Oy’ 0Oz’

is the LaPlacian operator, and iy, @iy and 1, are unit vectors. Eqn.(4.1.8) is actually three equations when written in cartesian co-
ordinates: one equation for each of the three components.

0, ,. =
—V2A, + &(leA) = ,quT)

X
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—V2A, + %(div A)= quT> (4.1.10)
y

~V2A, + g (divA) = ,uOJT>

At this point the vector field A has not been uniquely defined because so far all that has been specified is its curl through the
requirement that Curl(A) = B. In order to uniquely spec1fy a vector field, apart from a constant vector, it is necessary to specify
both its curl and its dlvergence There are many fields A whose curl give the same field B. For example, let us define a new field

from the old vector potential, A, by means of the relation

-
A’ = A +grad(F) (4.1.11)

where F is any scalar function of position. Both A" and A give exactly the same field, é, because the curl of any gradient is zero.
This property of the curl was used in Chapter(2) in order to introduce the electrical potential function. The arbitrariness in the
vector potential A illustrated by Equation (4.1.11) means that one can choose the vector potential so that its divergence has a
convenient value. It turns out that div(j) = 0 is a convenient choice because it causes the differential equations (4.1.11) to assume
a familiar form:

V2Ax = _,U’OJT)

VA, = ~poJr) ,» (4.1.12)
VZAZ = —,LL()JT) 2

Each of these equations has exactly the form as Equation (2.2.5) encountered in Chapter(2) for the electrostatic potential. The
particular solutions for Equations (4.1.12) can therefore be written down immediately by analogy with Equation (2.2.6) of
Chapter(2):

) — M, 1:{%;’
///Space |R — r\
///Space |R — r|

where dr is the element of volume.

P(¥,Y,2)
Volume

elemant dt

& given current

distribution
Origin

Figure 4.1.1: The geometry used to calculate the vector potential at the point P(R) generated by a given current density distribution
J t(vecr).

But these equations are just the three cartesian components of a single vector equation
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e e

It is instructive to rewrite this equation explicitly in terms of the co-ordinates that specify the point of observation,

R = Xi, + Yu, +Za, and the coordinates that specify the position of the source element of volume T = x1, + yU, +2U, , see
Figure (4.1.1):

jT(a:?y’ z)
A(X Y,Z)= ///Spacedxdydz N s (4.1.14)

The particular solution, Equation (4.1.14), corresponds to the choice div(A) =0.

Derivatives of the components of A with respect to the field co-ordinates (X,Y,Z) can be calculated using Equation (4.1.14) by
differentiating under the integral sign. For example,

%__& :L‘ . JT)Z(:E,y,Z)(Y—y)
v =i ] | e

Py

P
I

Figure 4.1.2: A thin wire carrying a current of I Amps. The field is to be calculated at P, the point of observation.

Carrying out the differentiations term by term one can show that

B(R) = curl(A) ///Spm |R_r_|r)), (4.1.15)

where dr is the element of volume.

This page titled 4.1: Introduction is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and
Bretislav Heinrich.
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4.2: The Law of Biot-Savart

It often happens that the current density is confined to a relatively small cross-section. Consider, for example, the case of a thin
wire carrying a current, see Figure (4.1.2). For this case the current density is I/S inside the wire, where S is the cross-sectional area
of the wire, and the current density is zero outside the wire. If the thickness of the wire is very small compared with the distance to

%
the point of observation, one can neglect the very small variations of |R — ?| =/X—x)?2+(Y—-y)?+(Z—2)? forthe
various elements across the wire section, so that when integrated over the wire cross-section Equations (4.1.14) and (4.1.15)
become line integrals:

- I L
Ap= ol [ dL

— , 4.2.1
4w Wire |'F| ( )

Area S

Figure 4.2.3: Derivation of the law of Biot-Savart from the fields generated by a slowly moving point charge.

and

— I (gi? _ﬁ
X
Bp :“L/ emxr) (4.2.2)
4T

Equation (4.2.2) is called the law of Biot-Savart. Notice that the magnetic fieldstrength falls off like 1/r> with distance from a small
element of current. The law of Biot-Savart can also be deduced directly from the expression for the magnetic field generated by a
slowly moving point charge, Chapter(1), Equation (1.1.7). Consider a small element of a wire containing N charges q per unit
volume that are moving along the wire with a velocity v, see Figure (4.2.3). The charge density contributed by the mobile charge
carriers are supposed to be exactly compensated by an equal number density of fixed charges of opposite sign. The current flowing
through the wire is numerically equal to the charge contained in a cylinder of area S and equal in length to the velocity, v: all of the
mobile charges in such a cylinder will pass through a given cross-section in 1 second,

I=NSqy Ampéres. (4.2.3)
The electric field due to the mobile charge carriers contained in a piece of wire dL long is just given by
d—E>p = L NSqdL Ef .
4meg |?|3
These charges produce a magnetic field because of their motion
— — VxT
dB p = ciQ [7 x dEp] - 4;002 NSqu%.

The compensating stationary charges produce no magnetic field because their velocity relative to the observer is zero. They do,

however, produce an electric field that cancels the electric field due to the mobile charges. Now use the fact that ¥ and dL are
parallel, along with Equation (4.2.3), to obtain
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https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/22812?pdf
https://phys.libretexts.org/Bookshelves/Electricity_and_Magnetism/Book%3A_Applications_of_Maxwells_Equations_(Cochran_and_Heinrich)/04%3A_The_Magnetostatic_Field_I/4.02%3A_The_Law_of_Biot-Savart

LibreTextsw

This leads directly to the integral expression Equation (4.2.2) for the law of Biot and Savart since ¢? = 1 /€00 -

This page titled 4.2: The Law of Biot-Savart is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran
and Bretislav Heinrich.
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4.3: Standard Problems

4.3.1 A Long Straight Wire.

Each element of the wire, df/, is directed along z, and therefore A has only a z-component, see Figure (4.3.4) and Equation

(4.1.16):
_ ko Ipdz
dA, = i —m (4.3.1)

Unfortunately, the integral of Equation (4.3.1) diverges if it is evaluated over the interval —co < z < oo . This indicates that an
infinitely long wire is unphysical; eventually the two ends of the wire must be connected in order to complete the steady state
current loop. In order to proceed, one can calculate the contribution to the vector potential from the large but finite wire segment
—-L <z < +L. The result is

A, (%)

_ ,U,OI[) ln( vV L2+X2 +L)

m L2 +x2 L

Clearly A; must have the same value everywhere on a circle of radius x centered on the origin and lying in the x-y plane. The
expression for the

z=+L
dz
‘ r
Z
P
-
X

z=—L

Figure 4.3.4: A straight wire 2L meters long, and carrying a current of Iy Amperes, used to calculate the vector potential and the
magnetic field generated at a point P in the central plane.

vector potential may therefore be written in cylindrical polar co-ordinates as

o uololn( vV ]—.424‘3['2 +L>

dm L?+12 L

A,(r)

Although this expression is strictly valid only for points in the x-y plane, it is clear from symmetry arguments that for large L and
small z the vector potential must be essentially independent of z. The corresponding magnetic field is given by B-= curl(ﬁ), and

since A has only a z-component, and since this z-component is independent of the angle 6, the magnetic field has only a 6-
component:
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BGZ_(aAz):lJ’OIO L

or 27 T /L2—|—I‘2 ’

If L >> r this expression reduces to

_ ol 1

B .
o 27 T

(4.3.2)

4.3.2 A Long Straight Wire Revisited.

The result Equation (4.3.2) for the magnetic field generated by a long straight wire is so simple that it suggests that there must be
an easy method for obtaining it: a method based upon the symmetry of the problem. Magnetic problems in which the current
distribution is very symmetric may often be solved by means of an application of Stokes’ theorem (Chpt.(1), Section(1.3.4)).
Stokes’ theorem states that the surface integral of the curl of any vector field over a surface bounded by a closed curve C can be
replaced by the line integral of that vector over the curve C. Apply this theorem to the Maxwell equation

— - — -
curl(B) = uo (Jf—i—curl(M)) =poJT.

— —
For the present problem there is no magnetization density; M =0 everywhere and therefore curl(M) =0 everywhere and

— —
J 1 =J¢. The current flow is confined to the cross-section of the wire so that if one applies Stokes’ theorem to the surface
bounded by the circle of radius R shown in Figure (4.3.5) one obtains

- -
// dScurl(B)-n:/,Lo// dS J¢-n=polp,
Surface Surface

Y|

~
%Y

Figure 4.3.5: Geometry used to calculate the magnetic field generated by a long straight wire carrying a current of Iy Amp eres.

where dS is the element of area, and 1 is a unit vector normal to the element of surface area. But from Stokes’ Theorem

- . - =
// dScurl(B)-n:fB-dL,
Surface C

- —
B-d= MOIO-
c
The law of Biot-Savart, Equation (4.1.17), can be used to convince oneself that B has only a component in the direction tangent to
the circle C of Figure (4.3.5). By symmetry this component must be independent of position along the circumference of the circle,
and the line integral in is very easy to carry out.
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—
f B-dL :27TRB9:N()I(],
c

or

tolo

0= "5

- (4.3.3)

-4—————— (Current Ip

(Out of paper here)

2R

W

o= Current Igp

(Into paper here)

Figure 4.3.6: The magnetic field generated along the axis of a circular current loop.

in agreement with Equation (4.3.2) deduced from the vector potential. Unfortunately, most problems do not exhibit sufficient
symmetry to be so simply solved.

4.3.3 A Circular Loop.

Refer to Figure (4.3.6). In this case the field is most simply calculated by direct application of the law of Biot-Savart, Equation
(4.1.17). The element of magnetic field, dé, generated by any small element of length, df}, along the wire is perpendicular both to
dL and to 7 as shown in Figure (4.3.6). The transverse component of dB is cancelled by symmetry by the contribution from the

element of length that is diametrically opposite to dL. Thus along the axis of the loop there is only a z-component of magnetic
field:

~ molp (dL ~ molp RAL
dB, = 4 (rz >COS¢)_ 4r  d
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M

- o —]

N
WV

Figure 4.3.7: The magnetic field along the axis of a solenoid L meters long, R meters in radius, and having N turns per meter.

This expression can be readily integrated because the distance r does not depend upon position around the circumference of the

wire. Thus
I - I 2
BZ:M<5)?§dL b R (4.3.4)
4 \ 13 ) Jo 2 [z2+R2]3/2

This expression, together with the principle of superposition, can be used to calculate the magnetic field along the axis of a
solenoid.

4.3.4 The Magnetic Field along the Axis of a Solenoid.

Consider a coil L meters long that is uniformly wound with N turns/meter. The magnetic field at a point on the axis of the coil can
be calculated as the sum of the fields generated by each turn separately using the principle of superposition. The field generated by
a single turn located at 7 is given by

B _(/LgI()R?) 1
z 2 ((Z_n)2+R2)3/27

where Iy is the current; this follows from Equation (4.3.4). The field generated at z by the Ndn turns contained in the element of
length dn is given by

2
dez(“OIOR)N dn —.
S (R

Upon integration over 7 the total field becomes

B, — (uoIoR"’N)/L/2 dn
2 12 ((z—n)2 +R?)**

This is a standard integral:

(4.3.5)

toToN (IL/2] +2) (IL/2] —=)
BZ:( 2 ) 2 | R2 * 2 | R2
V(L2422 4R\ /(L/2] -2 +R
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The calculation of the field strength at an off-axis position is more difficult, and must be carried out numerically. In the limit as L
becomes very large, ie. (z/L)<< 1, the z dependence drops out to give

L/2
B, — uoNI, __ L2 — NI, if (R/L) < 1. (4.3.6)

(L/2)2+R?
(Note that N is not the total number of turns on the solenoid but is the total number of turns divided by the length L.)

4.3.5 The Magnetic Field of an Infinite Solenoid.

The field in an infinite solenoid cannot depend upon position along z because the coil appears the same to a fixed observer even if
it is shifted along its axis through any finite interval, Az. The current flow in the solenoid turns is transverse to the solenoid axis,

therefore according to the expression (4.2.1) for the vector potential, A must be purely transverse; ie. the vector potential A can
have only the components A; and Ag when written in cylindrical polar co-ordinates. These components cannot depend upon the
angle 6 because any rotation of the solenoid around its axis leaves the current distribution unchanged. The curl of a vector that has

only the components A; and Ag,
Surface S b
e E—

R

—| 1,

B,/

N turns/m
Bj—™

Figure 4.3.8: Diagram to illustrate the use of Stokes’ Theorem to show that the field outside an infinite solenoid is zero.

and for which these components depend only upon the radial co-ordinate,r, has only a z-component,

- 0 (rA
B, =curl(A), :% (gre).

We conclude, therefore, that the magnetic field can have only one component, B,, and that component can depend only upon the

distance r from the solenoid axis. Further note that everywhere inside the solenoid curl(B) = 0 from Maxwell’s equations since
there is no free current density and no magnetization density by hypothesis. But since B has only a z-component that is
independent of 0 and z, its curl has only the component

0B,

= =0

and therefore B, is independent of the distance from the solenoid axis. A similar line of argument applies equally to the region
outside the solenoid. It follows from Equation (4.3.6), the expression for the field at the center of a long solenoid, that the field
everywhere inside an infinite solenoid must be given by

B, =uNI; Teslas. (4.3.7)

_)
curl(B

As was shown above, outside the infinite solenoid the field must be a constant, B, = B; say. The value of B; may be calculated by
means of Stokes’ theorem, Figure (4.3.8). Apply Stokes’ theorem to an area bounded by the rectangle L long and d wide that is
oriented perpendicular to the current flow in the windings. From Maxwell’s equations

- —
curl(B) = po J ¢,
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since there is no magnetization density and the fields are static. Therefore

— -
//dScurl(B)-n:,ug//dSJf~n:u0NIOL.
S S

This last result follows because J £ = 0 except on the cross-section of each wire. But, referring to Figure (4.3.8)

i = =
//dScurl(B)-n:]{ B-dL =B,L—-B;L.
s c

The sides of the loop d meters long contribute nothing because they are perpendicular to the magnetic field. It can therefore be
concluded that

(Bz — Bl) = ,LLONIU. (438)

But inside the solenoid the field is B, = pgNI,, and Equation (4.3.8) then requires that the field outside the solenoid be zero. The
fields generated by an infinitely long solenoid are zero everywhere outside the solenoid, and a uniform field parallel with
the axis, B, = poNI,, everywhere inside the solenoid.

4.3.6 The Field generated by a Point Magnetic Dipole.

Consider a current loop of radius a meters centered on the origin and lying in the x-y plane as shown in Figure (4.3.9). For
simplicity, let the point of observation, P, lie in the y-z plane; this assumption involves no loss of generality because the vector

potential and the field must be independent of angle around the z-axis. The contribution of the line element
_>
dL = ad¢ [—sin¢éu, +cos¢u,] to the vector potential at P(0,Y,Z) is

% ~ ~
- uoly dL wolo (—sin ¢, + cos puy)
dAp = yy— =7 ad — )
™ ™
R -] B -]
i
B(0,Y,2)
R
r
T 5]
v
dL
% a

Figure 4.3.9: Calculation of the vector potential generated by a current loop of radius a carrying a current of Iy Amps.

As usual u, and 1, are unit vectors directed along x and y.

%
|R—E>| Z\/azcos¢2+[Y—asin¢]2+Z2 ,

or

= 2aY si 2
R_g|:R\/1_m+a_,
R? R?

where R? = Y2 + Z2. Using the binomial expansion theorem along with the condition (a/R) << 1 one finds, to first order in (a/R),
aYsin¢
R? /)

Integrate over the angle ¢ from ¢ = 0 to ¢ = 27r. The integrals over sin ¢, cos (¢), and sin (¢) cos (¢) all vanish. However, the

dAp = —— ——(—sin¢u, +cos¢uy) (1 +

integral over sin (¢ gives . Thus jp will have only a component parallel with the x-axis for the above choice of P lying in the Y-
Z plane at (0,Y,Z):
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Y
A, = —M—i(waQIo) —.

This result indicates, because of the symmetry around the z-axis, that in spherical polar co-ordinates the vector potential has only
one component, A¢. Letm = 7ra210 ; then

Lo msinf
A, =—
L R2
In vector notation this result can be written
=
— m x R
Agp = Z_?T(R—‘Q’) Tesla — meters, (4.3.9)

— . . .
where |m| =1IpA, and A = 7a?, the area of the current loop. It can be shown that this same result is obtained for any small
current loop, whatever its shape may be, in the limit as the dimensions of the loop become very small compared with the distance
to the point of observation, R.

It is simple, but tedious, to show that the magnetic field corresponding to Equation (4.3.9) is given by

— =
— — po [ 3m-RIR  m
Baip =curl| Agp | = E T — ? (4.3.10)

This result can best be obtained by calculating the curl using cartesian coordinates. Eqn.(4.3.10) for the magnetic field generated
by a magnetic point dipole has exactly the same form as Equation (1.2.10), the electric field produced by an electric point dipole.

4.3.7 A Long Uniformly Magnetized Rod.

Let a cylindrical rod be magnetized uniformly along its axis. Inside the rod the magnetization density, M, = My, is independent of
position, ie. M, /0r =0, 8M,/9d¢ =0 and OM,/0z = 0. Therefore, curl (M ) = 0 everywhere inside the rod. Similarly, curl (
M) = 0 everywhere outside the rod. However, curl (M) does not vanish on the surface of the rod, see Figure (4.3.10). In cylindrical

polar co-ordinates one finds only one non-zero component, curl(ﬁ)g = —0M,/0r the radial component of curl (1\7[) is zero
because the magnetization density does not depend upon the azimuthal angle, ¢. Notice that 0M,/0r is zero everywhere except on
the surface where M, varies rapidly from My on the inside to M, = 0 on the outside of the rod. This rapid radial variation of M,
introduces an integrable singularity into the angular component of curl (M ):

_>
CllI‘l(M)g = — axz

= Mg(s(l‘ - R)

where (r —R) is the Dirac d-function that vanishes except at the radius r=R. The quantity curl (M) is equivalent to a real current
density as far as
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Figure 4.3.10: A long cylindrical rod magnetized along the axis.
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Figure 4.3.11: A uniformly magnetized disc.
producing a magnetic field is concerned. The above surface current density produces exactly the same magnetic fields as a surface
current sheet having a strength of M; Amps/meter; in terms of the windings on a solenoid, it is equivalent to N turns/meter carrying
a current of Iy Amps where NI, = M; Amps/meter. The field inside a uniformly magnetized rod is given by the infinite solenoid
formula, Equation (4.3.7),

B, = oMy Teslas. . (4.3.11)

Unfortunately this field is not accessible. The field outside an infinitely long magnetized rod is zero.

4.3.8 A Uniformly Magnetized Disc.

The discontinuity in the tangential component of the magnetization density at the surfaces of a uniformly magnetized disc produces
an effective surface current density that sets up a magnetic field whose distribution is exactly equivalent to the field set up by a
solenoid of the same length. The strength of the effective current sheet is My Amps/meter, and is equivalent to N turns/meter
carrying Iy Amps, where NIy = My. This can be shown using Stokes’ Theorem applied to a small loop of area A that spans the
surface of the disc as shown in Figure (4.3.11). The field along the axis of a disc of thickness Ld is given by Equation (4.3.5)
applied to this case :

sy [ [+ [La/2)-
2 \VI@a/2)+2° +R> () [(La/2) - 2° +R?

The field generated by a uniformly magnetized disc having a finite thickness is accessible at points outside the disc. The strength of
the field at the center of the disc surface at r=0 is given by

B.

(4.3.12)
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Permanent magnets are available for which pyMy ~ 1 Tesla. The external fields produced by such magnets can be quite large- the
order of 0.2 Teslas or greater.

Teslas.

This page titled 4.3: Standard Problems is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and
Bretislav Heinrich.
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4.4: A Second Approach to Magnetostatics

When time variations of the source terms can be neglected we have seen that Maxwell’s equations for the magnetostatic field

become
%
div(B)=0 (4.4.1)
— — —
curl(B) = uo (Jf—l-curl(M)) . (4.4.2)
The auxillary vector H was introduced in chapter(1), section(1.4), through the relation
— - =
B =po(H +M). (4.4.3)

When (4.4.3) is used in (4.4.1) and (4.4.2) to replace B by H the result is
= =
curl(H) = J ¢ (4.4.4)
— —
div(H) = — div(M). (4.4.5)

For problems in which there is no free current density, J ¢, these equations reduce to

N
curl(H) =0, (4.4.6)

- —
div(H) = —div(M) = pm. (4.4.7)

The form of these equations for the field His exactly the same as the form of Maxwell’s equations for the electrostatic field in the
absence of a free charge density, ie. (see section(2.1))

€0 €
The analogy between these equations for the electrostatic field and the above equations for the magnetic field, H, in a current free

region suggests that H can be obtained from a magnetic potential function, Vyy; E = —grad(Vy). Notice that if there are no free
currents, curlH=0, and therefore in the absence of a current density the tangential components of H must be continuous
everywhere. The truth of this statement can be demonstrated by means of an application of Stokes’ theorem, section(1.3.4). The
argument is the same as that used to derive Equation (2.4.1) which states that the tangential component of the electrostatic field
must be continuous across a boundary. In the electrostatic case continuity of the tangential component of E can be guaranteed by
the requirement that the electrostatic potential function be continuous. In the equivalent magnetostatic case the continuity of the
tangential component of H is guaranteed by the requirement that the magnetostatic potential function, Vy, be continuous across a
boundary.

The machinery that was set up in Chapter(2) to calculate the electrostatic field from a given charge distribution can be taken over
intact to calculate the magnetostatic field from a given “magnetic charge density” distribution, py;, where

_
oy = —div(M). (4.4.8)

From now on Equation (4.4.8) will be used to define what is meant by the term magnetic charge density. There is no real
magnetic charge density; to this date (2004) no one has been able to discover a magnetic monopole, the magnetic analogue of an
electric charge. If a magnetic monopole were to be discovered it would have the units of Amp-meters, and it would produce a field

%
= 1
H :E%<%) Amps / meter ,

by analogy with the electrostatic case, where qp, is the strength of the magnetic charge.
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If curl(H) = 0, ie. no free current density, the magnetic field can be written as the gradient of a magnetic scalar potential, Vy;:

_>
H = —grad(Vu). (4.4.9)

Eqn.(4.4.9) guarantees that curl(ﬁ ) = 0 since the curl of a gradient is always zero. Notice that an arbitrary constant can be added to
the potential without changing the magnetic field, H. This constant is usually chosen to make the expression for the potential
function as simple as possible. Upon substituting Equation (4.4.9) into Equation (4.4.7) for the divergence of H one obtains

divgrad(Vy) = —pm,
or
V2Vun = —pur- (4.4.10)

By analogy with the electrostatic case, Equation (2.2.4), the particular solution for the magnetic potential can be written

%
ﬁ
VM(R):i/// avor L) (4.4.11)
4 Spaco |_R>—?‘

In the application of Equation (4.4.11) it must be remembered that a discontinuity in the normal component of the magnetization,
M , will produce a surface density of magnetic charges just as a discontinuity in the normal component of the electric dipole
moment, 13, produces a surface density of bound electric charges, Chapter(2), section(2.3.3). The magnetic surface charge density
contributes to the magnetic potential, Vy(vecR), and must be included in Equation (4.4.11) as a surface integral. It is often easier
to calculate the fields generated by a given configuration of magnetization density by means of the magnetic scalar potential than it

is to use the equivalent current density, J £= curl(]\;f ), and the generalized law of Biot-Savart, Equation (4.1.15). Examples follow
of magnetic field distributions calculated from given magnetization distributions using the magnetic scalar potential.

4.4.1 An Infinitely Long Uniformly Magnetized Rod.

See Figure (4.3.11). For this case div(]\2) = 0 everywhere, so that py; = 0 everywhere. There are no surface charge densities

because there are no discontinuities in the normal component of M. This means that the magnetic potential must be independent of
position, see Equation (4.4.11), and thus

%
H = —grad(Vyn) =0.

But by definition

therefore if H = 0 it follows that B = uOM in agreement with Equation (4.3.11) which was earlier obtained using the law of Biot
and Savart;(see section(4.3.7) above).

4.4.2 A Thin Disc Uniformly Magnetized along its Axis.

Consider a disc of radius R meters and having a thickness of L meters, that is uniformly magnetized parallel with its axis as shown
in Figure (4.4.12); M, = M,. The discontinuity in the normal component of the magnetization at the front and rear surfaces
produces a surface magnetic charge density given by o), = +M, per m, on the front surface and o,; = -M, per m, on the rear
surface. These magnetic charge densities produce a magnetic field along the axis of the disc that can be obtained from the scalar
potential, V), calculated using Equation (4.4.11), where, for this example, the volume integral reduces to a surface integral. The

field H so calculated can be used to calculate B along the axis: the result is given by Equation (4.3.12) of section(4.3.8).

If (R/L) > 1 the configuration of charges illustrated in Figure (4.4.12) is the magnetic analogue of the electrostatic double layer
problem, section(2.7.1) example(4), Figures (2.7.9) and (2.7.10). By analogy with the electrostatic double layer, one can
immediately deduce that outside the disc the magnetic field H is zero, but inside the disc H, = —My. From the definition

— - = -
B = po(H +M) this means that, for a disc having an infinite radius, the field B is zero both inside and outside the disc. This
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conclusion is in agreement with Equation (4.3.12) in which the field B was calculated along the axis from the equivalent surface
current density on the edge of the disc. Notice that the normal component of B is continuous across the interface between the

outside and inside of the magnet. It is a general consequence of the Maxwell equation div(B) = 0 that the normal component of B
must be continuous across any interface.

- +
- +
- +
Oy = - My L Ou=+M
per sq. 4 per sq.
meter = meter
- Mo +
—
- +
- +
+ -
z
- i +
- +
- +
R
- +
- +
- +
- +
- 1 +

-

Figure 4.4.12: A uniformly magnetized disc. The discontinuities in the normal component of the magnetization generate an
effective magnetic surface charge density on the front and back surfaces of the disc.

4.4.3 A Uniformly Magnetized Ellipsoid.

The results of section(2.7.4) for a uniformly polarized ellipsoid can be taken over for the magnetic case because of the similarity
between the equations for the electrostatic field, E, and those for the magnetic field, H, in a current free region. Consider the

ellipsoid whose surface is described by
2 2 2
CROEOE
a b c

Let the components of the magnetization in the principle axis system be My, My, M,. There exist demagnetizing coefficients, N,
such that the field H inside the ellipsoid is uniform with

Hx = *Nxan
Hy = -Ny My, (4.4.12)
H, =-N,M,
Moreover, the demagnetizing coefficients satisfy the sum rule
Ny +Ny +N, =1. (4.4.13)

Equations (4.4.12) and (4.4.13) are the magnetic analogues of eqns,(2.7.5) and (2.7.6) for a uniformly polarized ellipsoid in the
electrostatic case. Demagnetizing factors for simple degenerate limits of the ellipsoid of revolution can be deduced immediately
from the sum rule and symmetry arguments, just as for the electrostatic case:

(1) A uniformly magnetized sphere: N, = N, = N, = 1/3.

(2) A long cylinder magnetized transverse to its axis. In this case the demagnetizing factor for the long axis, the z-axis say, is zero,

ie. N, = 0. Therefore since the other two demagnetizing factors are equal, one must have Ny = Ny = 1/2.

(3) A flat disc having a very large radius and magnetized along its axis. In the limit of infinite radius the in-plane demagnetizing
factors go to zero, and therefore from the sum rule N, = 1.
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For the general ellipsoid the demagnetizing factors are given by Equations (2.7.11), and for ellipsoids of revolution by Equations
(2.7.7 and 2.7.9).

The magnetic field H outside a uniformly magnetized ellipsoid is generally not uniform even though the field H inside the
ellipsoid is uniform. Analytical expressions for the field H, and therefore also for the field B, are available but they are complicated
and are written using generalized elliptic co-ordinate systems. See Electromagnetic Theory by J.A. Stratton, McGraw-Hill, N.Y.,
1941, sections 3.25 to 3.27.

4.4.4 A Magnetic Point Dipole.

By analogy with the electrostatic case, the magnetic field around a point magnetic dipole can be obtained from a magnetic potential
function of the form

1 (m-T
=— . 4.4.14
Vi 471'( r? ) ( )

This potential function gives the magnetic field

o 1 /3m-7T m
fi() = - <_[ - I r_3) . (4.4.15)
The components of this field when written in the spherical polar co-ordinate system are (see Figure (4.4.13))
_ 2m cosf
Yo4n 3
)= % 515;9, (4.4.16)
Hy =0.

The components of B are obtained from the components of H by multiplying by the permeability of free space, 1. The resulting
expressions are exactly the same as the ones obtained earlier, Equation (4.3.10), from the vector potential for a point dipole,
Equation (4.3.9). Thus, the field due to a magnetic point dipole can be calculated either from a magnetic vector potential or from a
magnetic scalar potential.

The magnetic scalar potential corresponding to a given distribution of magnetization density can be calculated by superposition
using the magnetic

—y
Magnetic Dipole m

Figure 4.4.13: A magnetic point dipole oriented along the z-axis.
potential due to a point dipole, Equation (4.4.14), see Figure (4.4.14). The element of volume, d7, has associated with it a magnetic
dipole moment m = M(T)dr . This contributes to the magnetic scalar potential at point P(X,Y,Z) an amount given by
M(@) - [R 7]

- 1
dVe(R) = FeT dr. (4.4.17)

Sum Equation (4.4.17) over the entire magnetization distribution to obtain
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k]S

The potential calculated using Equation (4.4.18) will give the same fields as that calculated from the equivalent magnetic charge
distribution and Equation (4.4.11) which is based upon the superposition of the magnetic potentials generated by fictitious point
magnetic charges. The proof that the potential calculated in these two different ways is the same, except, possibly for a constant, is

based on the identity
div(z
djv< WW_ ): iv(:c) —|—11 grad(;>
(f-7)) |R-7] |R—7]

. P(X,Y,Z)

Al
@;n

Volume dT -

at x,v,2

Origin

Figure 4.4.14: The calculation of the magnetic scalar potential for a given distribution of magnetization density, M(r), using
superposition and the potential function for a point magnetic dipole.

The argument proceeds in exactly the same fashion as for the analogous electrostatic case; see Chpt.(2), section(2.8).

This page titled 4.4: A Second Approach to Magnetostatics is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by
John F. Cochran and Bretislav Heinrich.
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5.1: Introduction- Sources in a Uniform Permeable Material

The equations of magnetostatics are given by Equation (4.1.2)
_)
B

diV( ):07

and Equation (4.1.3)
— — —
curl(B) = po ( Jy +curl(M)) .

(refer to section(4.1)). For a linear, isotropic, magnetic medium B is proportional to H where the factor of proportionality is called

the permeability.
— — - =
B =puH = po(H + M),
so that
M = (ﬂ - 1) H,
Ho
or
— —
M = (u, —1) H. (5.1.1)
In Equation (5.1.1) ur = p/u0 is the relative permeability. The second of the above Maxwell’s equations can be re-written in the
form
- =
curl(H) = J g,
or

— —
curl(B)=p J 4. (5.1.2)

The substitution B = Curl(ﬁ) ensures that Equation (4.1.2) will be satisfied since the divergence of any curl is zero. Using this
substitution in Equation (5.1.2) gives

— —
curlcurl(A) =p J 4. (5.1.3)
If in addition one chooses
%
div(A) =0, (5.1.4)
then
— —
VZA =—uly, (5.1.5)
and this equation has the particular solution
_)
D T4(%)
A(R)= o 198Nt spacedT E _>| , (5.1.6)
-

where d7 is an element of volume. This development exactly follows the procedure described in Chpt.(4); the only difference is
that the integration in Equation (5.1.6) is carried out over the free current density distribution, and the fields due to the effective

current density curl(]\Zf ) are taken into account through the permeability p that multiplies the integral. It should be noted that this
procedure only works if p1 does not depend upon position in space. If there are regions characterized by different values of p the
problem of calculating the magnetic field distribution becomes much more difficult. This is because at the boundaries between
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regions having different permeabilities there are discontinuities in the normal and tangential components of M that act as field
sources.

In the usual situation the current density is zero except within a finite number of thin wires. For a current of I Amps carried in a
wire of negligible cross-section Equation (5.1.6) becomes

- L
n\
Ap= , (5.1.7)
4m Wire |?|
where 7 is the vector from the element of length dL to the point P where the vector potential A is to be calculated. From B = curl(

A) one obtains

- I dL x 7
. X r
B(r)=— / _ . 5.1.8
(=t wire |7 (5.18)
These formulae are very similar to Equations (4.2.1) and (4.17) of Chpt.(4). The fields corresponding to the standard problems of a
long straight wire, the field along the axis of a circular loop, and along the axis of a finite solenoid are given by Equations (4.3.3),
(4.3.4), and (4.3.5) where the permeability of free space, 1y, is replaced by the permeability p. In particular, the field of an infinite

solenoid that is filled with a magnetic material is given by

%
B = uNI, (5.1.9)

where N is the number of turns per meter.

This page titled 5.1: Introduction- Sources in a Uniform Permeable Material is shared under a CC BY 4.0 license and was authored, remixed,

and/or curated by John F. Cochran and Bretislav Heinrich.
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5.2: Calculation of off-axis Fields

It is relatively easy to calculate the magnetic field along the symmetry axis of an axially symmetric coil system using the law of Biot-
Savart, Equation (5.1.8). The calculation can be easily carried out because the magnetic field has only one component, an axial
component, and the cylindrical symmetry makes the integration over the current distribution relatively simple. M.W.Garrett has pointed
out that off-axis fields can be readily calculated from the magnetic scalar potential ( M.W.Garrett, J.Appl.Phys.22,1091-1107(1951);
”Axially Symmetric Systems for Generating and Measuring Magnetic Fields. Part I”). In any current-free region

H
curl(H)=0 (5.2.1)
and therefore one can write
%
H = —grad(Vm), (5.2.2)

- = -
where Vp, is a scalar function of position. In a uniform medium for which B = pH the equation div(B) =0 can be re-written as

div(ﬁ)) =0. (5.2.3)

It follows from Equation (5.2.2) that the magnetic scalar potential must satisfy LaPlace’s equation in any region free of currents. In
spherical polar coordinates LaPlace’s equation is written

18 (,0Vy 1 9 OV 1 9%V,
0 =0. 5.2.4
r26r( or >+r251n930<sm 26 >+r251n29 g2 (5.2:4)
The magnetic scalar potential cannot depend upon the azimuthal angle ¢ for an axially symmetric coil system, so that V2V, = 0 reduces
to
10 (,0Vy 1 0 OV
—- = — ( sinf—— | =0. 5.2.5
r2 Or (r or )+r25in0 30( 00 ) ( )

The general solution of this equation can be written as a series expansion in Legendre polynomials:

i ( ) ) Py (cosf). (5.2.6)

n=0

This is the same expansion as was used for the electrostatic potential in Chpt.(3),section(3.2.1(d)) to treat the problem of a dielectric
sphere in a uniform applied electric field. The functions Py(x) are Legendre polynomials, the first five of which are listed in Table
(3.2.2). The terms proportional to 1//™! in the expansion (5.2.6) are not acceptable for describing the magnetic potential function for a
system of axially symmetric coils because they blow up at r=0; there are no singularities in the magnetic field along the axis of the coil
system. This means that the magnetic potential must be describable by the series

00

Z 2" Py (cos6). (5.2.7)

n=1

(The n=0 term corresponds to a constant; it is not important and may be set equal to zero because any constant may be added to Vp,
without changing the magnetic field). Along the axis of the coil system, the z-axis of the spherical polar co-ordinate system, the angle 6
is fixed; cos 6=+1 for the region z > 0 and cos 6=-1 for the region z < 0. Moreover,along the axis of the coil system r =| z |, so that along
the axis Equation (5.2.7) becomes a power series in z. The magnetic field calculated from this power series may be compared term by
term with the power series for the magnetic field calculated
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Loop carrying a current 0
of T Amps
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|<—R

Figure 5.2.1: A circular loop of radius R carrying a current of I Amps and lying in the x-y plane.

directly from the law of Biot-Savart. The comparison of the two series yields values for the coefficients an that appear in the expansion
for the magnetic potential, Equation (5.2.7). Once the coefficients an have been determined the magnetic field at any point within the
coil system can be readily calculated from H = —grad(Vy,).

This procedure can be illustrated for a single loop of wire lying in the xy plane, Figure (5.1.1). The magnetic field along the axis of such
a loop is given by

B pIR? 1
2 (z2+R2)3/2’

see Equation (4.3.4) of Chpt.(4). This expression can be expanded in a Taylor seies in the variable z:

dB d’B z2 d’B, 28 d"B, 2"
B,(z) =B,(0 - z — — — .-+ (5.2.9
o=n0+ () (@) (5) (&) (5) (&), () 620
For the single current loop of Figure (5.1.1) this Taylor’s series becomes
ni 3/z\2 45 /z\4%
B,(z)= = 1__(_) _(_) ). 2.1
(2) (QR) ( 2\r) T24\R) T (5.2.10)
Notice that this series contains only even powers of (z/R) because the magnetic field is symmetric with respect to the plane of the coil,
i.e. By(-z) = Bz(z). Now B,(z) is derived from the magnetic potential function through a differentiation with respect to z:

(5.2.8)

z

ov
B,(z) = ——5 = (5.2.11)
The series (5.2.11) must be compared with the general series Equation (5.2.7) using r=z and cos 0 = 1, i.e. with
Vi(z,0) = a;2P; (1) + apz2P3(1) +a32°P3(1) + a4z*Py(1) + a5z’ P5(1) + - - - (5.2.12)

It is clear from this comparison that the coefficients of all the even terms must be zero. The Legendre polynomials are normalized so that
P,(1) = 1 ( see Table (3.2.2), section(3.2.1(d))). It follows from a comparison of (5.2.12) with (5.2.11) that

_u
2R

_pf
a3_7<2R3)
a, Ny etc
57 T \awe ) )

The first three terms in the expansion for the potential function, valid for any point in space such that (i/R) < 1, are given by

a; =

Vi(r,6) = —%I [(%) P1(cosf) — % (%)SPg(cosa) + 2;94 (%>5P5(c050) +-- ] , (5.2.13)

where
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Pi(z)=2
P3(z) = %(5){3 —3x)

and
Lios 3
Ps(z) = 5(63)( —70x° +15%) ;

( see Schaum’s Outline Series: Mathematical Handbook, by Murray R. Spiegel, McGraw-Hill,N.Y., 1968)). The components of the
magnetic field can be calculated from

OV
Br - 81‘ )
and
_ 10V
o r 00

These fields can be calculated very readily for particular values of r, 8 by means of a modern digital computer; programs for calculating
Legendre polynomials and their derivatives are readily available.

This page titled 5.2: Calculation of off-axis Fields is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran
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5.3: A Discontinuity in the Permeability

Problems that involve currents embedded in materials for which the permeability varies from place to place are very difficult even
if all of those materials exhibit linear response. Such problems can usually be solved by successive approximations: (1) the fields
are calculated as if the source currents are immersed in a uniform permeable medium; (2) the resulting magnetization distribution is
calculated from Equation (5.1.1) using the actual permeabilities; (3) the fields due to the effective current distribution J off =
curl(M) are added to the fields previously calculated; (4) the resulting total field is used to calculate a new magnetization
distribution; (5) the cycle is repeated until adequate convergence has been secured, i.e. until the input field and the output field are
essentially the same.

There is a class of magnetic problems that are very similar to electrostatic problems. In a region of space that is current free it is
appropriate to use a magnetic scalar potential because curl(H) = 0. In any region in which the permeability does not depend upon
position B = pH and therefore div(H) = 0 because div(B) = 0; in such a region the magnetic scalar potential, V,, must satisfy
LaPlace’s equation. The magnetic potential must also satisfy boundary conditions at a surface of discontinuity between regions
which are characterized by different permeabilities. These boundary conditions are:

(1) Vi, must be continuous across the interface between two materials. This condition is a consequence of curl(H) = 0; the
tangential components of H must be continuous across the interface, as can be shown using Stokes’ theorem.

(2) The normal component of B must be continuous across the interface between two different materials. This condition is a

consequence of div(B) = 0; the continuity of the normal component of B can be deduced using Gauss’ theorem. In terms of the
permeabilities one has

ovL av2,
= 5.3.1
#1( 811 M2 811 ) ( )
Boundary Boundary
where é%“ is the derivative of the magnetic potential along the normal to the interface. These two boundary conditions are

essentially the same as the boundary conditions imposed upon the electrostatic potential function. In addition, the magnetic
potential must exhibit the proper behaviour at infinity and at the origin just like the electrostatic potential. The electrostatic
potential and the magnetic potential both satisfy LaPlace’s equation, and both satisfy similar boundary conditions; it follows that
similar problems must have correspondingly similar solutions. In particular, the magnetic potential functions for a sphere in a
uniform applied field, and for a cylinder in a uniform field applied transverse to the cylinder axis must have the same form as those
for the corresponding electrostatic problems discussed in Chpt.(3), sections(3.2.1 (c) and (d)) and Figures (3.2.4) and (3.2.5). For
the magnetic case see Figures (5.3.2 and 5.3.3).

5.3.1 A Permeable Sphere in a Uniform Magnetic Field.

The potential function inside the sphere is given by

Vi = —?)(Z_i—)MHOrCOSO. (5.3.2)
(12 (32))
Ho ) M2
“1 a
By=L:H,

Figure 5.3.2: A permeable sphere placed in a uniform magnetic H-field of strength Hy Amps/meter. The permeability of the sphere
is py, and it is placed in a medium having a permeability ;.

This corresponds to a uniform magnetic field along the z-axis. The potential function outside the sphere is given by
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(L—(p2/m1)) 3., coSE
L2 Gu/m) e

This corresponds to a uniform magnetic field, Hy, plus the field of a point dipole located at the center of the sphere and having a
strength

V° =—Horcosf+ (5.3.3)

(A= [pa/m]) <R3 i — 1
M= U2 o)) T o Amp

5.3.2 An Infinitely Long permeable Cylinder in a Uniform Magnetic Field.

The potential function inside the cylinder is given by

. 2 H
= —Mrcosﬁ. (5.3.4)

(1 + (2/ 1))

k 3%
By=HzHo / \
Hy

b4

Figure 5.3.3: An infinitely long permeable cylinder, radius R, placed in a uniform transverse magnetic field, Hy Amps/meter. The
axis of the cylinder is oriented along the z-axis. The permeability of the cylinder is p; and the cylinder is immersed in a medium
whose permeability is py.

This corresponds to a uniform field along the x-axis, parallel with the applied magnetic field. The potential function outside the
cylinder is given by

(L —lp2/pm]) o po cosO
(1 +[p2/m])

This corresponds to a uniform magnetic field, Hy, plus the field due to a line of dipoles located on the cylinder axis and having a
strength

Vi = —Hprcos0+ (5.3.5)

(1 —[ua/pm]) 5 cosf
(Lt [p2/p)) " 1

5.3.3 A Point Magnetic Dipole Near a Permeable Plane.

m= 27TR2H0;

There are no magnetic point charges, nevertheless the field of a point dipole can be considered to have its origin in two magnetic
poles that are very close together. This suggests that the problem of a magnetic dipole near the plane interface between two
magnetically dissimilar materials may be treated by the method of images by analogy with the corresponding electrostatic problem:
see section(3.2.2(a) and (b)). The potential function for a magnetic point charge of strength qp, is given by

_9m (1
Vin = 47r(r>

and the corresponding magnetic field, H , generated by a hypothetical point magnetic charge of strength q,, is given by the
Coulomb law

= Am T
H=—|—=). 3.
4 (r3 ) (5.3.6)
The corresponding field B is given by
5 _ Ml T
B=""TFT(—=). 5.3.7
4 (r3 ) ( )
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Eqn.(5.3.6) can be used to calculate the magnetic field generated by a magnetic dipole. Let a magnetic charge qn be located at x=0,
y=0, and z=d/2. Let a second magnetic charge -qn, be located at x=0, y=0, and z=- d/2. This pair of charges forms a magnetic dipole
of strength m=qd oriented along the z-axis and positioned at z=0. The magnetic field of the dipole is given by (using Equation (

5.3.6))
;I) _ (x0x +yuy + (z—d/2)u,)  m (xtx +yuy +(z+d/2)a,)
Ty a-a/2) AT (R y 4 (d/2))
or in the limit as d — 0 the expression for the magnetic field can be written

L1 /3T m
H_E(r—s—r?). (5.3.8)

Using B= ,uﬁ this is the same result as stated in Equation (1.2.13) of Chpt.(1) for the case p = .

The plane interface image problem for magnetic monopoles is shown in Figure (5.3.4). The H-field in the region on the left of the
interface where the permeability is p is that due to the original magnetic charge qn, plus that due to an image charge of strength

—Qp (2 — 1) / (2 + p1) located the

251 U2

Interface
at z=0

Figure 5.3.4: A fictitious magnetic point charge, qm, located outside the plane boundary between two permeable materials. The
permeability to the left of the boundary is ;. The permeability on the right hand side of the boundary is p,. The magnetic charge is
located a distance d from the interface. The other two magnetic charges, q,," and q,,,” , are image charges.
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Fields on the left:

(Dipole + Image Dipole). .‘///,Interfare at z=0.
M M
1
q Mo

Fields on the right:

(Image Dipole).

o«
My ]

Figure 5.3.5: Image problem for a magnetic dipole m0 located near the plane boundary between two permeable materials. The
Ho—Hy
Mot

image dipole used for calculating fields on the left of the boundary is my = my ( ) . The image dipole used for calculating

Jod!
Moty

small separation between the plus and minus magnetic charges, NOT the distance d between the dipole and the interface at z=0.)

fields on the right of the plane boundary is m” = 2m, ( ) . (N.B. the dipole strength is given by my = qupd where d is the

same distance behind the interface as qn, is located in front of the interface. The field in the right hand space, permeability o, is the
field due to a magnetic charge that is located at the same place as qm but whose strength is 2q,, 11/ (2 + p1) - It is easy to show
that the fields in the two regions are such that the components of H parallel with the interface are continuous across the interface. It

— —

is also easy to show that the normal components of H in the two regions is such that at the interface p; (H),, = p2(H),, so that the

normal component of B is continuous across the interface. Notice that the image charge is the negative of qy, for the case p; > 1,
but that the image charge has the same sign as gqm when 11, < pj. The field on the left of the interface is given by

oo G (Tr)  Gw (pepm ) (T2
L= 4n 3 4 \ po + )’

The field on the right side of the interface is given by

= 1 ( 2qp ) T
Hrp=—[ ——— = 1.
A \ p2 +pm r
This point charge solution can be extended by means of superposition to treat the problem of a magnetic dipole near a plane
interface, Figure (5.3.5). The field on the left, in the region of permeability j1,, is due to the dipole plus its image as shown in the

figure. The fields in the region on the left due to the image dipole can be used to calculate the force and torque on the real dipole.
The force on a magnetic monopole is given by

F =q,B, (5.3.9)

The force on the magnetic dipole is just the sum of the forces acting on the two monopoles that make up the dipole: the dipole force
is proportional to the field gradientr at the position of the dipole. The torque exerted on a magnetic dipole is given by

T =m x B. (5.3.10)

If pp > py the magnetic dipole is attracted to the interface. Clearly this treatment can be generalized to discuss any permanently
magnetized body located near a plane interface between two linear magnetic materials: the solution can be obtained as the
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superposition of the fields generated by the elementary dipoles of which the body is composed.

Hy

H1 \ T3]
~  Image charge
~ 1
L

| |
I & = 1 2

For field on the right
"

(#— Interface at Z=0

Figure 5.3.6: The image problem for the case of a line current of I Amps running parallel with the plane interface between two
permeable materials and located a distance d from the interface.

5.3.4 A Wire Parallel with an Interface and carrying a Current of | Amps.

Another problem that can be solved using the method of images is that of a thin wire carrying a current, and oriented parallel with
the plane interface between two different permeable regions as shown in Figure (5.3.6). The field in the region on the left is
ascribed to the real current I plus an image current I’ located the same distance, d, to the right of the interface as the real current is
located to the left of the interface. Any point P on the interface is equidistant from both the current I and its image, I’; let that
distance be R. Let the line joining the position of the current to the point P on the interface make an angle ¢ with the normal to the
interface, as shown in Figure (5.3.6). The field lines generated by a long straight current carrying wire form concentric cylinders
around the wire, and the strength of the field in free space is given by By = pol/27R, where R is the distance from the wire; see

Chpt.(4), Equation (4.3.3). This corresponds to an H-field Hg = I/27R Amps/m. The component of the magnetic field, H , parallel
to the interface that is generated by the current I and its image I’ in Figure (5.3.6) is given by

H, | Icos¢p—TI cosqd). (5.3.11)

parallel 27R,

The field component normal to the interface is given by

1
H1|normal: ﬁ(ISin¢+Il Sin¢)' (5-3.12)

Let the field in the region of space to the right of the interface be generated by an image current I” located at the position of the real
current I. The magnetic field component parallel with the interface generated by I” is given by

H,| I" cos @, (5.3.13)

parallel = 2R

and its normal component is given by

1
H2|n0rmal = ﬁIH Sin¢7 (5314)

The tangential component of H must be continuous across the interface, and therefore from Equations (5.3.11and 5.3.13)
I-1=T1" (5.3.15)

The normal component of B must be continuous across the interface so that from Equations (5.3.12and 5.3.14) one finds
pr (I4+1) = pol”. (5.3.16)

The linear equations (5.3.15and 5.3.16) can be solved to obtain the required image current strengths.The results are

- (M) I, (5.3.17)
2 + 1

and

21
e (5.3.18)

(2 m)
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The H field in the space to the left of the interface is that generated by the current I plus the image current I’. The H field to the
right of the interface is that generated by the image current I”.

This page titled 5.3: A Discontinuity in the Permeability is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John

F. Cochran and Bretislav Heinrich.

https://phys.libretexts.org/@go/page/22820


https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/22820?pdf
https://phys.libretexts.org/Bookshelves/Electricity_and_Magnetism/Book%3A_Applications_of_Maxwells_Equations_(Cochran_and_Heinrich)/05%3A_The_Magnetostatic_Field_II/5.03%3A_A_Discontinuity_in_the_Permeability
https://creativecommons.org/licenses/by/4.0
https://www.sfu.ca/physics/people/profiles/bheinric.html

LibreTextsw

5.4: The Magnetostatic Field Energy

Energy is required to establish a magnetic field. The energy density stored in a magnetostatic field established in a linear isotropic
material is given by

H-B
Wp = %H2 =5~ Joules /m". (5.4.1)

The total energy stored in the magnetostatic field is obtained by integrating the energy density, Wy, over all space (the element of

volume is d7):
Up = / / / ar (L2 (5.4.2)
Space 2

This expression for the total energy, Uy, can be transformed into an integral over the sources of the magnetostatic field. The
transformation can be carried out by means of the vector identity

div(A xH)=H- (V x A) —A- (V x H). (5.4.3)

(There is a nice discussion of this identity in The Feynman Lectures on Physics, VolII, section 27.3, by R.P.Feynman,
R.B.Leighton, and M.Sands, Addison-Wesley, Reading, Mass.,1964). Proceed by integrating Equation (5.4.3) over all space, then
use Gauss’ theorem to transform the left hand side into a surface integral. The result is

// (A’xﬁ)-dﬁ:/// dr(ﬁ-é—ff-ﬁ), (5.4.4)
Surface Volume

where dS is the element of surface area, B=Vx A= curl(;‘;) , and V xH= curl(fI) —J # . Here A is the vector potential and
J ¢ is the current density. When the integrals in Equation (5.4.4) are extended over all space the surface integral goes to zero: the
surface area of a sphere of large radius R is proportional to R? but for currents confined to a finite region of space | A | must
decrease at least as fast as a dipole source, i.e. o< 1/ R?, and | H | must decrease at least as fast as 1/R3. It follows that in the large R

limit the surface integral must go to zero like 1/R3. This requires the two terms on the right hand side of (5.4.4) to be equal, and
this result can be used to rewrite the expression (5.4.2) in terms of the vector potential and the source current density:

///s,, ar(H-B) = ///Spde Jr-A). (5.4.5)

In many problems the current density is confined to a wire whose dimensions are small compared with other lengths in the
problem. For such a circuit the contribution to the second volume integral in (5.4.5) vanishes except for points within the wire, and
therefore the volume integral can be replaced by a line integral along the wire providing that the variation of the vector potential,
vecA, over the cross-section of the wire can be neglected. For a wire of negligible thickness

///spde (37-4) %Ifig“ﬂ:’ (5.4.6)

where 1 is the current through the wire; the current must be the same, of course, at all points along the circuit. The line integral of
the vector potential around a closed circuit is equal to the magnetic flux, ®, through the circuit. This equivalence can be seen by

using the definition B= curl(;l’) along with Stokes’ theorem to transform the integral for the flux:

//B ds = //curl ]{A dL, (5.4.7)

where the curve C bounds the surface S. Combining Equations (5.4.7) and (5.4.5), the magnetic energy associated with a single

circuit can be written
1 - o 1
== /// ar (s &) = <18, (5.4.8)
2 Space 2

and for a number of circuits, N,
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Up =

N| =

N
> Ly (5.4.9)
k=1

The latter expression is similar to Equation (3.3.6) for the electrostatic energy associated with a collection of charged conductors:
currents in the magnetostatic case play a role similar to that of charges in the electrostatic case, and flux plays a role that is similar
to the role played by the potentials.

I, I, Iy

Figure 5.4.7: N circuits embedded in a linear, isotropic medium. The magnetic fluxes, ®, are linear functions of the currents I;.
The inductance coefficients satisfy the symmetry relations Ly = Lm.
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5.5: Inductance Coefficients

Consider IV circuits embedded in a linear, isotropic medium characterized by a permeability p. The magnetic flux through a given
circuit will depend upon the currents in all of the circuits. However, the magnetic field generated by the current in a particular
circuit will be a linear function of the current in that circuit; if the current is doubled then the magnetic field due to that current will
also be doubled because Maxwell’s equations are linear in the current density. Since the magnetic field at any point is a linear
function of the currents it follows that the flux through each circuit must be a linear function of the currents: i.e.

®; =Lyl + Lol +- - - +LinIn
®y =Loily +Looly +- - - +LonIn

&y =LyiI; +Lnelz +-- - + LIy
The coefficients Ly are called coefficients of induction. They have units of Henries.

The magnetostatic energy, Equation (5.4.9), can be written in terms of the current in each circuit and the induction coefficients. The
magnetic energy must be independent of the order in which the circuit currents attains their final values. This condition requires
that

LMN:LNM- (551)

eon inety pooy

Current Ip

f
J

Secondazy

Area A

Figure 5.5.8: A system consisting of a primary coil carrying a current I, and a secondary coil consisting of a single turn of wire
enclosing an area A m?.

There are, therefore, only N(N+1)/2 independent induction coefficients rather than N2 of them. This symmetry property of the
induction coefficients can be used to determine the flux produced in a coil system by a magnetized body. Consider a primary coil
system carrying a current I,. Let there be a small secondary coil as shown in Figure (5.5.8). The magnetic field produced by the
primary coil at the position of the secondary coil is

B, =KI, Teslas,

K is just a constant that depends upon the geometry of the primary coil. If the area of the secondary coil is A, supposed to be very
small, the flux through the secondary coil due to the primary current is given by

¢, =B,A =KAI,, (5.5.2)
and therefore the relevant inductance coefficient, Lep is
Ly, =KA. (5.5.3)
But this means that the flux through the primary coil system due to a current I in the secondary coil is given by

&, = Ly I, = Ly, I, = KAL.

The small secondary coil carrying a current I, constitutes a magnetic moment m, = I, A Amp —m? . It follows that a magnetic
dipole m, produces a flux through a primary coil system given by

&, =Km,, (5.5.4)

where the coil system produces the field B, = K, Teslas at the position of the magnetic moment. If the field produced by the coil
system is uniform over a magnetic body it follows from the principle of superposition that the flux produced in the coil system by

https://phys.libretexts.org/@go/page/22822



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/22822?pdf
https://phys.libretexts.org/Bookshelves/Electricity_and_Magnetism/Book%3A_Applications_of_Maxwells_Equations_(Cochran_and_Heinrich)/05%3A_The_Magnetostatic_Field_II/5.05%3A_Inductance_Coefficients

LibreTextsw

the body is proportional to its total magnetic moment. In particular, the flux through an infinite solenoid produced by a magnetic
dipole, m, oriented along the solenoid axis is given by

® = uNm, (5.5.5)

if the system is immersed in a medium whose permeability is 1. In most applications y can be taken to be the permeability of free
space, [i,.

This page titled 5.5: Inductance Coefficients is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran
and Bretislav Heinrich.
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5.6: Forces on Magnetic Circuits

The induction coefficients, Equation (5.5.2), are functions of coil position and coil geometry. If a circuit is moved, or if its shape is
altered, the fluxes through all the circuits will be altered. A changing magnetic flux through a circuit induces an emf in that circuit:

_8B
8t7

// curl(ﬁ)-déz—// 3—B-d§=—£// B-dS.
Surface Surface ot ot Surface

But the last term above is just the time rate of change of the magnetic flux, therefore

R
// curl(B)-d§ = — 32
Surface dt

Stokes’ theorem can be used to transform the surface integral of curl(E) over the area of a circuit into a line integral of the electric
field around the circuit contour C:

curl(E) =

so that

e—?{JE-dL——E. (5.6.1)
In order to be able to use conservation of energy to derive formulae that relate the forces exerted by the magnetic field on circuits to
the change in magnetic energy that accompanies any shift in position or distortion in shape of those circuits, it is useful to consider
wires that are made of perfectly superconducting metals so that resistive losses can be neglected. Magnetic forces can not depend
upon the circuit resistances because these forces depend only upon the interaction between a current element and the magnetic field
acting upon that current element. The emf around a closed superconducting loop must be zero because the electric field in a perfect
conductor must always be zero; any electric field strength would produce an infinite current. It follows that the fluxes through
closed superconducting circuits cannot change. Any relative motion of the circuits, or any distortion of the circuits, must be
accompanied by changes in their currents such that the fluxes remain constant. In addition, energy must be conserved, and therefore
any external work done by the magnetic forces during a displacement must be at the expense of the magnetic energy stored in the
system

Fp - 0F = —6Ug. (5.6.2)
The magnetic energy acts like a potential energy function for the magnetic forces.

Usually it is convenient to arrange to keep the current in each circuit constant during the circuit motion or deformation. The current
can be kept constant, in principle, by including a superconducting generator in each circuit as is shown in Figure (5.6.9(a)). This is
a device by means of which external electrical work can be done on the circuit. Now the flux through the circuit can be allowed to
change because the electromotive force (emf) due to the changing flux can be cancelled out by the external emf of the generator so
that the net emf in the system can be maintained at zero. In order to cancel out the emf due to the changing flux, work must be done
on the generator at the rate

W do
dt

=egenl = —el = II,
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{a) Superconducting Cicuit I

Generator. Work must
be done to turn the crank

if d®changes.

(b)Circuit with Resistance

Vi

Source of variable emf

Energy dissipation in

the circuit is IR Watts.
Figure 5.6.9: A change in flux through a circuit must be accompanied by an applied emf e = d®/dt in order to maintain the
current constant.

or the change in flux, d®, must be accompanied by an input of external work (to turn the crank on the generator) such that
dW =1d®.

A similar argument can be applied to each circuit of N coupled circuits so that taken all together the total external energy input
through the generators is

N

dW =) "Ind®y. (5.6.3)

n=1

As mentioned above, the result (5.6.3) cannot depend upon whether or not the circuits contain resistance elements. A circuit that
contains a resistance must be provided with a source of emf in order to maintain a constant current (see Figure (5.6.9(b)). This emf,
that can be imagined to be a power supply whose terminal voltage is variable, must supply energy at the rate of I°’R Watts, where R
is the circuit resistance. If the flux through the circuit increases the power supply voltage must be increased by e = d®/dt in order to
maintain the current constant. This means that the power extracted from the power supply must also increase by the amount

In order to change the flux through the circuit by d® at fixed current the power supply must add extra energy in the amount
dW =1d®,

and this clearly does not depend upon whether there is, or is not, resistance in the circuit. A generalization of this result to a
collection of N circuits leads directly to Equation (5.6.3). Any displacement of a circuit, or a deformation of a circuit, that results in
a change of the inductance coefficients must result in a change in the magnetic energy stored in the field if the current in each of the
circuits is held fixed. This energy change is given by

1
dUgp=—- » Ind®
B 2;N N,

see Equation (5.4.9). But in view of Equation (5.6.3), any flux changes at constant current that cause the energy stored in the
magnetic field to increase must extract twice that energy increase from the external energy sources which do work on the
generators in order to keep the currents constant:
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The excess of the work done on the generators, dW, over the energy increase in the magnetostatic field, dUp, must represent the
external work done by the magnetic forces during the circuit displacement or deformation, therefore

dW =2dUs.

Fy - 6F = 6Ug. (5.6.4)

At constant currents work expended to keep the currents fixed goes one half into increasing the stored magnetic energy and one
half into the work done by the magnetic forces.

5.6.1 Forces on a Magnetic Dipole.

Let us apply the above ideas to calculate the force on a magnetic dipole. Consider a magnetic moment located in an inhomogeneous
field that is directed along the z-axis . The magnetic moment can be represented as a small loop carrying a fixed current I, see
Figure (5.10). The magnetic moment of the loop, IA, is also directed along z. If the loop moves a distance dz along z, the magnetic
field will change from B to B + (dB,/dz)dz. The magnetic energy of the system is given by

Ly

2
During the displacement dz only the mutual inductance coefficient Lip changes: L1; and Ly, are not altered. The change in
magnetic energy due to the displacement of the loop at constant currents is given by

dUp = I,dLy,I =1d.

L
Ug R

But

therefore

&

dUp =1A (

LAY

Current I, Area A

m; = IA

{(a) A Current Loop Model

- Z

L ]
-

At A B, = B

B dB.
At B By = B + {C—ZJ dz Fp = mz(—")

{a) A Magnetic Peint Charge Model

e = (30 (@)adam - oo - ol §) - m(5)

Figure 5.6.10: A magnetic dipole located in an inhomogeneous magnetic field. The magnetic moment and the applied field, é, are
both directed along the z-axis.
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From an application of Equation (5.6.4) one can conclude that the magnetic force on the loop must be

F, = IA(de) =m, (&) Newtons. (5.6.5)

dz dz

This equation for the force on a dipole was derived using arguments based upon circuits in which the currents were held fixed.
However, the validity of the expression for the force does not depend upon the manner of its derivation, and Equation (5.6.5) is
correct for any point dipole.

The result (5.6.5) can be generalized by considering displacements along x and y. For a magnetic moment that has only a z-
component the result is

- —
F=m,grad(B,).

The total force acting on a magnetic moment that has components along all three co-ordinate axes is obtained from a further
generalization of the above arguments. The result is

F = m,grad (Bx) +my grad (By)+m,grad (B,). (5.6.6)

The expression (5.6.6) can be further transformed by using the fact that curl (B) Oina homogeneous medium free from currents;

because for a current free region curl (H ) =0, and in a homogeneous permeable region B= ,uH From curl (B) 0

0B, 0B,
dy  Ox’
0B, 0B,
9z  Ox’
0B, 0B,
0z Oy’
Using these relations, Equation (5.6.6) can be written in the form
F OBy L OBy n OBy
x — My m my,, )
dx Y oy Oz
0B, 0B, 0By
Fy, =m, o Ty By +m, -, (5.6.7)
F —m 0B, 4m 0B, tm 0B,
LT ox Y oy “ Oz
or
- - o
F = (i - grad)B. (5.6.8)

Equations (5.6.7) are the expressions which would be deuced from a magnetic point charge model in which the force on a magnetic
pole is given by qn,B (see Figure (5.6.10)), and the dipole is represented by a magnetic charge +qn, separated an infinitesimal
distance d from a magnetic point charge —qn,: the magnetic moment is given by

m = q,,d.

The generalization of Equation (5.6.8) to the dipoles contained in a volume element dVol gives the magnetic force per unit volume
quoted in Chpt.(1), Section(1.5.1), Equation (1.5.3):

— - - —
Fu = (M- VB,) t, + (M- VBy) @, + (M- VB,) &. Newtons/m®.

Here M is the magnetization per unit volume.

5.6.2 Torque on a Magnetic Dipole.

Consider a small current loop placed in a uniform magnetic field generated by a primary coil system carrying a current I,. If the
loop is allowed to rotate the flux linkage between it and the primary coil system changes; however, neither its own self-inductance
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coefficient, Lyy, nor the self-inductance coefficient of the primary system, Ly, changes with the angle of rotation, 6, Figure
(5.6.11). The mutual inductance coefficient, L1 = L1, does change with angle, and therefore a small rotation through df causes a
change in the magnetic energy for fixed currents I;,I;. The change in magnetostatic energy of the system for a small rotation is
given by

dUp =1L I,dLys,.
The mutual inductance coefficient can be calculated from the flux through the current loop:
P, = (7TR2) B, cosf = (7rR2K) I; cosé.
Therefore

Lip= (71'R2K) cosf Henries,

Figure 5.6.11: A loop of wire carrying a current I, Amps, and having an area 7R? , is located in a uniform magnetic field B,. The
magnetic field is generated by a coil system carrying a current I; Amps: B, = KI;. The field exerts a torque on the loop given by Ty,
= - B,m sin 8 Newton-meters.

so that
dLiy = — (7rR2K sinH) dé.
It follows that the change in the magnetostatic energy of the system as a result of the change in angle is given by
dUg = — (7R’Ly) (KI;) sin 6d6.

The change in magnetic energy can be expressed in terms of the magnetic moment of the loop, m, and the value of the magnetic
field at the position of the loop (it is assumed that the loop is small enough that the variation of the magnetic field across its
diameter can be ignored):

dUg = —B,msin 6d6.

This change in the energy must be equal to the external work done by the magnetic torque on the loop (Equation (5.6.4)); T,d8 =
dUg, where the torque is directed along the y-axis if the rotation takes place in the xz plane, Figure (5.6.11). Therefore

Ty = —mB, sin6. (5.6.9)

The direction of the torque is such as to orient the normal to the plane of the loop along the direction of the applied magnetic field:
in other words, the torque is such as to cause both the flux through the loop and the magnetostatic energy to become as large as
possible. The magnetic moment associated with the loop is perpendicular to the plane of the loop, consequently Equation (5.6.9)
can be written in the form

T = (M xB). (5.6.10)
The torque (5.6.10) can be derived from an effective potential energy

Wg=-m-B  Joules, (5.6.11)

using
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OWpg
Tyg=-— . 5.6.12
b= (5.6.12)
Equations (5.6.11and 5.6.12) are particularly useful for treating the problem of a collection of permanent dipoles (a permanently

magnetized body) that interacts with an applied magnetic field.

5.6.3 Forces on a Solenoid.

Consider a coil in the form of a very long cylindrical solenoid that is wound with N turns per meter. The length of the solenoid is L
meters, and the mean radius of the windings is R meters, Figure (5.6.12). The field at the center of a very long solenoid is given by
Equation (4.3.7) of Chpt.(4):

B, = NI Teslas, (5.6.13)

where the coil carries a current of I Amps. The flux through one turn of the solenoid is AB, = 7R?B, near the center of the
solenoid; neglecting end effects which play a relatively small role in the limit /R — oo, the total flux through all of the windings is
the flux per turn multiplied by the total number of turns

& = 7R2B,NL,

A

T“““ Lol ol ol ol ol ol ol o R o oo o Xl o2

Hao
2R

(L R o X dd o o2 a1 ad alad s dl ol sl o X X d ot sl )

[~ L =]

Figure 5.6.12: A long cylindrical solenoid. The solenoid is L meters long and has a radius of R meters. It is wound with N turns per
meter.

or
& = poN* (rR’L) L. (5.6.14)

The magnetic energy stored in the field is Ug = 1®/2 Joules, and therefore
Up = NP (rR'L). (5.6.15)

In order to discuss magnetic forces it is necessary to consider distortions of the solenoid; for example, a change in the length or in
its diameter. During those distortions the current will be held fixed. The total number of turns on the solenoid, Ny, = NL, must also
remain fixed, and therefore the magnetic energy will be re-written in terms of the total number of turns on the winding:

2 2 7R?

Up = Ny, oL (5.6.16)

It is apparent from this expression that an increase in solenoid length will reduce the magnetostatic energy, Ug. We can conclude
that the magnetic forces on the solenoid windings will act in such a way as to shorten the solenoid because any system of coils
carrying fixed currents will attempt to arrange themselves so as to maximize the magnetostatic energy of the system. Similarly, any
increase in the solenoid radius results in an increase in the magnetostatic energy; it can therefore be concluded that the magnetic

forces will place the windings under tension. The magnitude of the magnetic forces can be obtained from an application of
Equation (5.6.4) which equates the work done by the magnetic forces during a small change in geometry to the increase in
magnetic energy. For example, let the length of the solenoid increase by 8L; the work done by the magnetic forces is Fy6L. The
change in magnetic energy for a displacement 8L is
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Iq2
§Up = K2 (%) 27R20L;

consequently, from §Ug = Fy;6L one finds

LoN2T?
Fy=-— (T) 7R?  Newtons. (5.6.17)

The force that tends to squeeze the turns together is the force that would be generated by a pressure pg = BH/2 Newtons/m? acting
over the crosssectional area of the solenoid.

A similar argument can be used to calculate the tension in the solenoid windings due to magnetic forces. Let the radius of the
solenoid of Figure (5.6.12) expand slightly. The work done by a uniform pressure, py, during this expansion would be

oW =py(27R)IR

per meter of length because the work done per unit area of wall per unit length is given by pMOR. The total work done by the
magnetic pressure, pyj, during the change R for a cylinder L meters long is given by

OW =pu(2mRL)R.
The corresponding increase in magnetostatic energy, from Equation (5.6.15), is
6Up = poN°T*(7RL)JR.
But the work done by the magnetic forces must be equal to the increase in stored magnetic energy if the current is held fixed, and
therefore

BH

MO 9.9
PMm 9 2

Newtons /m?. (5.6.18)

A Cylinder of
mean radius R

Figure 5.6.13: The hoop stresses, T, acting on a cylindrical shell due to an internal pressure of py; Newtons per m? . The hoop
stresses T exerted by the bottom half-cylinder on the top half-cylinder are required to overcome the internal pressure forces. The
thickness of the shell has been exaggerated.

The magnetic field exerts a pressure on the solenoid windings: this pressure results in a tension given by

BH
T=pyR=R (T) Newtons/meter, (5.6.19)
see Figure (5.6.13). There are N wires per meter of length, and therefore the tension on each wire will be given by
R /BH
t=T/N=—|—). 5.6.20
~=x(F) (5.6.20)

The forces exerted on the windings of a solenoid can be quite large. For example, superconducting solenoids are available that can
be used to generate fields in excess of 10 Teslas. The magnetic pressure in a 10 Tesla field is py = B%2p, = 3.98 x 107
Newtons/m2 . The pressure of one atmosphere is 1.01 x 10°> Newtons/m? , therefore the magnetic pressure associated with a field
of 10 Teslas is equivalent to 394 atmospheres. The windings on such a superconducting solenoid must be firmly anchored in order
to prevent them from moving
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Outward Suyrface Normal
Volume V "

surface § —&]

Figure 5.6.14: The magnetic force acting on the matter contained w1th1n a volume V can be obtained as the integral of a vector TM
over the closed surface S which encloses V. It is assumed that B is proportional to H everywhere inside V, that B and H are

parallel on S, and that S is immersed in a fluid that can support no shear stresses. ’T M’ = BZH . The direction of the force per unit

area, T M is such that the angle between T w and the surface normal is bisected by the direction of the magnetic field B.

This page titled 5.6: Forces on Magnetic Circuits is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F.
Cochran and Bretislav Heinrich.

https://phys.libretexts.org/@go/page/22823


https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/22823?pdf
https://phys.libretexts.org/Bookshelves/Electricity_and_Magnetism/Book%3A_Applications_of_Maxwells_Equations_(Cochran_and_Heinrich)/05%3A_The_Magnetostatic_Field_II/5.06%3A_Forces_on_Magnetic_Circuits
https://creativecommons.org/licenses/by/4.0
https://www.sfu.ca/physics/people/profiles/bheinric.html

LibreTextsm

5.7: The Maxwell Stress Tensor

In analogy with the electrostatic case, the forces due to the magnetic field acting on the current distribution in a body can be
obtained from a magnetic Maxwell stress tensor, see J.A.Stratton, Electromagnetlc Theory, section 2.5, (McGraw-Hill, N.Y., 1941)

If the magnetic materials in the system are linear so that Bis proportional to H it can be shown that there exists a vector TM

associated with the elements of the stress tensor such that the surface integral of TM over a closed surface S gives the net force
acting on the material in the volume V enclosed by the surface S: it is assumed that the surface S is contained entirely within a fluid
that can support no shearing stresses. The magnetic force acting on the material within the volume V can be calculated from

— - —
FM:// Ty -dS, (5.7.1)
S

where the magnitude of the Maxwell stress vector for a linear, isotropic material, is

+ | B-H
‘ ‘: — (5.7.2)

2
and its direction is given by the construction shown in Figure (5.6.14). The stress vector ’fM is turned away from the surface
normal through an angle that is twice the angle that the magnetic field B (or H) makes with the surface normal. When B lies along

the surface normal the magnetic force is a tension, but when the field B lies in the surface the magnetic force is a pressure.

5.7: The Maxwell Stress Tensor is shared under a not declared license and was authored, remixed, and/or curated by LibreTexts.
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6.1: Introduction to Ferromagnetism

The magnetization density, M, in most materials at room temperatures is proportional to the magnetic field, H:

M = xH, (6.1.1)
The factor of proportionality, Y, is called the magnetic susceptibility. Since M , and H have the same units (Amps/meter) the
magnetic susceptibility has no dimensions. Typical values of the susceptibility at room temperatures for some common substances
are listed in Table (6.1.1). It is clear from this Table that for such non-magnetic substances the magnetization per unit volume is
negligible compared with values of the impressed magnetic field, H. The situation is quite different for ferromagnetic substances
such as iron, nickel, or cobalt. In a ferromagnet the magnetic moments are held parallel by very strong forces called exchange

forces. The magnetization per unit volume, |]\7I s|, is very large and essentially independent of applied magnetic field at
temperatures low compared with a critical temperature called the Curie Temperature. The Curie temperature, T, is that
temperature at which the magnetization in zero applied magnetic field goes to zero. The Curie temperature is material dependent.
The Curie temperatures for iron,nickel and cobalt are 1044, 631, and 1393 K respectively. The magnetization varies slowly with
temperature at low temperatures. The temperature dependence of the magnetization in iron is depicted in Figure (6.1.1). The
temperature dependence of M for other ferromagnets is very similar. If a cylindrical rod of iron were to be uniformly magnetized
along its length the magnetic field strength near its end surfaces would be very large, see Equation (4.3.12) and Figure (4.3.11) of

Chapter(4).

Substance  Susceptibility
in units of 107°

Al +20.7

Cu -0.68

An -34.6

Si -4.0

Si0, -16.3

H,0 -9.05

Table 6.1.1: The magnetic susceptibility at room temperature for some common non-magnetic substances.
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Figure 6.1.1: The variation with temperature of the reduced magnetization for pure iron. The Curie temperature is T, = 1044 K,
and the magnetization at T=0 K is M(0) = 22.1 kOe= 1.76 x 10" Amps/m.

The field just outside an end face and near the cylinder axis is given by B, = ppMg/2 for a cylinder whose length, Lg, is much
greater than its radius, R. For iron at room temperature this field is approximately 1 Tesla. It is, however, common experience that
the fields around a length of iron rod are very weak, of the order of 0.01 Teslas or less. The field outside the rod is weak because
the magnetization is broken up into a very large number of small domains. Each domain carries a large magnetization, M , but the
direction of the magnetization changes from domain to domain in such a way that the average magnetization density is very nearly
zero. It can be shown that the energy due to a magnetization distribution can be calculated from

Um:ﬂ/// dri, (6.1.2)
2 Space
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where H,, is the magnetic field generated by the magnetic charge density p,, = —div(M) and dr is the element of volume. It
follows that in the absence of an applied external field the domain magnetization vectors will attempt to orient their magnetization
vectors so as to make (\ div (\vec M\)) as nearly zero as possible. This tendency is called "the magnetic pole avoidance principle”.
The size of the magnetic domains in the absence of an applied magnetic field depends very strongly on the structure of the material
(whether the specimen is a polycrystal or a single crystal), upon the concentration of impurities, and upon the presence of internal
stresses. The domain dimensions in an annealed polycrystalline iron bar are of the order of 1/10 mm on a side. The domains are
therefore very large compared with atomic dimensions, but are small on a macroscopic scale. In very perfect single crystalline
prisms of iron in which the cubic iron axes are accurately parallel with the edges of the specimen the domains may be as long as a
cm or more: see Figure (6.1.2).

(010)

Ms

f Ms ———=

- ‘ Ms

(100)

Figure 6.1.2: The domain structure at room temperature in a perfect iron single crystal in which the edges of the crystal are
accurately parallel with the crystalline axes. The magnetization is uniform along the z-direction (out of the paper). Simple domain
structures are observed only in single crystalline specimens.

This page titled 6.1: Introduction to Ferromagnetism is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John E.
Cochran and Bretislav Heinrich.
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6.2: B-H Curves

The magnetic properties of ferromagnets at a fixed temperature are often described by curves of magnetic induction B vs. H, see
Figure (6.2.3). H is the internal magnetic field: its sources include p,, = — div(M) in the magnetic body as well as any externally
applied magnetic field generated by a system of coils outside the magnetic body. B= Mo (fI+M) , and in the simplest case the
three vectors é, H , M are all parallel. Starting from the fully demagnetized state (H=0, M=0) the magnetization increases with H,
and B follows the curve labeled “virgin curve”. In the virgin state with H=0, an equal number of domains have positive
magnetization as have negative magnetization so that the net magnetization is zero. As H increases those domains having a
magnetization oriented along the applied field direction grow in volume at the expense of domains having a magnetization oriented
opposite to the applied field direction. Eventually those domains having a component of magnetization opposed to the direction of
H have been eliminated (at the point marked A in Figure (6.2.3)). However, iron has a cubic crystal structure and exhibits the
property that the magnetization strongly prefers to orient itself along a direction corresponding to one of the three equivalent

) /”eff
. > ]
r
T | ’
E ]
L Virgjn curve ]
m 0
[ -He He :
Al 4 -
[ A ‘A | |
[ <> ]
-2 2 2 " 2 2 2 2 2 2 e e ' e L 3 3
-1000 -500 0 500 1000

H (Amps/m)

Figure 6.2.3: A hysteresis loop for a polycrystalline specimen of pure iron. The details of the B-H loop are specimen sensitive. The

saturation magnetization at room temperature is 2.14 Teslas. The remanent field is B= 1.22 T, and the coercive field is H.= 79

Amps/m.
cubic axes. In a polycrystalline material at a field corresponding to point A in Figure (6.2.3) the domain magnetizations, each
having a strength Mg per unit volume, are oriented at angles with respect to the applied field ranging from 0 to +90° . As H
increases these domain magnetizations gradually rotate into the applied field direction: during this portion of the B-H loop the
curve is reversible. Ultimately, the magnetization reaches the saturation value, Mg, and the magnetization density becomes uniform
throughout the specimen. The field necessary to achieve the saturated state in iron, ~ 2 x 10> Amps/m, is very large because of the
large magnetocrystalline anisotropy energy that resists the rotation of the magnetization away from a cubic axis. Very soft magnetic
materials such as Supermalloy (79% Ni, 16% Fe, and 5% Mo, see Table (6.2.2)) have compositions corresponding to a relatively
small magnetocrystalline anisotropy. The approach to saturation in such materials occurs at much lower applied fields than for iron,
see Figure (6.2.4). It is also worth mentioning that a pure single crystal of iron for which the domain magnetizations are oriented
along the cubic axes, Figure (6.1.2), exhibits a very large maximum effective permeability, see Table (6.2.2), and can be saturated
in fields less than H= 100 Amps/m. However, polycrystalline iron is cheap and is therefore used extensively in the construction of
electromagnets and large generators.

At saturation the magnetic domains have been eliminated so that the magnetization density is uniform throughout the body and has

the value M . But ]% = lg (ﬁ +M) so after saturation the B-field continues to increase with H, although the rate of increase of B
with H becomes negligibly slow compared with the rate of increase leading up to saturation; the variation of B with H becomes
imperceptible on the scale of Figure (6.2.3). Upon reducing the field H after having increased it to values larger than that
corresponding to point A in Figure (6.2.3), B follows the upper curve in Figure (6.2.3) and when H=0 the magnetic induction
reaches the remanent field value B = B;. B gradually falls as domains with a reversed magnetization orientation gradually reform
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in the body. As H is further reduced B continues to follow the upper curve and eventually B reaches zero at a negative value of H
called the coercive field, Hc. Continued reduction of H ultimately leads to magnetic saturation in the negative direction with
uniform magnetization having the value -Mg . As H is increased from applied field values more negative than the field
corresponding to point A in the third quadrant the B-field increases along the lower curve, the magnetization becomes less negative

as the number of domains having
/ H eff
0.8

y

0.4

B (Tesla)

0 I | Virgin furve ]

08 bl b b b e
45 -0 5 0 5 10 15

H (Amps/m)

Figure 6.2.4: The hysteresis loop for the soft ferromagnet 4-79 Permalloy (79% Ni, 17% Fe, 4% Mo). The maximum effective

permeability is 0.14 (the relative permeability is pg = 1.1x10% ), and H,, = 2.45 Amps/m. The saturation field is B;= 0.87 Teslas.
a positive magnetization increases, and ultimately B becomes positive. At the coercive field H. the magnetic induction is zero;
B=0. At sufficiently large values of the magnetic field the specimen once again becomes saturated with a uniform magnetization
having the value Ms. For fields larger than 500 Amps/m, or for fields less than -500 Amps/m, the curve of B vs. H is reversible.
The loop defined by the upper and lower curves in Figure (6.2.3) is called a major hysteresis loop. Two questions arise
immediately: (1) What happens if H is decreased before point A is reached? and (2) How can the virgin state with H=0, M=0, and
B=0 be attained? If H is reduced before the reversible part of the B-H loop has been attained the B-field decreases along a minor
hysteresis loop such as those shown in Figure (6.2.5). If a sinusoidal driving field is applied having an amplitude sufficient to drive
the specimen into the reversible part the hysteresis loop the magnetic state is carried around the hysteresis loop from one extreme in
the plus direction to an extreme in the negative direction many times per second. If now the amplitude of the driving field is slowly
reduced to zero the hysteresis curve collapses to zero symmetrically around the origin. The specimen will be left in the virgin state
in which B=M=H=0.

Important parameters associated with the hysteresis loop are (1) the remanent field, B, , (2) the coercive field, H, and (3) the
maximum effective permeability defined by the maximum slope of the straight line joining the origin to a point on the virgin
magnetization curve as shown in Figures (6.2.3, 6.2.4). There are two major classes of ferromagnetic materials: soft ferromagnets
and hard ferromagnets. Soft magnetic materials are characterized by very small values of the coercive field, see Table (6 2.2). For
such materials the dependence of B on H is almost linear for H < H, and as a reasonable approximation one can write B= Hef fH
It is useful to express the effective permeability as a dimensionless number

Heff = LRHO-

Pure polycrystalline iron is a soft ferromagnet characterized by H. = 60 Amps/m and .= 0.013, or pg ~ 10,000. There are a
number of alloys that behave very nearly like perfectly soft ferromagnets, see Table (6.2.2).

Hard magnetic materials are characterized by large values of the coercive field and remanent field B, , see Table (6.2.3). Very hard
ferromagnets such as SmCo alloys, NdFeB alloys, and Strontium ferrites can be better described in terms of M vs. H. The variation
of magnetization with internal magnetic field, H, is shown for a commercial Barium ferrite in Figure (6.2.6); only negative
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Figure (6.2.4). For the lowest minor loop the field was reduced after having partially traversed the virgin magnetization curve. For
the upper minor loop the field was reduced after having traversed the major hysteresis curve cycle at least once.

Material B, Curie Coercive Maximum
Saturation Temp.(C) Field Relative
Field, Teslas Amps/m  Perm. pug
[ron 2.14 770 79 6600

(Fig.(6.3))

Single 2.14 770 0.8 1.2 x 108
Cryst. Fe
Permalloy 1.08 600 4 100,000
Supermalloy 0.75 400 0.16 108

Table 6.2.2: Magnetic properties of some soft magnetic materials. B = pefs (H + M), where pegs = prpo. One Tesla equals 10
kGauss, and 79 Amps/m equals 1 Oersted. Permalloy is an alloy of 78.5 atomic % Ni and 21.5 atomic % Fe. Supermalloy is
composed of 79 atomic % Ni, 16 atomic % Fe, and 5 atomic % Mo.

0.4

0.3

4nM(Teslas)

o
Y
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Figure 6.2.6: The variation with internal magnetic field, H, of the magnetization at room temperature for a commercial Strontium
Ferrite. The coercive field is 2.59 x 10° Amps/m.
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internal fields, H, are shown because this portion of the magnetization curve is the one required for practical applications. The
hysteresis loop is very nearly rectangular, meaning that to a good approximation the magnetization is independent of the H-field
until it flips 180° at, or near, the coercive field. For very hard materials such as those listed in Table (6.2.3) the concept of a

permeability is not very useful.

Warning! Commercial hysteresis loops are usually displayed using CGS units. In the CGS system the fields B,M,H all have
the same units, although for historical reasons the units of B,M are called Gauss whereas the units of H are called Oersteds. The
conversion from CGS to MKS units is relatively simple: 1 Tesla= 10,000 Gauss. 79.6 Amps/m = 1 Oersted. M in Amps/m = [4

7M(in Gauss)] x 79.6.
In the CGS system B=H + 47M . The relative permeability is the same ~ for both systems.

Material Residual Magnetic Curie Temp. Coercive ['ield
Field at 300C (C) at 300 C
Teslas Amps/m
Sr Ferrite 0.39 450 2.59 x 10°
Samarium 1.07 820 1.43 x 10°
Cobalt
Sintered 1.29 310 1.03 x 10°
NdFeB

Table 6.2.3: Magnetic properties of some commercial hard magnet materials. (See, for example, www.dextermag.com).

By

———

N turns

Area A

Figure 6.2.7: Device for measuring the axial magnetic field, B, inside a cylinder having a cross-sectional area A. A coil of N turns
is connected to a voltmeter V.
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Figure 6.2.8: A plot of B inside a long iron rod vs the externally applied magnetic field Hy = Bo/pg. The length to diameter ratio is
25 corresponding to a demagnetizing coefficient N,= 0.00467.
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6.2.1 Measuring the B-H Loop.

It is relatively easy to measure the axial magnetic flux density, B, in a specimen. It is only necessary to wind a few turns of wire
closely around a specimen and to measure the emf developed across the coil terminals as an external field B is changed with time,
see Figure (6.2.7). The emf across the coil terminals is given by Faraday’s law:

dB

dt’

where N is the number of turns on the coil and A is the cross-sectional area of the specimen in m? . Upon integration of the voltage

V(t) = NA

signal starting from a known initial condition (B=0 at t=0 say) one obtains B inside the specimen corresponding to a particular
value of the applied field Hy = By/p,. In this way one can trace out the hysteresis loop of B vs Hy, as the specimen is saturated first
in one direction and then in the other direction. Unfortunately the hysteresis loop so obtained is not what is wanted: it depends
more on the geometry of the specimen than on its intrinsic magnetic properties.

What is wanted is the variation of B inside the cylinder with the value of H inside the cylinder. But H inside the cylinder is the sum
of the applied field Hy = Bo/pg plus the contribution generated by the magnetic pole density distribution pyr = — div(M). This
pole field very nearly cancels out the applied field Hp in a material having a large permeability. The net result is that the curve of B
vs Hy measures an effective demagnetizing coefficient for the body under test, and does not provide a satisfactory measure of an
intrinsic magnetic property of the material of the test body. In order to see how this comes about consider a particular example:
consider a cylindrical bar whose length is 25 times its diameter (25 cm long by 1 c¢m in diameter, for example). Let this bar be
characterized by the hysteresis loop shown in Figure (6.2.3). The pole field inside this bar can be approximated by Hp = —N,M,
where N, is the demagnetizing factor for an ellipsoid of revolution having the same length to diameter ratio as the cylinder; M is
the magnetization density in the bar. The demagnetization factor for an ellipsoid of revolution having a length to diameter ratio of
25 is N,=0.00467; see Chpt.(2), Figure (2.7.19) and eqn.(2.5.1). Inside the rod one has B/py = H+M. Given the co-ordinates of a
point on the B-H loop one can calculate the magnetization, M. Consider the point in Figure (6.2.3) B=1.0 Tesla and H=110
Amps/m. For this point B/pg = 1.0/(47 x 1077 ) = 0.796 x 10® Amps/m. Thus H is negligible and M= 0.796 x 106 Amps/m. The
resulting pole field is Hp = -N,M = —3.72 x 10> Amps/m. In order to obtain a net value H= +110 Amps/m it is necessary to apply a
field Hp = (3.72x103 )+110 Amps/m for a total field Hy = 3.83x10> Amps/m. In this same way one can calculate B vs Hj for all of
the points on the hysteresis loop. The results of such a calculation are shown in Figure (6.2.8). The most obvious result is that B is
nearly a linear function of the applied field Hy for Hy less than 5800 Amps/m; the slope of the line corresponds to a relative
permeability pr= 212 (NB. 1/N,= 214). Moreover, the hysteretic behaviour has been reduced to a very small value: approximately
0.05 Tesla in B. It is easy to show that if the material properties are such that B= prpoH then for large pR one has B= pgHy/Ny; ie.
a straight line having a slope corresponding to pr = 1/N,. The argument runs as follows:

B = jH = pg (H+ M),
La—@mm,
Mo
SO

M= (ug—1)H.

Since the pole field is Hp = =N, M, the applied field must overcome this pole field and in addition supply the field H. Therefore the
applied field is given
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Figure 6.2.9: A ring shaped specimen used to measure the intrinsic magnetic properties of a soft magnetic material. The primary
winding of N, turns is used to generate the field H. The secondary coil of N; turns is used to measure the field B in the ring.

by
Hy =N, (/’I’R - 1)H+H7
or
H
H= > :
[Nz ()LLR - 1) + 1]
and
B_ roprHo
[Nz (,UR -1)+ 1]
Upon dividing through by pg and taking the limit such that pg >> 1, one obtains
Bg,u,gH(]/Nz. (621)

The point is that in order to measure the intrinsic response of a soft magnetic material it is necessary to avoid spatial variations in
the magnetization that give rise to magnetic pole fields. This can be done by using a specimen having the topology of a ring, Figure
(6.2.9). This ring can be supplied with a uniformly wound primary coil of N, turns used to generate the applied field, Hy, plus a
secondary coil of N turns used to measure the flux density in the specimen. There are no magnetic poles if M is uniform around
the ring, therefore the field in the material is just H = N I/L, where I is the primary coil current in Amps and L is the length in
meters measured along the centerline of the ring. The B-field can be calculated from the emf developed across the secondary
windings as the primary current is changed; according to Faraday’s law

V = N,A(dB/dt),

where A is the cross-sectional area of the ring.

This page titled 6.2: B-H Curves is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and Bretislav
Heinrich.
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6.3: Digital Magnetic Recording

A magnetic hard disc for use as a magnetic memory storage device for a computer consists of a very smooth circular substrate upon
which has been deposited a very thin coating of a magnetic cobalt alloy 50 nm or less thick. This disc is rotated at a very high rate.
The remanent magnetization of this magnetic thin film is such that Bg ~ 1/2 Tesla, and the coercive field is approximately 105
Amps/m. The magnetization lies in the plane of the disc and contains many small, oblong regions in which the magnetization is
oriented either parallel or antiparallel to the disc velocity. These magnetization regions are written into the disc magnetization by
means of a write head: an extremely simplified drawing of a write head is shown in Figure (6.3.10).

(a)
l | r 1 AMPS
Permalloy Yoke
V m/sec
—- [ g
Magnetic Thin Film
Bg—-— —=Bg
N \
B (fringing field)
(b)

i
|

Figure 6.3.10: (a) A schematic representation of a hard disc write head. (b) The co-ordinate system used to write the spatial
dependence of the write head field in the Karlqvist approximation.

+
Mg + Ms
— > + -—
T~
+
div M=2 M

Figure 6.3.11: At the juncture between two regions of oppositely directed magnetizations there is a large surface charge density,

and this gives rise to large fringing fields.
The write head is basically an electromagnet constructed of a soft magnetic permalloy yoke (the saturation field is 1 Tesla and the
coercive field is H. ~ 4 Amps/m). This electromagnet is driven by the current through a single turn. The yoke contains a narrow
gap, g, approximately 50 nm wide. The write head “flies” over the surface of the disc at an altitude of approximately 25 nm, and
the magnetic film on the disc is magnetized by the fringing field produced at the magnet gap. A field of approximately 3 times the
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coercive field is used to write magnetization regions into the disc magnetic film that are either parallel or antiparallel to the disc
velocity. The spatial dependencies of the fringing field components near the gap are given in the Karlqvist approximation by:

B ye ]
H, = —garctan[— , 6.3.1
poT x? +y? —(g?/4) (0:3:1)
B _ 2, .2
H, = _gln[M] (6.3.2)
2 | (x+g/2)? +y?

where By is the B-field in the middle of the gap region, and g is the gap width: the co-ordinate axes are shown in Figure (6.3.10b).
Bits of information are stored as magnetization reversals (also called flux reversals). It is only at those places where the
magnetizations are directed opposite to one another that the fringing field is large enough to be detected by the read head. This is
illustrated in Figure (6.3.11). The absence of a flux reversal is taken to be a zero; the presence of a flux reversal is taken to be a 1.
The magnetization profile for a typical run of data might look like that shown in Figure (6.3.12). In practice, each data byte of input
is stored using a complex code that uses more than the nominal 8 bits per byte in order to build in the capability to detect and
correct errors.

Modern read heads use a complicated structure of thin films. The magnetic field due to a magnetization change on the hard disc is
detected by means of a change in resistance of a magnetoresistance element. Write and read heads are combined in a single
write/read unit.

As of November 1999 IBM demonstrated a hard disc drive having the
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Figure 6.3.12: Example of encoded data bits on a hard disc drive.

capability to store 3.5 x 100 bits per square inch using 522,000 bits per inch and 67,300 tracks per inch. This means that each
magnetization cell was only 49 nm long by 377 nm wide. The disc spun at 10,000 revolutions per minute, the seek time was 4.9
msecs, and information was read in and out at the rate of 18 x 10% bytes per second. The uncorrected error rate was 1:108 ; after
correction this error rate decreased to less than 1:1012 .

Further Reading

o S. Chikazumi, "Physics of Magnetism”. John Wiley and Sons,New York, 1964.
¢ John C. Mallinson, ”The Foundations of Magnetic Recording”, Second Edition. Academic Press, San Diego, 1993.
¢ John C. Mallinson, ”Magneto-Resistive Heads”. Academic Press, San Diego, 1996.
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6.4: Electromagnets

Consider the electromagnet shown in Figure 6.4.13 As a first approximation let the B-field in the ferromagnetic yoke be uniform
with the same value B Teslas everywhere. The field in the gap measured along the centerline will also be B to a good
approximation. This follows from the Maxwell equation +B =0 which requires the normal component of B to be continuous
across a material discontinuity. If the gap field is B then the H-field in the gap is Hy = B/po. The permeability of free space, png = 4w
x 1077, is a small number therefore Hg will be quite large: if B=1.0 Tesla then Hg = 7.96x 10° Amps/m. This H-field is much larger
than H within the soft ferromagnetic yoke material. For example, in iron the field H cannot exceed 100 Amps/m if B= 1.0 Tesla,
see Figure (6.3). According to another Maxwell equation for the static magnetic field

-

curl(H) = J,

](ﬁ-diz// J-da, (6.4.1)
C Area

from Stokes’ theorem where the Area of the surface integration is bounded by the curve C.

e

or

Current I

Figure 6.4.13: An electromagnet consisting of a soft ferromagnetic yoke wound with N turns of wire and containing a gap of width
g meters. The length of the ferromagnetic yoke along its center line is L meters.

Apply Equation (6.4.1) to the closed line running along the centerline of the magnet. The integral of the current density over the
area bounded by the magnet center line is just NI so that the line integral of H becomes

LH+gH, = NI,

where L is the length of the path in the ferromagnetic yoke and g is the width of the gap. Given a value for the B-field one can look
up the corresponding value of the H-field from the ferromagnetic hysteresis loop. Then the current required to produce that B-field
is

T— %(LH—k[gB/,ug]). (6.4.2)

In this way one can construct a graph of B vs. I corresponding to various points on the B-H loop. It should be noted that this simple
construction fails when the ferromagnet approaches magnetic saturation.

This page titled 6.4: Electromagnets is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and
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CHAPTER OVERVIEW

7: Time Dependent Electromagnetic Fields.

Chapters 2-5 treated the problem of how to calculate electric and magnetic field distributions given time independent charge and
current distributions. This chapter discusses the more general problem of how to calculate electric and magnetic fields given time
varying charge and current distributions. It turns out that the solution to this general problem is most easily developed using the
scalar and vector potentials discussed in chapters 2 and 4. By way of example, the formalism is applied to the generation of radio
waves by currents flowing in an antenna, and to the generation of light waves by oscillating atomic dipole moments.

7.2: Time Dependent Maxwell’s Equations
7.3: A Simple Radio Antenna

7.4: An Electric Dipole Radiator

7.5: A Point Magnetic Dipole

7.6: A Moving Point Charge in Vacuum

General Reference: The Feynman Lectures in Physics, Vol.(II), by R.P.Feynman, R.B.Leighton, and M.Sands, Addison
Wesley, Reading, Mass., 1964.
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7.2: Time Dependent Maxwell's Equations

Start from Maxwell’s equations in the form

- OB
1(E) = —— 2.1
cwl(B) = =, (7.2.1)
div(B) =0,
_ = OE
CllI‘l(B) = podT + po€o E,
div(E) = —pr,
€0
where
pr = py —div(P), (7.2.2)
and
- . 0P
Jr=1J; +CUI1(M)+E' (7.2.3)

Recall that ps is the density of free charges, J ¢ is the free current density due to the motion of the free charges, P is the electric
dipole moment density, and M is the magnetic dipole density. It is presumed that the total charge density, pt , and the total current
density, J7, are prescribed functions of position and of time. The equation div(B) = 0 can be satisfied by setting

—

B = curl(A). (7.2.4)

because the divergence of any curl is equal to zero. The first of Equations (7.2.1) becomes, with the help of Equation (7.2.4),

curl(E) = —%cur (A') = —curl(%) )

where it has been assumed that the order of the space and time derivatives can be interchanged. It follows that the curl of the sum
of the electric field and the time derivative of the vector potential is zero,

. BA
1| E+ — | =0. 7.2.5
cur ( + En ) ( )

The curl of any gradient is zero so that the requirement Equation (7.2.5) can be satisfied by putting

. OA
E4+ == —_
+ En gradV,
or

. - A
E=—gradV——. 7.2.6
gradV - = (7.2.6)
The introduction of the vector potential, A, and the scalar potential, 17, enables one to satisfy the first two of Maxwell’s equations (

7.2.1). Write E and B in terms of the potentials in the second pair of Maxwell’s equations to obtain

— 8V 82A
ot o2 )’

curl curl(;‘;) = ,uojT + € o (— grad — —
and

— -
_divgradV — 2 div(A) = L.
ot €0
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In cartesian co-ordinates, but only in cartesian co-ordinates, the vector operator curl curl can be written

9 —
curlcurl = —V* +grad div. (7.2.7)
Using Equation (7.2.7) one obtains
. p*°A o . oV .
—V2A+€0M0W —l—grad(div(A)—i—eguoE) = poJr. (7.2.8)

In order to completely specify a vector field one must give both its curl and its divergence. But at this point only the curl of A has

been fixed by the requirement that B = curl(A); one is still free to impose some constraint on the divergence of A. It is convenient
to choose the vector potential so that it satisfies the condition

div(A) + oo (%’) =0. (7.2.9)

This choice of div(;{) is called the Lorentz gauge. In the Lorentz gauge Equation (7.2.8) simplifies to become

- 2A -
V2A — oo = —olr, (7.2.10)

or in component form

2 02 Ax
VZAx — ooz = —Hodrl,,

2

A,
V2AY —CH G T _,U'OJT|ya (7211)
9%A,
V2A, —eopo o — Mol
Similarly, if the last of Maxwell’s Equations (7.2.1) is combined with Equation (7.2.6) and with the Lorentz condition (7.2.9) one
finds
02V pr
V2V —gpg—- = — . 7.2.12
0H0 o2 @ ( )

Obviously, the four equations (7.2.11plus 7.2.12) are very similar and the form of a solution that satisfies one of them must also
satisfy the other three. (The fact that Ay, Ay, A,, V all satisfy equations of the same form is no accident: according to the special
theory of relativity these four quantities are related to the four components of a single vector in four-dimensional space-time).
Consider the homogeneous equation

aY
V2V — e o e 0;
or, since = 1/(eopo),
1 9’V
2 - '
VvV — 2 a2 =0. (7.2.13)
This equation is called the wave equation. A spherically symmetric solution that satisfies the wave equation is
ft—|[r/c
yo Bl 214

where f(x) is any function whatsoever. It is instructive to substitute the function (7.2.14) into the wave equation. Since the function
does not depend upon either of the angular co-ordinates, 8 or ¢, the Laplacian operator becomes

V2V = 19 (rza—v> :
T

Inserting the function (7.14) one obtains
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o 2 e’
since
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2OV _ . 1]
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a\' o) o ¢ @ &
thus
ViV =—.
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v _ i
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and therefore the wave equation (7.2.15) is satisfied by a potential function of the form Equation (7.2.14) where f(x) is an arbitrary
function of its argument, x. Apart from the appearance of the retarded time, tg = t — r/c, the form of Equation (7.2.14) is very
similar to the potential function for a point charge. It is therefore natural to suppose that the potential function that is generated by a
time-varying point charge q(t) located at the origin is given by

1 q(t—r/c)

e T (7.2.15)

V(r,t)

)

where the value of the charge at the retarded time must be used to calculate the potential at the time of observation, t: the retarded
time must be used in order to allow for the finite time required to propagate a signal from the charge to the observer at the speed of
light. The notion of a time-dependent charge is an unusual one: think of a tiny volume at the origin into which charge can flow with
time. Then the potential function (7.2.15) describes the contribution to the potential at the position of the observer due to the charge
in that tiny volume element at the origin. The potential function (7.2.15) goes

https://phys.libretexts.org/@go/page/22833
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p(x,y,z,t) or

JT(X,Y,Z,t) P(er‘rZrt)

Volume Element
drt=dxdydz Origin

Figure 7.2.1: A space and time dependent source charge density p(T,t) and a space and time dependent source current density
Jr(T,t) generate time dependent electric and magnetic fields at the position, P, of an observer.

over into the electrostatic potential for a point charge if the observer is so close to the origin that (r/c) can be neglected, or if the
charge q is independent of the time.

The elementary solution (7.2.15) of the wave equation can be used, together with the principle of superposition, to construct a
particular solution of the wave equation given a space and time varying distribution of charge density (see Figure (7.2.1)):

V(R, t /// P pr@tn) (7.2.16)
47('60 Space ‘R — 1‘|

where d7 is the element of volume and the retarded time is given by

ﬁ_—o
tn =t - il (7.2.17)

It may be helpful to write out Equation (7.2.16) explicitly in cartesian co-ordinates (see Figure (7.2.1):

) ) 7t
Ve(X,Y,Z, t) = // dxdydz pr (,y,2 tr)
47eg Spaae VvV X=x)2+(Y—y)2+(Z—2)?
where
Vv X=x)2+ (Y -y)?+(Z—2)?
tr =t — ’

If Equation (7.2.16) is the required solution of the inhomogeneous wave equation (7.2.12) for the potential function V(ﬁ, t), then
by analogy the solution of each of the three Equations (7.2.11) must have the same form. The particular solution for the vector

potential that is generated by the current density jT (t,t) is given by

Rt [ ], e 219

Here again tg is the retarded time. These solutions, which satisfy Maxwell’s equations for the case in which the charge and current
distributions depend upon time, have exactly the same form as the solution for the electrostatic potential, Equation (2.2.4), and the
solution for the magnetostatic vector potential, Equation (4.1.13), except that the retarded time must be used in the source terms.
The presence of the retarded time in the integrals makes the calculation of the scalar and vector potentials much more complicated
than the equivalent calculations for the static limit. It can be shown, after much work, that the potential functions (7.2.16) and (
7.2.18) satisfy the Lorentz condition, Equation (7.2.9).
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7.3: A Simple Radio Antenna
See (Electromagnetic Theory by J.A.Stratton, McGraw-Hill, N.Y., 1941. Section 8.7 and the following).

Consider a center fed linear antenna such as that depicted in Figure (7.3.2). In order to apply Equation (7.2.18) to an antenna of finite
length it is necessary to know the current distribution along the wire. An exact solution of this problem is very difficult. A useful
approximation assumes that the current distribution along the antenna is sinusoidal if the time variation of the current is sinusoidal. For
a thin wire the current must be zero at the ends of the wire since there is no place to store charge. At other places along the wire charge
may be stored on the wire surfaces and so the current need not be the same at every cross-section. The antenna is supposed to be driven
by a sinusoidal generator at the circular frequency w. A wave of current propagates along the wire, which can be regarded as a
transmission line, and is reflected from the open ends of the wire. The resulting current distribution is a sinusoidal

z=+L
dz
I \\
z Y
I ‘ 1
= N
47 zcosb
z=-L

Figure 7.3.2: A center fed linear radio antenna. The current forms a standing wave with nodes at the wire ends.

standing wave along the wire having zero current at the ends of the wire at z = L. Such a current distribution can be described by

I(z,t) = Iy exp(—iwt)sin 4 (L—z), z>0 (7.3.1)
I(z,t) = Ip exp(—iwt)sin ¢ (L+z), z<0 e

see Figure (7.3.2). Use this current distribution in Equation (7.2.18) to calculate the vector potential. The currents flow only in the z-
direction so the vector potential will only have a z-component. Further, it is assumed that we will be interested only in those fields that
are far removed from the antenna: this means that for an observer at distance R from the antenna we shall assume that R >> L,\ where
the antenna length is 2L and A is the wavelength of the electric and magnetic fields produced by the antenna where A = ¢/f, and © = 27f
where f is the frequency. The antenna wire is assumed to be very thin so that every point on a cross-section at z can be considered to be
at the same distance from the observer. This means that in the integral of (7.2.18) the integral of current density over X,y simply gives
the total current at that place along the wire. Eqn.(7.2.18) can be written

L L(zt
AZ(X,Y,Z,t):Z—O/ dzM,
—-L

g r
where [, is given by (7.3.1), tg=t - r/c, and
P =X 4+Y? +(Z-2)%

Since | z |[< L and R >> L one can use the binomial theorem to expand r in powers of (z/R):

r=R [1—2R—Z2Z+(%)2] 1/2,

or

neglecting terms of order (z/R)? or higher. Thus the distance to the observer from a point z on the antenna is given by
r=R —zcosb,

where 0 is the angle between the direction of R and the antenna, see Figure (7.3.2). The vector potential can therefore be written
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AL (R, 0,t) = Z—;

Ipsin[%(L—1z)]

/Odzlosin[%(L-i—Z)} R _zcosd] exp (7.3.2)

, L
. iw o
. R—2c050] exp(—zwt)exp( . [R—zc030]> + 471_/(;

(—iwt) exp(%“’[R_zcoso})

This rather formidable appearing expression can be simplified if one notices that z cos 8 in the denominator can be neglected compared
with the distance R since R>>L. On the other hand, the term (wz cos 6/c) in the exponentials cannot be neglected because L is usually
comparable with A and (wz/c) = 27z/A. With the above simplification we have

o I exp(—iw[t —R/c])

AZ(R, 0, t) = in R [Il +12] , (733)
where
0
L [w LW
I :/;L dzsm[c (L—l—z)} exp(—z . zcosﬂ)
and

L= /OL dzsin[%(L—z)} exp(—i%z cos@).

The integrals are messy but can be easily carried out. The result is

F(0) =Ty +T, = —2 [cos(“c—‘”(’)_cos(ﬁ)]. (7.3.4)

£sin® 9 c c

The next step uses (7.3.3) to calculate the B-field from B= curl(};). For this purpose it is convenient to work in spherical polar co-

ordinates:

AR = A, cosf

Ayg=—A,sinf

Ay;=0

But since Ay = 0 and there is no angular dependence on the angle ¢, it follows that

Br =By =0,
and

Bo— 1| g ®a0 - Tt
or
By =—itln 2 eXp(_iwl[Df “R/D) noro) - B2 eXp(_iig_R/ ) [— sin 6F (6) +c056’% (7.3.5)

This field contains two terms. The first term decreases with distance to the observer like (AR)™! . The second term decreases with
distance like R™2 . This means that for the condition R>> A one can ignore the second term because it becomes very small relative to the
first term. So in the far field of the antenna (R >> A) one finds

o - w exp(—iw[t—R/c]) .

By =—i EIO . R sin6F (6), (7.3.6)

and
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or, since the time variation is proportional to exp (—iwt),

—ic—“;E = curl(B). (7.3.7)
The electric field components calculated from Equation (7.3.7) are:
w 1 9
—it—Er = —— —(sin6B 3.
iER =g 60(81119 6) (7.3.8)
w 10
—i—Ey=——=——(RB
i B =g g RBs)
Ey=0

Notice that the component Eg varies with distance like 1/R? , whereas the component Eg varies with distance like 1/R. For distances
such that R >> A the component Er becomes very small compared with Eg and can be ignored. Thus in the far field limit £ has only

the component E4 and B has only the component B. Notice that E and B are orthogonal to each other and both are orthogonal to the
line joining the observer to the center of the antenna. Also note that from Equation (7.3.8)

E9 = CB¢, (739)
independent of the angle of observation.

In the limit of small angles, 8, the factor sin 8F(8) in Equation (7.3.6) simplifies to 216 sin(“’TL). This means that in the limit 6 — 0 the
field amplitudes fall off to zero as the observer becomes aligned with the antenna (6 is defined in Figure (7.3.2)). On the other hand, for

an observer in the X-Y plane 0 = ¢/2 and
2 L
sin6F (0) = (—C) [1 —cos(w—ﬂ .
w c

The radiation fields in the equatorial plane are non-zero and become particularly large when cos(wL/c)= 0 or -1. Such an antenna is said
to be resonant. The condition wL/c = /2 corresponds to the commonly used half-wave antenna for which L = A/4, where A is the free
space wavelength 27rc/w. For such a half-wave antenna the angular dependence of the radiation fields becomes
~ (2c/w)cos(mcos/2)

sin 6 '

sin 6F () (7.3.10)
Despite its more complicated appearance, this function is very similar to the sin 6 angular variation that characterizes a point electric
dipole radiator, as we shall see in the next section.

The present section has demonstrated how one can calculate the strength of a radio signal generated by a typical linear antenna. It also
demonstrates that relatively complex fields are a consequence of the presence of the retarded time in the relatively simple formula for
the vector potential, Equation (7.2.18).

This page titled 7.3: A Simple Radio Antenna is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and
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7.4: An Electric Dipole Radiator

An atom or a molecule in an excited state may develop an oscillating electric dipole moment density, P. This dipole density
oscillates at a frequency that ~ is proportional to the energy difference between the excited state and the ground state,
AE : w = AE . The oscillating dipole moment generates an electromagnetic field that carries off the excited state energy AE, and
the atom or molecule returns to the ground state. An oscillating dipole moment density constitutes a current density. From Equation
(7.2.3)

. 9P =
Jr=—=P,
T8t
if J ¢ and M are both zero as shall be assumed here. Also assume that the ~ dipole density has only a z-component as shown in
Figure (7.4.3). Then from

Oscillating
Dipale Moment

Figure 7.4.3: The co-ordinate system used to describe the fields generated by an oscillating atomic or molecular electric dipole
moment.

Equation (7.2.18) the vector potential can be written

- 1
AR,t ) /// drP,(t,t —R/c),
47r R Vol

where dr is the element of volume and the integral is carried out over the volume, Vol, of the atom or molecule. In the above
equation it has been assumed that the dimensions of the atom or molecule are so small that all parts are at the same distance from
the observer: ie. as 7 in (7.2.18) ranges over the volume, Vol, changes in the distance to the observer can be neglected both in the
denominator and in the retarded time. This is the point dipole approximation. The volume integration with this assumption simply
gives the total atomic or molecular dipole moment, p,, and

Ho pz

AZ(R’97¢’t) = 4_71_E’

where p, is the total dipole moment evaluated at the retarded time tg = t — R/c . This vector potential can now be used to calculate
the magnetic field, B = curl(A). For this purpose it is convenient to use spherical polar co-ordinates, see Figure (7.4.3):

Ho P (t—R/c)

Ar(R,0,t) = in R cos, (7.4.1)
. ﬂ pz (t — R/C) .
Ay(R,0,t) =— i R sin#,
As(R,0,t) =0
Notice that the vector potential does not depend on the angle ¢ so that the operator (0/0¢) gives zero. From (7.4.1) one finds
Br =By =0,
and
1[0 O0Agr
By=—=|=RAy) ——
or
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_ Mo [P, B
By = in [CR + RJ sin 6. (7.4.2)

(Remember that 8p,/0R = —p,/c because the dipole moment must be evaluated at the retarded time, tg = t—R/c). The electric
field components can be most easily calculated from the maxwell equation curl(]§) = (1 / cz) OF /0% since outside the atom or

molecule J7 = 0. The components of curl(]§) are:

curl(]§)R = Rsiné? %(Sinqug) ,

so that

curl(]_?;)R = ”—fr lez + %] cosf

curl(B)s = —% 2 (RBy)
so that
curl(B), = £ (fz)_;a + Cp? + %) siné. (7.4.3)
Finally,
curl(]_?;)¢, =0

The electric field components are therefore given by

Er = 27160 [Cl;zz * %] cos?, (44

1 ﬁz pz pz .
Ey = L P P,
0 47eg [C2R + cR? + R3 s

E4 =0.
The electric field derivatives from cml(]g) have been integrated with respect to time, and c¢® =1/ (ugep) has been used to
eliminate .
The fields generated by a point dipole fall naturally into two groups:

(a) The Near Fields. These are the terms that become dominant as R, the distance from dipole to observer, becomes small. They

are
Ho pz :
B, = — —Zsiné, 7.4.5
4= IR (7.4.5)
1 2
Ey = P, c0s9,
4mey  R3
By — 1 p,sinf .
4mey  R3

The magnetic field is just that generated by a static current element according to the law of Biot-Savart, see Equation (4.2.2). The
electric field components have the same form as those generated by a static dipole oriented along the z-axis, see Equation (1.2.12).
Therefore near the dipole retardation effects are unimportant as one would expect.

(b) The Far Fields or the Radiation Fields. Far from the dipole the dominant terms for both the electric and magnetic fields are
those that fall off with distance like 1/R.

o= 4—; Cp;{ sin, (7.4.6)
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Er —0 like(1/R?)

b, .
Ey = Z—iﬁmne

1 bp,

=2 6ind
Tres C2Rsm

In this limit Eg = cBy, and the electric and magnetic fields are orthogonal. Moreover, both the electric and magnetic field are
orthogonal to the line joining the observer to the dipole. These radiation fields are said to be transverse fields. Note particularly that
the dipole moment is to be calculated at the retarded time, tg =t — R/c, where t is the time of observation. Any fields created by the
dipole at a particular instant require a transit time R/c to reach the observer.
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7.5: A Point Magnetic Dipole

Consider an oscillating magnetic dipole moment, mz, oriented along the z-axis and located at the origin of co-ordinates similar to
the case of the oscillating electric dipole of Figure (7.4.3). If the dipole were static it would generate a vector potential having only
a ¢-component:

Mo m, sin@
Ay=——7""7"— 7.5.1
R (7.5.1)
This follows from the general expression for the vector potential generated by a point dipole, Equation (4.3.4)
£ _ Mo (@ x R) '
4t  R3
However, it can be shown that due to the effects of time retardation the equation for the vector potential,(7.5.1) must be modified
to read
Ho . m, m,
A, = =—sinf . 7.5.2
" 47rsm {Rz + CR:| ( )

The fields derived from this expression for the vector potential, B = curl (A) , are

Ho my, Ihz
Br = —2 cose[ + ] , (7.5.3)
4w R® R’

By = 22 22 ging, (7.5.4)

both evaluated at the retarded time tg. Just as for the electric dipole far fields |E| = c|]§|, and E and B are orthogonal to each other
and to the line joining the position of the observer to the dipole.
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7.6: A Moving Point Charge in Vacuum

The charge density corresponding to a point charge is a singular distribution that can be written

pe(F, t) = a8 (F —To (t)), (7.6.1)

where §(F) is the Dirac delta-function introduced in Chapters (2) and (4), and T((t) describes the time variation of the position of
the particle. The delta function is supposed to be zero for all values of its argument except when the argument is equal to zero; at
that point the function becomes infinitely large but in such a manner that its integral is unity. The 1-dimensional §-function may be
thought of as the limit as € — 0 of a very thin rectangular shape that is € wide and that has an amplitude 1/e. The three dimensional
é-function may be envisioned as the product of three 1-dimensional é-functions. The potential function that is generated by the
distribution (7.6.1) can be written using Equation (7.2.16):

V(R 5 = 7 / / /Sp r|:0§R)] (7.6.2)

The integrand is very sharply peaked when T =T, (tg) so that it is very tempting to conclude that

VR 1
Ameo [R Ty (tn)|

This equation is WRONG, because it ignores the position dependence of the retarded time which appears in the argument of the
é—function. In

Y

P(X,Y,Z,t)

xg (tgr)

Figure 7.6.7: A small blob of charge moving along the x-axis with a velocity vx. The contribution to the potential at P at the time of
observation, t, comes from the position of the particle at the retarded time tg =t — ro/c.

order to understand this, suppose for simplicity that a co-ordinate system is chosen so that at the retarded time the particle is
moving along the x-axis, i.e. yo = zp = 0 and y,z are not changing with time because the velocity of the particle is directed along x
(see Figure (7.6.4)). The integral of Equation (7.6.2) can be written explicitly in cartesian co-ordinates: the result is

e 5 x — x0 (tn)] [y]dlz]
J] ] VX (Y y) 7o)

V(Xv Y,Z, t) =

47eg

The integrations over y,z are just ordinary integrations over d—functions that may be carried out at once using

+00
/_ duf(u)d(u) = £(0).

o0

This leaves the integration over x to be carried out;

+oo t
V(X,Y,2,t) = 7 / xRl (7.6.3)
o \/ )2+ Y? 472

In order to turn (7.6.3) into an ordinary integration over a d—function it is necessary to change variables so as to get rid of the
spatial variation that is contained in the retarded time, tg. Introduce the new variable

u=X—Xp (tR).
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Then
Otr
du=dx—x%g | — | dx
u X0 ( 6}() y
where
\/(X—x)2+Y2+Z2
tp=t— - ,
so that
On _ (X —x)
=

One finally obtains for the differential du the expression

Xo(X —x)
c\/(X—x)z +Y? 47

du=dx | 1-—

and the integral (7.6.3) becomes

+o00 S(u)
q
X,Y,Z,t) = .
V(X,Y,Z,t) Treq /_ N du —
( (X—x)2+Y"+7Z —T)

The expression for the potential function has been transformed into a —function integration that can be carried out immediately to
give

1
V(X,Y,Z,t) = : : (7.6.4)
€D \/(X—X0)2 +Y2 +Z2 _ zo()((:XO)

tr

since for u=0 x=xq(tg). The result, Equation (7.6.4), can be written in a more general and compact form using vector notation:

V(R,t) = ~ , (7.6.5)

c t—ry/c

—

where Ty = (R —T) is the vector that specifies the position of the particle at the retarded time relative to the point of observation at
time t, P(X,Y,Z,t) (see Figure (7.4)), and v is the particle velocity at the retarded time.

Feynman (loc.cit. section 21-5) has given a very physical description of why the retarded potential contains the complicated
denominator of Equation (7.6.5) rather than simply the retarded distance | ro |. He explains how the volume integration of (7.6.2)
for the potential must explicitly take into account that the contribution to the potential at a fixed time of observation comes from
different retarded times for different points in the charge distribution.

Exactly the same arguments apply to the calculation of the vector potential for a moving point charge from Equation (7.2.18). The
current density for a point charge moving with a velocity v is given by

J(E,t) = v (F —To(t)),

where T((t) describes the position of the particle at time t. Upon carrying out the integration in Equation (7.2.18) the resulting
vector potential is found to be

AR5 =2 q—"ﬁ> , (7.6.6)
t—1o/c
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where Ty is the vector drawn from the position of the particle at the retarded time, tg, to the point of observation at time t. Eqns.(
7.6.5) and (7.6.6) are called the Lienard-Wiechert potentials for a point charge. They are consistent with the theory of relativity.
The electric and magnetic fields generated by a moving point charge, Chpt.(1), Equations (1.1.9) and (1.1.10), can be deduced from
them by means of the relations

B= curl(./_i),
and

oA

T
In the general case these result in the rather complex equations of Equations (1.1.9) and (1.1.10). However, in the limit v/c < 1 the
fields generated by a moving point charge can be obtained relatively simply from the low velocity limit of the vector potential.

. —
E = —grad(V)

Consider a charge q near the origin, at T = (0, 0, £), and moving along the z-axis with a velocity v= ¢ . In spherical polar co-
ordinates one has

_ Mo qvcosf _ Mo qvcosf
r—4ﬂ_ (I‘—E) _47rr(1_v0050)
C C

po  qvsiné
Ap=-2 27
47 I‘(]. _ vcos@)

C

For a slowly moving particle, v < c, these become

Mo qvcost
)

A,
4 r

and
Ay = Mo quinG,
4T T

where Ay =0, v= § , and Ay, Ag are to be evaluated at the retarded time tg = t — r/c. The magnetic field is given by

f‘::curl(A):
B, =By =0,
and
10 10
By =~ 5, (the) = T 50 (A),

where % includes a term —d/cot because if r changes by dr the retarded time changes by dtg = —dr/c. Thus
Ho . v v
By, =-—qsinf |—+—|. 7.6.7
* = 4 [ r2  cr ] ( )

Eqn.(7.6.7) is just the field generated by a point electric dipole at the origin if one writes p, = q¢, p, = qé ,and P, = qé ; then

Mo . p.z ﬁz
By, =— = +== .6.
¢ 47rsm9 [rQ + cr] , (7.6.8)
see Equation (7.4.2).
The electric field can be calculated from
- 10E
curl(B) = ——.
(B) c2 Ot
Thus
1 OE, Lo qv v
polr 2cos9[r—3+§ )
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or

OE, 1 p, , D
= 2cosf | = 4+ 2| .
ot 47eq cos [ 3 + cr? ]

This last equation can be integrated with respect to the time to obtain

2cosf [ p P
E, =E =4+ == 7.6.9
=Bt Gt | By B (7.6.9)
where the constant of integration is simply the static field due to a charge, q, at the origin,
I q
Ey = —.
0 4dmeq 12
The radial electric field component is that of a point charge at the origin plus a field due to a point dipole at the origin.
The transverse electric field component is given by
OB, _sind[b. , B. , B
ot dmep |13 a? e
This expression can be integrated to give
sinf | p P )
Ey = = 4= 23 7.6.10
o 4meg [ 3 cr?  c?r ( )

For this case the constant of integration is zero because in the static limit the only contribution to the 6-component of the electric
field is a dipole term due to the displacement of the charge from the origin by the vanishingly small distance &. Eqn.(7.6.10) is just
the B8-component of the field generated by a point electric dipole at the origin, Equation (7.4.3). The radiation field terms, the terms
that fall off like 1/r, can be written

sinf qa

Bo=
4meg c*r

sinf qa

cBy = -
™ 4rney 21’

where a = £ . These radiation fields can be written as follows in terms of general vector position co-ordinates where the particle is
taken to be at the origin:

- q [i" XT X El:]
E(r,t)= ———— 7.6.11
(5t) ey cr® |, ( )
R
- q |5 XI"|
B(r,t) = —_—
C (I’, ) 471'60 C21'2 th

where the acceleration a is evaluated at the retarded time tg =t — 1/c.

Eqns.(7.6.11) are valid only for a slowly moving charge whose velocity is very much smaller than the velocity of light in vacuum.
These radiation fields fall off as the first power of the distance from the observer to the particle.

Eqns.(7.6.9and 7.6.10) can also be calculated from the formula

. - A
E = —grad(V) — %,

using the low velocity limit for the vector potential along with the expression for the potential function, Equation (7.6.5), expanded
to lowest order in the small quantities § and 5 /c

V@ ) = q ll1+§cos¢9+§c056] .

T C
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CHAPTER OVERVIEW

8: Electromagnetic Fields and Energy Flow

Chapter 7 treated the problem of how electromagnetic fields are generated by time varying charge and current distributions.
Electro-magnetic fields transport energy and momentum through space, and this chapter is concerned about how to calculate the
energy density contained in those fields and how to calculate the rate of energy transport. Scattering from atoms or molecules is
also discussed, as are the generation of the continuous X-ray spectrum produced in an X-ray tube.

8.2: Poynting’s Theorem

8.3: Power Radiated by a Simple Antenna

8.4: A Non-Sinusoidal Time Dependence

8.5: Scattering from a Stationary Atom

Thumbnail: Animation of a half-wave dipole antenna transmitting radio waves, showing the electric field lines. (Public Domain;
Chetvorno via Wikipedia)
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8.2: Poynting’s Theorem

A relation between energy flow and energy stored in the electromagnetic field can be obtained from Maxwell’s equations and the
vector identity

div(E x H) = H- curl(E) — E - curl (H). (8.2.1)
Multiply the Maxwell equation
. 0B
1(E) = ——
curl(E) >t
by H , and multiply
_ - 8D
curlH)=J;+ —
(H)=Js+—
by E and subtract to obtain
. oo . . 9B - = = 0D
H-cwl(E)-E-cwlH)=-H- —-J;-E-E. —. (8.2.2)
ot ot
Using the identity (8.2.1) this may be rewritten
= . 0D - OB
—div(ExH)=J; E4+E- —+H - —
v(ExH)= B+ g + o

Integrate the latter equation over a volume V bounded by a closed surface S. The volume integral over the divergence can be
converted to a surface integral by means of Gauss’ theorem:

///dewExH //dSExH Up,

where dS is an element of surface area, and U, is a unit vector normal to dS. Using Gauss’ Theorem one obtains

//dS (ExH)- un—/// dr (Jf E+E. %Dni %B> (8.2.3)

Equation (8.2.3) is the statement of Poynting’s theorem. Each term in (8.2.3) has the units of a rate of change of energy density.
The quantity

S=ExH (8.2.4)
is called Poynting’s vector; it is a measure of the momentum density carried by the electromagnetic field. Momentum density in the

field is given by

g=

°N| wnl

see the Feynman Lectures on Physics, Volume(II), Chapter(27); ( R.P.Feynman, R.B.Leighton, and M.Sands, Addison-Wesley,
Reading, Mass., 1964 ).

The surface integral of the Poynting vector, ,§, over any closed surface gives the rate at which energy is transported by the
electromagnetic field into the volume bounded by that surface. The three terms on the right hand side of Equation (8.2.3) describe
how the energy carried into the volume is distributed.

These three terms are:
) [ffydr (7;-E)

This term describes the rate at which mechanical energy in the system defined by the volume V increases due to the mechanical
forces exerted on charged particles by the electric field: it describes the conversion of electric and magnetic energy into kinetic
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energy and heat. This can be understood by considering the force on a charged particle
f=q(E+(FxB)).
The rate at which the electromagnetic field does work on the charged particle is

dﬂ:?.?,

dt

(The magnetic field makes no contribution to the work done on the particle because the magnetic force is perpendicular to the

—

qv- E. (8.2.5)

velocity, ¥). When summed over all the charges in a volume element, Equation (8.2.5) gives, per unit volume, J [N E.

@) [y dr (B-2)

This term gives the rate at which the energy stored in the macroscopic electric field increases with time. Its effect can be
represented by the rate of increase of an energy density Wy:

!

OWEg
ot

Notice that this term depends upon the properties of the material because it involves the polarization vector through the

=B —. (8.2.6)

Q>|Q3
o+

displacement vector D = EOE +P.

(®) [ ] far (H-2)

This integral describes the rate of increase of energy stored in the volume V in the form of magnetic energy. It corresponds to a rate
of increase of a magnetic energy density WB:

Ws _ .98 (8.2.7)
ot ot

Notice that this term involves the properties of the matter in the volume V through the presence of the magnetization density, M, in

the definition of H = (]_?;/p()) -M.

Let us apply Poynting’s theorem, Equation (8.3), to a spherical surface surrounding the dipole radiator of Chapter(7). Suppose that
the radius of the sphere, R, is so large that only the radiation fields have an appreciable amplitude on its surface; recall that the
radiation fields fall off with distance like 1/R (see Equations (7.33)) , whereas the other field components fall off like 1/R? or 1/R3 .

For the case of dipole radiation in free space the Poynting vector has only an r-component because E, H are perpendicular to one

another and also perpendicular to the direction specified by the unit vector @, = /r. In free space B = uoH and

S BBy, 1 < 1 )2 d’p, ’ (Sin20> (8.2.8)
T oo cpo \4me) \ dt? “R? )’ -

tr

where as usual tg =t — R/c is the retarded time. Now take p, = pg cos (wt) so that

d2
<&> = 7w2p0 cos(wtg),
tr

and therefore

g, = ( 1 )2(3)4pgcos2w(t—R/c)(51;229). (8.2.9)

cpo \ 4meg C

The time averaged value of the term cos? w(t — R/c) is 1/2 ; also ¢ = 1/ (eg o). These can be used in (8.2.9) to obtain the average
rate at which energy is transported through a surface having a radius R:

1 c w\ 4 pasin® @
T = — _— _— .2.1
<S> (8#) (471'60) (c) R2 (8 0)

https://phys.libretexts.org/@go/page/22840


https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/22840?pdf

LibreTextsm

Eqn.(8.2.10) gives the angular distribution of the time-averaged power radiated by an oscillating electric dipole. The power
radiated along the direction of the dipole is zero, and the maximum power is radiated in the plane perpendicular to the dipole (see
Figure (8.1.1)). The total average power radiated by the dipole can be obtained by integrating (8.2.10) over the surface of the
sphere of radius R:

z

Oscillating Dipole

—imt
Pz = Po €

—imt
ar My = My € .

Figure 8.2.1: The pattern of radiated power for an oscillating electric dipole. There is no power radiated along the direction of the
dipole, p or m.

K 4 Ky
// s <, >:/ <8, >27R?sinfdf = — (2) pg/ sin® 6d6.
Sphere 0 167"60 Y 0

But [y sin® @df = 4/3 so that the total average power radiated by the oscillating electric dipole is given by

1 ¢ w4
Pp=— (—) 2 Watts. 8.2.11
B 3 4mwey \ ¢ Po arts ( )

The rate of energy radiated by the dipole increases very rapidly with the frequency for a fixed dipole moment, p,,

A similar calculation gives the average rate, Py, at which energy is radiated by an oscillating magnetic dipole. The far fields
generated by an oscillating magnetic dipole are given by

B, — ,u_o(dzmz) sin@

4 2 2R’
T\ dt . R
z)
Current
Antenna —= Pattern
X

Feed Lines

Figure 8.2.2: The schematic diagram of a center-fed, linear, half-wave antenna oriented along the z-axis. The current is zero at the
ends of the antenna; these are located at z=-L and at z=+L.

E¢ =—C Bg,
where as usual tg =t — R/c is the retarded time. For a magnetic dipole whose amplitude is m one finds

_sﬂ(zy 2
PM_3471' <) ™o Watts . (8.2.12)

This page titled 8.2: Poynting’s Theorem is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John E. Cochran and
Bretislav Heinrich.
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8.3: Power Radiated by a Simple Antenna

The radiation fields generated by a simple center-fed linear antenna oriented along the z-axis can be written

sin 6F(6)
By = Z—;Ig (£) cos(wlt —R/c])—x—, ’ (8.3.1)
Eg = CB¢
where
2 [ L 0 L
sinF (0) = (@) sind Cos(w < ) —cos(w—)] ; (8.3.2)
£)sinf | c C
o5 o _/Dipue A
N ‘oe"" "%:;‘o_e‘ J’;,’v"‘ i °°eo
o % ) ’o
0 Antennf w’ :
- 3&% Y
o 1 05 0 0.5 1

Figure 8.3.3: The radiation pattern for a half-wave antenna compared with the radiation pattern for an oscillating electric dipole.

The dipole pattern is indicated by the + symbols.
(see Chapter(7) Equations (7.3.6 and 7.3.4). The simplest resonant antenna is that for which (wL/c) = 7/2. This is a half-wave
antenna for which 2L = A/2; ie. the total length of the antenna is half the free space wavelength A = 27(c/w) = 27/k. For this half-
wave antenna Equation (7.3.4) becomes

sinF () = w—'cos(zcow), (8.3.3)
(£)sin6 2
and the current distribution along the antenna becomes
I,(z) = I sin(wt) cos(ﬂ) , (8.3.4)
2L
see Figure (8.2.2). The Poynting vector is SR = (EgBy/p,), and since E and B oscillate in phase the time averaged Poynting vector
is given by
Eq||B
gy o BalBel
20

where | Eg | and | By, | are the electric and magnetic field amplitudes. For the particular case of the half-wave antenna one finds
using (8.3.3)

ﬂIQ COS2 ( 7rc<2)59)

< Sg >= !
R >= —
8T € ° R2sin’f

- (8.3.5)

Zo = +/po /€0 = 1207 Ohms= 377 Ohms is the impedance of free space. The variation with angle of the radiated power is shown
in Figure (8.3.3) where it is compared with the simple sin? 0 pattern characteristic of a point dipole. The total average power
passing through a sphere of radius R is independent of R and is given by

< Pg >=27R? / < Sy > sinfdé,
0

or
(gcos 0)

s [T cos?
< Pgr >=30I; / d———,
0 sin6
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since /o /€9 = 120w Ohms. The integral can be evaluated numerically. The result is
I2
<Pg >="73.13 <5°> Watts . (8.3.6)

The average power dissipated in a resistor, R Ohms, by a sinusoidal current having an amplitude Iy Amps is R (1(2) / 2), therefore the
ideal halfwave antenna presents an impedance to the power source whose real part is R,= 73.13 Ohms. The resistance R, is called
the radiation resistance of the antenna. An ideal antenna is one for which the Ohmic resistance of the antenna wire itself is
negligible compared with the radiation resistance. The antenna will also present an inductive or capacitive impedance to the
generator since energy is stored in the electric and magnetic near fields. A thin wire half-wavelength antenna has an impedance Z =
73.1+i42.5 Ohms; in other words, the impedance contains an inductive component. However, if the antenna is made 0.49A long, the
impedance becomes purely resistive at approximately 73 Ohms. Such an antenna is said to be tuned. The input impedance of a
shorter antenna contains a capacitive component; a longer antenna carries an inductive impedance component. Thus the input
impedance of a half-wave dipole antenna varies rapidly with frequency. For practical use it is desirable to construct an antenna that
(1) radiates most of its energy into a relatively narrow cone, and (2) one that has an input impedance that is relatively insensitive to
frequency. These requirements have led to the development of a large variety of antenna configurations. These are described by
John D. Kraus in ”Antennas”, McGraw-Hill, New York, 1988.

An antenna can, of course, also be used to detect the power broadcast by an antenna. It is instructive to examine the problem of an
antenna used as a receiver. Let the antenna be terminated by a matched load; the resistive part of the load will thus be equal to the
antenna radiation resistance, Ra. Let us use the specific example of a half-wave antenna for which Ra ® 73 Ohms. Assume that the
receiving antenna is oriented parallel with the transmitting antenna so that the incident electric field vector is oriented along the
receiving antenna: if the E field is transverse to the antenna no signal will be detected. Usually, the transmitter is so far removed
from the receiver that the incident electric field amplitude can be taken as constant over the receiving antenna. Let the amplitude of
this incident electric field be Eg. The incident electric field will induce a current distribution on the half-wave antenna that has the
form described by Equation (8.3.4) and an amplitude In Amps. Assume that the antenna is connected to a detector whose input
impedance has been matched to the antenna impedance. The average rate at which power is extracted from the incident radio wave
is
L
pyoe 2 [ B, cos(ﬂ) _ g1, Watts. (8.3.7)
2 L 2L T

This means that for a half-wave antenna and a matched load the detector resistance will be 73 Ohms. For this matched receiver one
half the incident power will be re-radiated (the current distribution will after all radiate away power at the average rate of RAIi /2
Watts), and half the power will be absorbed by the matched detector, RAIi/ 2 Watts. Thus the useful power picked up by the
antenna and delivered to the detector is

L R,
Pp = ~Bely = 215 (8.3.8)
From this equation one finds Iy = 2LE,/ (R4 ), and
2L2 E2
Pp=""1_" Watts. (8.3.9)
72 Ry

It is useful and interesting to ask “how large must a disc be so that all the transmitted energy intercepted by the disc is equal to the
power Pp delivered to the detector?”. The area of such a disc is called the ”Effective Aperture”, Ag, of the receiving antenna. The
amplitude of the time-averaged Poynting vector for an incident wave of amplitude Eg is

B, _ B 2
<P>= =—— Watt ,
2(3,[1,0 2Z0 arts /m
where Z;=377 Ohms. Therefore
Ej 2L? Ej
—OAE =Pp ="— _0,
2Z0 2 RA

from which
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Ap=——"1* m’ (8.3.10)

For the half-wave antenna Rp= 73 Ohms and 2L= A/2, so that
Agp =0.131)2.

In other words, the useful power delivered to the detector is all the incident power contained in a circle whose diameter is 0.4A, a
diameter nearly equal to the length of the antenna!

This page titled 8.3: Power Radiated by a Simple Antenna is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by

John F. Cochran and Bretislav Heinrich.
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8.4: A Non-Sinusoidal Time Dependence

Nothing in the calculation of the radiation fields required the time variation of the dipole moment to be sinusoidal. If a charge
undergoes an acceleration ~a at the retarded time tg = t — R/c then the Poynting vector at time t on a surface of radius R will have

the radial component
g _ 1 gasing \?2
" cuo \ 4megc?R)
(see Equations (7.4.5)). This expression can be written

1 2.2 .2 0
Sy = < 42 %% , (8.4.1)
47 A7eg ctR? b

Anode at potential V wvolts.

Electron Beam
Cooled Metal i
Target -

¥-ray Radiation.

Figure 8.4.4: A schematic diagram of an X-ray tube illustrating the production of the white X-ray spectrum. The electrons undergo
a de-acceleration upon striking the metal anode. This de-acceleration is of order a= 1024 m/sec? for a typical 20 keV potential drop
between the anode and the cathode: this assumes an electron stopping distance of 35x1071% m. During a brief period, ~ 10716
seconds, the electron radiates at the rate of ~ 5.7 x 1076 Watts, therefore each electron emits a pulse of radiation containing ~ 5.7
x 10722 Joules. The number of electrons that impinge on the anode per second for a beam of 1 mAmp is 6.25 x 10>, The average
power in the X-ray beam will be (6.25 x 10'9)(5.7 x 1072%) = 3.6 x 1075 Watts. This energy is distributed over a range of
frequencies from zero to 4.8x10'8 Hz (hvpax =| e | V). This calculation does not include the energy contained in the characteristic
X-ray spectrum emitted from the target.

Electron Cleoud

Figure 8.4.5: Schematic diagram of an atom in a time varying electric field. The atom develops a time varying dipole moment that
scatters the incident radiation.

and the power integrated over a sphere of radius R is given by

2 1 (g%’
34w \ 3

Py ) Watts, (8.4.2)
tr

where a(tg) means that the acceleration is measured at the retarded time (t — R/c) if the power is measured at the time t. Eqn.(8.4.2)
can be used to understand the production of the continuous X-ray spectrum, refer to Figure (8.4.4). The conversion efficiency for
X-ray production is rather small; approximately 1077 of the incident power is converted to continuous spectrum X-ray energy.

This page titled 8.4: A Non-Sinusoidal Time Dependence is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John
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8.5: Scattering from a Stationary Atom

Let plane wave radiation propagating in vacuum fall upon a stationary atom located at the origin of co-ordinates. Let the plane
wave be polarized with the electric vector directed along z, and let the wave be propagating along = (Figure (8.4.5)):

E, =Ejexpi(kx —wt). (8.5.1)

We will consider only radiation whose wavelength, A, is much larger than the dimensions of the atom, i.e. much larger than 10710
meters. This condition restricts the frequency of the radiation to f < 3x10!7 Hz. In this long wavelength limit one can take the
electric field to be uniform over the atom. Each charged particle in the atom will be subjected, as a first approximation, to the
electric field of Equation (8.5.1). The response of the nucleus to the oscillating electric field can be neglected for purposes of
estimating the induced atomic electric dipole moment because the nucleus is so massive compared with the electrons. The main
contribution to the induced dipole moment will be due to the response of the cloud of electrons to the applied oscillating electric
field. The results of calculations using quantum mechanics shows that the electrons behave like simple harmonic oscillators that
follow an equation of motion of the form
2

d—j +wiz = —ﬂEoe_i“’t, (8.5.2)

dt m
where w3 is the square of the natural frequency associated with the electron. (Quantum mechanics must be used to calculate the
resonant frequencies associated with the various electron groups in an atom). The steady state solution of Equation (8.5.2) is

z(t) = zge ™", (8.5.3)
where
lel
(&)
(w? —wj)
In Equation (8.5.4) | e |= 1.602 x 107'® Coulombs, the electron charge, and m=9.11 x 1073 kg, the electron mass. The electron
develops an oscillating dipole moment, p, = — | e | z, as a result of the motion induced by the forcing electric field. The oscillating

dipole will radiate energy at the same frequency as the incident radiation, and in this way energy will be removed from the incident
plane wave and scattered in all directions around the z-axis as per the discussion of section (8.2), Equation (8.2.10). If the atom
contains many groups of electrons, each group characterized by a characteristic resonant frequency, wn, then each group will
develop a dipole moment as a result of a vibration of the form of Equation (8.5.3). The total dipole moment developed by the atom
is obtained by summing the contributions from each electron group:

p, = — (g) (Z ) f_nw%) ) Ege ™t = ppe ™t (8.5.5)

The factors f, are called the oscillator strengths. Each f, is a measure of the effective number of electrons in a particular group
characterized by the resonant frequency w,. The above model does not include damping processes and therefore the response
described by Equation (8.5.5) becomes infinite whenever the frequency of the incident radiation becomes equal to one of the
resonant frequencies, ,. In any actual atomic system the response of the electrons is limited by a number of energy loss
mechanisms, including the energy radiated by the oscillating dipole moment, so that at resonance the electronic response becomes
large but it does remain finite. The rate at which energy is scattered into the direction specified by 6, is given by Equation (8.2.10)
of section (8.2) :

1 4p2sin® @
<Sr>:_ ¢ (LU) 0—
R2

8.5.6
87 4mey ’ ( )
where py is given by Equation (8.5.5). A number of interesting conclusions can be drawn from the above result:

C

1. No energy is scattered along the direction parallel with the incident electric field;
2. The intensity of the scattered radiation is maximum in the plane perpendicular to the direction of the incident light electric
vector, and the scattered light will be linearly polarized,;
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3. For frequencies that are much less than the lowest atomic resonant frequency the dipole moment, Equation (8.5.5), becomes
independent of frequency. Under these conditions the intensity of the scattered radiation increases very rapidly with frequency;
it is proportional to o*;

4. In the high frequency limit, ® >> ®mnax, Where wmax is the greatest resonant frequency, the dipole moment amplitude becomes
inversely proportional to the square of the frequency so that the intensity of the scattered radiation becomes independent of
frequency.

If one observes the result of scattering of visible, unpolarized light from atoms or molecules in a direction that is perpendicular to
the direction of propagation of the incident light, it will be found that the scattered light will tend to be blue and it will be linearly
polarized, see Figure (8.5.6). The scattered light tends to be blue because in the visible the scattering intensity increases
approximately as the fourth power of the frequency, and red light has a lower frequency than blue light. This immediately suggests
an explanation for the observation that the sky appears to be blue. It also explains why light from the sky is partially polarized
when viewed in a direction perpendicular to the sun.

Scattered radiation
/is polarized with E

along =z.
Ey
k P Scattering Center
- -
Eg X
Unpolarized incident ‘___.-Scattered radiation
is polarized with E
radiation. It contains along z.

compeonents Ey, Ej.

Figure 8.5.6: The production of polarized light by means of scattering. Let the incident light be unpolarized. The light scattered
along the y-axis will be completely linearly polarized because only the component of the dipole moment along z can scatter
radiation into the y-direction (see Equation (8.30)). The argument can be generalized to show that for any direction in the y-z plane
the scattered radiation will be linearly polarized.

The total rate of energy loss from a plane wave due to atomic scattering can be calculated from the integral of (8.5.6) over a sphere
having a radius R. The result is (see Equation (8.2.11))

1 ¢ w4
Pg=— (—) 2 tts .
E™ 3 4dmeg \ C pp  Watts

The rate at which energy is carried to the atom by the incident plane wave can be calculated from the time average of the Poynting

vector, Equation (8.2.4), using Hy = Eo/cpyp:
1
<S¢ >==,/2E} Watts /m2.
2\ po

This expression can be combined with Equation (8.2.11) to calculate an effective area for scattering, i.e. an area such that if all the
incident power that falls on that area were to be removed from the plane wave, then that energy loss would just equal the radiated
power given by Equation (8.2.11). Such an area, which is clearly frequency dependent, is called the scattering cross-section; it is
often designated by o,. Far from resonance atomic cross-sections tend to be of the order of 103’m? for visible light; i.e. the cross-
section is small compared with the atomic area of ~ 1072°m? . For incident light having a wavelength of 107° m. or less, the

calculation of the scattering cross-section becomes complicated because the electric field strength in the incident wave is not
constant in amplitude across the atom. However, in the limit of very short wavelengths, i.e. for very high frequencies, the electrons
in the atom or molecule behave like independent scattering centers whose motions are uncorrelated. In this very high frequency
regime one has ® >> o, for all n, and so the dipole amplitude for each electron becomes

Po=— < ¢ ) Eo. (8.5.7)

mw?
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Each electron behaves as if it were free, and consequently it oscillates with an amplitude given by
e .
z= —| | Ege ™.
mw?

The total power radiated by each electron in the high frequency limit can be calculated from Equation (8.2.11). The result is

11 et 5
P.== —— |E
¢ 3 4me (m2c3) 0
which is independent of frequency. This, combined with the equation for the rate of incident energy flow per unit area, can be used
to calculate the effective cross-section for each electron in the high frequency limit. The result is

8r/ 1 e \° 8r,
_8m e\ _8r 8.5.8
%773 (47reo mc2) 3 ( )

where the length re = 2.81 x 107! meters is called the classical radius of the electron. The frequency independent area (8.5.8) is
called the Thompson cross-section; it has the numerical value e = 66.2 x 1073 meters? . In the high frequency limit where each
electron in the atom scatters independently, the total cross-section is proportional to the total number of electrons in the atom, i.e. it
is proportional to the atomic number.

Of course, in general, atoms that scatter light are not stationary; they are moving in a random direction with a speed, V, that is
related to the mean thermal energy. This motion results in a Doppler frequency shift that is proportional to the ratio V/c, to first
order. The problem of scattering of radiation by a moving atom can be treated by transforming from the laboratory frame to a frame
in which the atom is at rest- the rest frame. After having calculated the intensity and distribution of the scattered light one can then
perform an inverse transformation back to the laboratory frame. Thermal velocities of atoms at room temperatures are quite small.
They are largest for hydrogen atoms, and even in that case the velocity corresponding to 300K is only 2.2 x 103 meters/sec.
Therefore Doppler frequency shifts are of the order of 1 part in 10° or smaller.

This page titled 8.5: Scattering from a Stationary Atom is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F.
Cochran and Bretislav Heinrich.

https://phys.libretexts.org/@go/page/22843


https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/22843?pdf
https://phys.libretexts.org/Bookshelves/University_Physics/University_Physics_(OpenStax)/University_Physics_III_-_Optics_and_Modern_Physics_(OpenStax)/05%3A__Relativity/5.08%3A_Doppler_Effect_for_Light
https://phys.libretexts.org/Bookshelves/Electricity_and_Magnetism/Book%3A_Applications_of_Maxwells_Equations_(Cochran_and_Heinrich)/08%3A_Electromagnetic_Fields_and_Energy_Flow/8.05%3A_Scattering_from_a_Stationary_Atom
https://creativecommons.org/licenses/by/4.0
https://www.sfu.ca/physics/people/profiles/bheinric.html

LibreTextsw
CHAPTER OVERVIEW

9: Plane Waves |

The use of phasors to describe the propagation of plane waves through space.
9.1: Introduction to Plane Waves
9.2: Phasors
9.3: Elliptically Polarized Plane Waves
9.4: Gaussian Light Beams

Thumbnail: The wavefronts of a plane wave traveling in 3-space. (Public Domain; Quibik via Wikipedia)
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9.1: Introduction to Plane Waves

An electric dipole directed along z, located at the origin, and oscillating with the circular frequency w produces electric and
magnetic fields far from the origin that have the form (see equations (7.4.5)):

w? pgsinf

Eg :—4ﬂ_€0 R exp(—iw[t —R/c]), (9.1.1)
B¢ :CEg
~ w? pgsind

H, = exp(—iw[t —R/c])

4r  cR
where p, = py exp(—iw[t —R/c]), and t is the time at which the observer at R measures the fields. It must always be kept in
mind that the fields are represented by real numbers; the notation of complex numbers is simply a convenient book-keeping device
for dealing with sinusoidal functions. The notation exp(—iwt) “the real part of exp(—iwt)” i.e. cos(wt). It is particularly
important to remember this when calculating the Poynting vector or the energy densities which involve the product of two field
amplitudes. For example, the Poynting vector corresponding to the fields of Equations (9.1.1) is given by

1 o pg sin® 0

r =EpH, = % (w[t — 1.2
8. = EgH,y = 7 — -2 —cos’(ult —R/c] (9.12)
Note that the time factor is not the same as

Real (exp(—2iw[t —R/c])) = cos(2w[t —R/c]). (9.1.3)

The time average of Equation (9.1.3) is zero, whereas the time average of the correct expression, Equation (9.1.2), is given by

1 c w 4pgsin20
<S>=|— —-) —, 9.14
() () % @14

since the time average of the cosine squared function is 1/2. At distances far removed from the dipole radiator the surface of

constant R can be approximated locally by a plane perpendicular to 1, a unit vector parallel with R. This suggests that Maxwell’s
equations ought to have plane wave solutions of the form

E(f,t) = Egexp(i[k-T — wt]), (9.1.5)
B(%,t) = By exp(i[k - T — wt]),

where k is a vector whose magnitude is w/c and whose direction lies along the direction of propagation of the wave, and where Eg

and By are constant vectors that are perpendicular to each other and to the wave-vector k (see Figure (9.1.1)).

Equations (9.1.5) can be written in component form using some convenient co-ordinate system, and using

Real(exp(i[k - T — wt])) = cos(k - T —wt) :
Eyx = Eo; cos(kyx + kyy + k,z — wt),
E; = Eg, cos(kex +kyy +k,z — wt),
E, =Eg, cos(kyx + kyy +k,z — wt),
By =By, cos(kex +kyy +k,z — wt),
By =By, cos(kyx + kyy + k,z — wt),
B, = By. cos(kyx +kyy +k,z — wt),

(9.1.6)

Using these expressions it is easy to show that

curl(ﬁ]) =— (l_é X EO) sin(l_{'f—wt),
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Surface of constant
Phase.

Figure 9.1.1: A plane wave propagating along the direction specified by % and for which |k| k =w/c . For an electromagnetic

plane wave in free space for which the fields Eand B satisfy Maxwell’s equations, both E and B lie in the surface of constant
phase and are perpendicular to each other.

div(E) =— (E : Eo) sin(k T — wt),

div(B) = — (E : ﬁo) sin(k T — wt),

In free space Maxwell’s equations become

%
= 0B
oF
curl(B) = €eyuo 50

By

Figure 9.1.2: An electromagnetlc plane wave propagating in free space. The electric field vector E(r t) = }_*jo cos(l_é -T—wt), and
the magnetic field vector, B(r t) = BO cos(k 7 —wt) , along with the propagation vector, k form a right handed orthogonal triad.

Substitution of Equations (9.1.6) into Maxwell’s Equations (9.1.7) gives

k x Eg = wBy, (9.1.8)

—

k x By = _GOHO‘UEm

The last two equations state that for plane wave solutions of Maxwell’s equations in free space both the electric and magnetic field
vectors must be perpendicular to the direction of propagation specified by the vector k ie. EO and Bg must be parallel with the
surfaces of constant phase. The first two equations of (9.1.8) state that the fields E(] and B(] must be mutually perpendicular; thus
the three vectors Eg, ]§0, and k form an orthogonal right handed triad. In order to satisfy Maxwell’s equations the magnitude of the

wave-vector must be given by
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2
k? = eopow’ = (%) , (9.1.9)

and the amplitudes of the electric and magnetic fields must be related by
[Bo = c[Bol.

see Figure (9.1.2). Notice that E and B oscillate in phase: ie. they have exactly the same sinusoidal dependence on space and on
time. These relations are the same as those which were earlier associated with the wave produced by an oscillating dipole,
Equations (7.4.5).

In free space the displacement vector, 13, is related to the electric field by D= eof] so that the time rate of change of the energy
density stored in the electric field, Equation (8.2.6), becomes

o =l oo = = (9.1.10)

OWg . OE 0 [e¢FE?
ot~ ot ’

Using (9.1.10), the energy density stored in the electric field of a plane wave is given by

oEq

Wg = cos2(1_«£-f—wt), Joules/m?,

This energy density oscillates in both space and time, in particular at a fixed point in space the energy density periodically vanishes.
However, the average energy density measured at any point in space is independent of both position and time:

<Wg >= %OES, Joules/m?, (9.1.11)
Similarly, the time rate of change of the energy density stored in the magnetic field is given by (8.7)
oW - OB 9 (B
——=H-—=—=(—- 9.1.12
ot t Ot (2;@) ( )
Therefore one can write
B2 B} -
Wp=—=—>cos’(k-T—wt) Joules/m”’.
2pm0 2o

The time averaged energy density stored in the magnetic field is independent of position and since B =E/c is given by

B __Ej _ «Fg 3
<Wpg >=—= = =<Wg > Joules/m°. (9.1.13)
dpo  4poc? 4

The average energy density stored in the magnetic field is exactly the same, in free space, as the average energy density stored in
the electric field. The total time averaged energy density stored in the electromagnetic field is

EoE%

<W>=<Wg>+<Wg >= 5

Joules/m3. (9.1.14)

The average rate at which energy in the electromagnetic field is transported across a unit area normal to the direction of

propagation, i.e. normal to 75, can be obtained by multiplying Equation (9.1.14) by the speed of light: this rate is also just the time
average of the Poynting vector

e E2 1
<S>=c—0 _ = /R Watts /m. (9.1.15)
2 2\ po

The quantity Zo = 1/ o/ €0 has the units of a resistance; it is called the impedance of free space, and Zy = 377 Ohms. From the
equations for the space and time variation of a plane wave, Equations (9.1.6), it follows that for a fixed time the electric and

magnetic fields vary in space with a period along the direction of veck given by 27/ |E| By definition, this spatial period is the

wavelength, A, therefore |1:£\ =27 /. Similarly, at a fixed position in space the fields oscillate in time with the period 27 /w; by
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definition, this period, T, is the inverse of the frequency,f, therefore w = 27f. In order to satisfy Maxwell’s equations, the frequency
and wavelength of a plane wave are related by Equation (9.1.9)

w=c|k[;
this can be written in the more familiar form fA = c.

This page titled 9.1: Introduction to Plane Waves is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F.

Cochran and Bretislav Heinrich.
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9.2: Phasors

It is very convenient to represent sinusoidal functions i.e. sines and cosines, by complex exponential functions when dealing with
linear differential equations such as Maxwell’s equations. For example

y = A expl[i(kx — wt)]
means
y = Real Part(A exp[i(kx —wt)]) = A cos(kx — wt)
if A is a real number, or if A= a+ib is a complex number
y = Real Part((a+ib) exp[i(kx — wt)]), (9.2.1)

= acos(kx —wt) —bsin(kx — wt).
A complex amplitude represents a phase shift. Since

cos(a+ ) =cos Bcosa —sinfBsina, (9.2.2)

Equation (9.2.1) can be written

y=1/a® +b? cos(kzx —wt + B),

where

b
sinf = ——
Va2 +b?
and

a

Va2 +b? ’

cosf = (9.2.3)

or

tanf = S. (9.2.4)

In phasor notation
y =V a2 +b? expli(kx —wt + B)] = (v a2 +b? expif) expli(kx — wt)].
The prefactor (v/a2 + b2 expi/3) is just the polar representation of the complex number (a+ib).

Derivatives are particularly convenient in the complex phasor notation because the derivative of an exponential function gives back
the same exponential function multiplied by a constant (usually a complex number).

One must be careful when calculating energy densities or when calculating the Poynting vector using the phasor notation because
the Real Part of the product of two complex exponentials is not the same as the product of the two Real sinusoidal functions that
appear in the product. There is, however, a trick which is useful. Consider a plane wave propagating along z and which can be
described by

E, = Ejeilkz—wttey) (9.2.5)
Hy = Hoei(szwt‘“]ﬁ'z)

These electric and magnetic fields are not in phase because ¢; and ¢, are different, and therefore this plane wave is not
propagating in free space. It corresponds to a wave propagating in a medium characterized by a complex dielectric constant as will
be discussed in a later chapter. Now calculate the time average of the Poynting vector, S=ExH , using Equations (9.2.5). It is
asserted that the time average of the product of two phasors can be obtained as one-half of the real part of the product of one
phasor with the complex conjugate of the other phasor.

Thus
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1 N 1 .
<8, >= EReal(ExHy) = EReal(ExHy), (9.2.6)
where E; means the complex conjugate of E, and Hy means the complex conjugate of Hy. Using Equation (9.2.5) in Equation (
9.2.6) one obtains

EoH
2

since Eg, Hy are taken to be real amplitudes. Eqn.(9.2.6) can be checked by writing the fields (9.2.5) in real form:

<8, >= %Real(EgHg expi (d1 — ¢2)) = 0 cos(¢1 — ¢P2), (9.2.7)

S, = EoHp cos(kz — wt + ¢1 ) cos(kz — wt + ¢2),

or, using Equation (9.2.2),

S, = EoHp (cos ¢; cos(kz — wt) —sin ¢y sin(kz — wt))
X (cos ¢g cos(kz — wt) — sin ¢ sin(kz — wt)) ,

or upon an explicit multiplication

S, = EoHy (cos ¢ cos ¢ cos® (kz — wt) — cos ¢, sin ¢; sin(kz — wt) cos(kz — wt))
— EoHj (sin ¢; cos ¢y sin(kz — wt) cos(kz — wt) — sin ¢y sin ¢y sin® (kz — wt))

Upon taking the time averages one obtains

EoH
<8, >= 20

(cos ¢y cos @y +singy sings) .
This equation can be written compactly as

EoHy
2

in agreement with the result Equation (9.2.7) obtained using the prescription (9.2.6).

<8, >= cos(¢p1 — ¢2),

Figure 9.2.3: Two coherent plane waves having orthogonal polarizations, and propagating along the z-direction. Each wave is

characterized by the same circular frequency, ®, and the same wave-vector, E, where k, = |l_£| =w/c. Let the fields in wave
number (2) be shifted in phase by ¢ radians relative to the fields in wave number (1).

This page titled 9.2: Phasors is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and Bretislav
Heinrich.
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9.3: Elliptically Polarized Plane Waves

It may happen that two plane waves corresponding to the same frequency are propagating in the same direction, but they may have
electric fields that are oriented in different directions and which may be shifted in phase relative to one another. For example,
consider the plane waves of circular frequency » and propagating along z as shown in Figure (9.2.3).

Figure 9.3.4: The sum of two orthogonally polarized plane waves that have the same frequency and wave-vector. Case(a). ¢ = 0,
the two electric fields are in phase: Ex = E cos ot and Ey = E; cos wt.

Let wave no.1 be polarized with its electric vector along the x-axis;
E, = E; exp[i(kz — wt)]

and
E
By = Tlexp[i(kz — wt)].

Let wave no.2 be polarized with its electric vector along the y-axis:
E; =E; exp[i(kz — wt + ¢)]

and
B, = f%exp[i(kz —wt+¢)].

Note that the fields in wave number(2) are shifted in phase by ¢ radians relative to the fields in wave number(1). Now make a
diagram that displays the time variation of the total electric field at a fixed point in space; for simplicity, take z=0. There are a
number of interesting cases:

e Case(a). ¢ = 0. The two electric fields are in phase. This is an ordinary plane wave in which the electric vector is oriented at an
angle with respect to the co-ordinate axes, Figure (9.3.4).

e Case(b). ¢ = 7/2. The two electric fields are in quadrature i.e. they are 90° out of phase. The tip of the electric vector traces out
an elliptical pattern as a function of time, Figure (9.3.5). The sense of rotation of the electric vector is such that a nut on a right
handed screw thread would advance along the +z axis; this radiation is said to be right hand elliptically polarized. For the
special case in which E; = E, the tip of the electric vector traces out a circle; such radiation is said to be right hand circularly
polarized.

e Case(c). ¢ = 3n/2. In this case the electric fields are in quadrature, as for Case(b), but the sense of rotation of the electric vector
is in the opposite direction, fig(9.3.6). This radiation is said to be left hand elliptically polarized. When E; = E, the radiation is
left hand circularly polarized.

e Case(d). ¢ = w/4. The phase shift in this case is equal to 45° and is less

https://phys.libretexts.org/@go/page/22848
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Figure 9.3.5: The sum of two orthogonally polarized plane waves that have the same frequency and wave-vector. Case(b).
¢ = m/2, the two electric fields are out of phase by 7/2 radians: E, = E; cos ot and E, = E; sin wt.

ot=31/2 ¥,

wt=x

ot=r/2

Figure 9.3.6: The sum of two orthogonally polarized plane waves that have the same frequency and wave-vector. Case(c). ¢ = 3
/2, the two electric fields are out of phase by 37/2 radians: Ex = E1 cos ot and Ey = —E; sin ot.

Figure 9.3.7: The sum of two orthogonally polarized plane waves that have the same frequency and wave-vector. Case(d). ¢ = /4,
the two electric fields are out of phase by 7/4 radians: E = E; cos ot and E, = (E2/+/2) (cos wt +sinwt) .

than 90°, Figure (9.3.7). The electric fields are given by

E, = E; cosuwit,
E, = %(coswt—ksinwt).

The tip of the electric vector traces out an elliptical path as time goes on. The sense of the rotation is such that a nut on a right
handed screw would advance along the positive z-axis; the radiation is right hand elliptically polarized. However, the principle axes
of the ellipse are not parallel with the x,y co-ordinate axes. As the phase angle between the two electric vectors, ¢, increases from
zero, the ellipticity of the radiation increases and the principle axes of the ellipse rotate until they coincide with the co-ordinate axes
at ¢ = w/2. Upon further increase in phase angle, the ellipticity decreases until the radiation becomes linearly polarized again for ¢
= 7. the plane of polarization is rotated 90° relative to the plane of polarization illustrated in Figure (9.3.4). Further increases in the
phase angle produces left hand elliptically polarized radiation.

The production of elliptically polarized radiation requires the superposition of two plane waves whose frequencies are identical,
whose phases are correlated, and whose electric vectors are not co-linear. Such radiation is produced only by special sources.
Visible radiation from a hot filament or from a hot plasma is usually unpolarized. The light emitted from such a source consists of a
superposition of pulses each of which is quite short on a human time scale, ~ 1078 secs., but quite long compared with the period
of the radiation, ~ 107 to 107'® secs. Each pulse is emitted from an atomic dipole oscillator that has been set into motion by
thermal agitation. The pulses from the various atoms are uncorrelated in phase; moreover, the dipole moments on the individual
atoms are oriented at random and so the orientation of the electric vector of the emitted light is also oriented at random.
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Unpolarized light consists of a collection of many pulses in which the orientation of the electric vector from pulse to pulse is
random. A polaroid filter can be used to produce linearly polarized light from such an ensemble of randomly polarized pulses. It
works because a polaroid filter preferentially absorbs light whose electric vector is parallel with a particular direction, i.e. the
polaroid material exhibits anisotropic absorption. The light that gets through the filter consists of those pulses for which the electric
vector is mainly oriented along the poorly absorbing axis of the crystals which make up a polaroid filter.

Visible radiation emitted from a gas laser source is usually plane polarized and coherent because the dipole moments on the
radiating atoms in the laser plasma tube are parallel to one another and are locked in phase by the standing optical wave in the laser
cavity. The whole ensemble of radiating atoms behaves like one enormous extended dipole source. The particular orientation of the
electric field is determined by the Brewster windows that are used on the ends of the laser plasma tube. The optical gain provided
by the laser plasma tube depends upon the orientation of the Brewster windows.

There exists a class of anisotropic materials such that the velocity of radiation depends upon the orientation of the electric vector
relative to crystalline axes. Suitable thicknesses of such crystals can be used to introduce a controlled phase shift between two
orthogonal components of the electric field. In that way it is possible to convert linearly polarized light to elliptically polarized
light, and vice versa.

XA

E(q). | E-)
ko +q

N

Figure 9.3.8: The construction of a beam of radiation having a finite size in the direction perpendicular to the direction of the beam
propagation. Such a beam can be constructed from the superposition of a large number of plane waves that are propagating at small
angles to the direction of the beam.

This page titled 9.3: Elliptically Polarized Plane Waves is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F.
Cochran and Bretislav Heinrich.
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9.4: Gaussian Light Beams

It is impossible to generate an unbounded plane wave, of course. Nevertheless, the concept of unbounded plane waves is a very
useful one because a finite beam of radiation can be described as the superposition of plane waves having different amplitudes and
phases and propagating in slightly different directions, see Figure (9.3.8). To simplify matters let us assume that the amplitude
function, A(p,q), is symmetric in p,q: ie. A(-p,-q)= A(p,q). This simplification allows one to construct a beam in which the electric
field is polarized along a particular direction in the plane- along the x-direction, say. Eqn.(9.4.1) illustrates how such a beam could
be constructed:

o0
Ex(x,y,z,t):// dpdq A(p, q) exp(i[px + qy + kz — wt]), (9.4.1)
—00
where
2, 2,12 (¥ 2o
pPrd i = (2) =i,

Eqn.(9.4.1) is an example of a Fourier Integral. The amplitude function A(p,q) can be chosen to give the required beam profile in
the x-y plane at some plane z=constant; it is convenient to choose this plane to be at z=0. The beam profile at any other position z
can be obtained using the integral (9.4.1). As an example of how this works let us treat a specific case for which the mathematics
can be easily worked out. Suppose that at z=0 the beam cross-section can be described as a plane wave whose amplitude falls off
exponentially along x and y:

(9.4.2)

2 4 2
— (X +y )
B (u0) < Eresp )
W
A time dependence exp (—int) is assumed, but this factor will be suppressed in the following. The output beam from a typical gas
laser, a He-Ne laser for example, exhibits the spatial variation (9.4.2) at the output mirror with wy approximately equal to 1 mm.
Such a beam profile is called a Gaussian beam profile. The spatial Fourier integral in (9.4.1) can be inverted for z=0 to obtain

1 e .
Av0) =57 [ [ dxdyBuy,0) expl-ilpx-+ ay) (043)
—00
Using the Gaussian spatial variation of Equation (9.4.2) one finds
Eow} Wi o
A(p,q) = p exp(—T( +q°) |. (9.4.4)

The Fourier transform of a Gaussian function is another Gaussian function: see section(9.4.1).

Notice that the amplitude function (9.4.4) becomes very small if p? or q° is greater than 4 / wg: : this means that the waves in the
bundle describing the radiation beam that have transverse components p,q much larger than +2/w can be neglected. In a typical
case the laser beam radius is ~1 mm so that the amplitude A(p,q) becomes small for | p |, | q | larger than 2 x 10 m™! . But at
optical frequencies A ~ (1/2)x107® m so that ky ~ 27/A ~ 47w x10° m™! . Thus the important values of the transverse components
p.,q of the plane waves that make up the beam are very small compared with the total wavevector k,. The longitudinal component
of the wave-vector, the z-component k, is given by
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[

Spherical
Wave-front

Figure 9.4.9: The variation of the phase across the x-y plane for a spherical wave is described by exp (% (m2 + yz)) . The phase

increases with distance, r, in the plane because the distance from the center of curvature to an off-axis point on the plane is larger
than the radius of curvature R.

But (p2 + q2) / k% is much less than unity so that one can write

2., .2
(p* +a%)
kr~ky— ——=. 9.4.5
T 2k (6.4.5)
Now using the approximation Equation (9.4.5) in Equation (9.4.1) investigate the beam profile at some arbitrary value of z:
Eow? o0 w2
Ec(x,y,2) = . // dpdqexp| ——~ [p*+d*] |. (9.4.6)
47 oo 4
21 42
. PP +aqtz .
-exp(i[px +qy]) exp —zg exp(ikoz)
2kg
The integrals in Equation (9.4.6) can be evaluated to obtain
E ik
Ei(x,y,2) = —Oexp<12—~0 (x? —|—y2)) exp(i [koz — ¥)), (9.4.7)
1+ (z/zr)? d
where
q =1z —izg, (9.4.8)
kow% ng
=—0__20 9.4.9
o= = (9-4.9)
and
tan(y) =z/zg. (9.4.10)

See Section(9.4.2) for the details of the calculation. The variable q is called the complex radius of curvature of the beam. This
nomenclature stems from the description of a spherical wave-front, Figure (9.4.9) as will be explained in the next paragraph. The
length zj, is called the Rayleigh range.

A spherical wave-front exhibits a phase variation across a plane perpendicular to the direction of propagation given by

ik, 5,
exp| — (x° +
p( 2R( ¥?) |,
where R is the radius of curvature. A comparison of this expression with Equation (9.4.7) shows why q is called the complex
radius of curvature. One can separate the reciprocal of the complex radius of curvature into its real and imaginary parts:

1__1 _z+im (9.4.11)
qa z—zr z>+z}

The real part of Equation (9.4.11) gives the real radius of curvature of the wave-front:
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l _ z
R 22423 ’
or
2
7R
Rzz—i—?. (9.4.12)

The radius of curvature is infinite at z=0 corresponding to a plane wave-front. For z 3> zy the radius of curvature approaches the
distance z.

When Equation (9.4.11) is introduced into the expression for the electric field, Equation (9.4.7), the imaginary part of 1/q gives

rise to a Gaussian spatial variation
~kozg (x%+y? x2 4 y?
exp —( Y ) =exp ——( ) , (9.4.13)
2,2 2
2 (z —|—zR) w

w? = w2 ll + (i)j . (9.4.14)

This means that as one moves along the beam the radius of the beam slowly increases and becomes greater by /2 at z = zy: ie. at
one Rayleigh range removed from the minimum beam radius, or beam waist.

where

The beam radius at the output mirror, the position of the minimum beam radius, is usually wg = 1mm for a typical gas laser
operating in the visible. For a wavelength of A = 5 x 1077 meters the Rayleigh range for such a laser is zg= 6.28 meters. Therefore
the beam diameter will have expanded by only /2 = 1.41 at a distance of 6.28 meters from the laser output mirror.

Interested readers can learn more about Gaussian beams and Gaussian beam optics in the book ”An Introduction to Lasers and
Masers” by A.E. Siegman, McGraw-Hill, New York, 1971; chapter 8.

9.4.1 The Fourier Transform of a Gaussian.
From Equations (9.4.2) and (9.4.3) one has

A(p,q) = ‘%//: dxdyexp(— )exp(_

These integrals separate into the product of two integrals having an identical form

I:/ dxexp(—
—00

It is useful to complete the square in the exponent of (9.4.16) in order to proceed:

v’;—z —I—iqy] ) (9.4.15)

x2
Y +1px
wo 0

xr
— Tipx
W

). (9.4.16)

2
7 ,w2 2,w2
b O] i (9.4.17)

1 [2? +ipwiz]| = L T+
0 w? 2 4

)
Wy
Eqn.(9.4.16) can now be re-written in terms of a new variable

2
. PWy
u=x+t—,

2

and

Thus the integral I, Equation (9.4.16), becomes
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2.2 00 2 2.2
pP*wy u _ p*w§
I:exp(— 1 ) /_Oo duexp(—w—g) :w0¢wexp<— 1 ) (9.4.18)
Using this result the amplitude function, Equation (9.4.15), becomes Equation (9.4.4)
Ey w2
Ap,q) = W eXP<—T° [p? +q°] ) :

9.4.2 Integrals that are Required in the Fourier Transform, Equation (9.26).

The integrals required to calculate the Fourier transform of the electric field in Equation (9.4.6) have the form

> wip’  p’z
I:[ dpexp(— 1 —pr_lﬂ . (9.4.19)

(o.¢]

The exponent in the exponential function can be written in the form

W2 44 2% 2
Exponent = ——> <p2 _ dipx | 2ip7z ,

4 w2 wikg
or
w2 % 4i
Exponent = —TO <1 + ;lj ) p’— sz . (9.4.20)
Wo*0 wa (1 + #)

Upon completing the square in Equation (9.4.20) this becomes

w2 2%
Exponent = — 0 <1+ ' )

4 W%ko
2
2ix 4x2
P o * 2]
(+32)]  (wr2)
or
2
wl iz 2ix
Exponent=—| —+— | |p——— (9.4.21)
4 2kg ( 2+21_z)
0T X
2

Introduce the new variable

2ix
u=p———
9
with
du = dp,
then
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and carrying out the integration

.k 2

S L - L ——E (9.4.22)
W_%+i_z 2[z—zk0w0/2]

1 7 2k

Using the above result, Equation (9.4.22), in Equation (9.4.6) for the electric field amplitude gives

Eqw? iko [x% +y?
Ei(x,y,2) = - 0 exp [ — ] exp(ikoz), (9.4.23)
NERE R
4 2k
where
k[)W2
d=z—i—" (9.4.24)
The quantity q is the complex radius of curvature of the wave-front.
It is further useful to define a distance called the Rayleigh range, zy:
kowg ng
= =2 9.4.25
7R = —5 5\ ( )
At the waist of the beam the complex radius of curvature is purely imaginary
(io == _iZR.
The prefactor in Equation (9.4.23) can be written
Eowg _ K
wg iz o iz
() (1+%)
_ Eo[1—1z/278]
(1+[/2]%)
Eo )
- ———exp(—it)
1+ (z/zr)
where
tan(y) =z/zgR.
Finally,
E ik
Ex(x,y,2) = —Oexp(lz—? [x? +y2]) exp(i [koz — ), (9.4.26)
1+ (2/7r)" 4
and
q=2—1zR,
with
2
W,
ZR = by .

This page titled 9.4: Gaussian Light Beams is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran

and Bretislav Heinrich.
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CHAPTER OVERVIEW

10: Plane Waves Il

An investigation of the behaviour of plane waves incident on a plane interface between two media having different optical
properties.

10.1: Normal Incidence

10.2: Boundary Conditions

10.3: Application of the Boundary Conditions to a Plane Interface

10.4: Reflection from a Metal at Radio Frequencies

10.5: Oblique Incidence

10.6: Example- Copper

10.7: Example- Crown Glass

10.8: Metals at Radio Frequencies

Thumbnail: The wavefronts of a plane wave traveling in 3-space. (Public Domain; Quibik via Wikipedia)
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10.1: Normal Incidence

Consider a plane interface at z=0 that separates vacuum on the left (z < 0) from a half-space on the right Contammg an isotropic
material, see Figure (10.1). It is assumed that the relation between D and E in this material linear, i.e. D= e(w )E where the
dielectric constant €(w) depends upon the frequency, w. The dielectric constant, €, can be represented by a complex number

meaning that there is a phase shift between the vectors D and E. It is often useful to write €(w) = €;(w)ep where €, is the relative
dielectric constant. The relative dielectric constant, €,, is a dimensionless, complex number.

Let the material in the right half-space be non-magnetic so that its permeability can be taken to be the same as the permeability of
free space, po. A plane wave of the form

Ex(z,t) = Eo exp(i[kz — wt]) (10.1.1)

falls upon the interface. A disturbance will be set up in the material to the right of the boundary and we may reasonably suppose
that it will also have the form of a plane wave;

Ex(z,t) = A exp(i [knz — wt]). (10.1.2)

£

Ex = Ep Ex = Er = A

S S

alg

Ey = Eg

©
k=7
e——— Surface
Tz
E(w) = & + ig;
Wacuum
Hiwm) = Ho

Figure 10.1.1: A plane wave, Ex = Eg exp(i[kz —wt]) is incident from vacuum on a material characterized by a dielectric
constant € at the circular frequency w. The wave falls upon the surface at normal incidence. The amplitude of the reflected wave is
Eg, and the amplitude of the transmitted wave is Et.

The plane wave propagating in the material (z > 0) must have the same frequency as the incident wave because the response of the
material is driven by the incident electric field at the circular frequency w. However, its wavevector need not be the same as for free
space; it must be chosen so as to satisfy Maxwell’s equations. The amplitude of the wave in the material must be chosen so as to
satisfy boundary conditions on the surface of discontinuity between the material and vacuum at z=0.

In the material (z > 0) Maxwell’s equations can be written
curl(E) = iwpoH. (10.1.3)
It is assumed that there is no free current density, f ¢ =0, so that curl(ﬁ) simplifies to
curl(H) = —iwD = —iwe, eoB. (10.1.4)
It is also assumed that there is no free charge density in the material so that

div(D)

0. (10.1.5)

In the material we assume that B = pgH and therefore

div(H)

0. (10.1.6)
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In writing these equations use has been made of the definitions from linear response theory in which it is assumed that the
polarization per unit volume is a linear function of the electric field strength:

P(w) = eoxs (w)E,
and
D= eE+P,
so that
D = [1+ x5 (w)] ©F = &6 (10.1.7)

The relative dielectric function €, (w) will, in general, be a complex number because the response of the material, 13, to a driving
electric field, F, is not in phase with the electric field. In the above equations the time dependence of the fields, exp (—iwt) , has

been explicitly used. The divergence of D is zero because it has been explicitly assumed that the material is uncharged. If the
electric field is taken to have only an x-component, and to be propagating along z as shown in Figure (10.1.1), then its curl
simplifies to give (from Equation (10.1.3)

OE,

e = iwpoHy; (10.1.8)
it follows from this that the magnetic field has only a y-component. Similarly from Equation (10.1.4) one finds
OH
Y = jwe € Ey. (10.1.9)
Z

Both E and H in the plane wave of Equation (10.1.2) automatically satisfy the condition that their divergences are zero because
they are transverse waves; thus Equations (10.1.5) and (10.1.6) are satisfied. From Equations (10.1.8) and (10.1.9) one can obtain

O%E, w2
5, —ereopow’Ex = —¢; (z) E,. (10.1.10)
It follows that a wave in the material will satisfy Maxwell’s equations providing that
2
kfn:er(ﬂ) . (10.1.11)
c

This means that there are two waves in the material that can be used to satisfy Maxwell’s equations:

km=+(%) Ja = (%) (n+ik), (10.1.12)

and
km:—(%)\/az—(%)(n—w-m), (10.1.13)
where
& = (n+ik)? = (n? — K?) + 2ink, (10.1.14)

and n and k are defined by Equation (10.1.14).

If the parameter K is greater than zero the wave-vector (10.1.12) represents a wave whose amplitude decays to the right since the
constant A in Equation (10.1.2) is multiplied by the factor

ex(- (£) ).

On the other hand, the wave-vector (10.1.13) represents a wave whose amplitude increases to the right in proportion to

(2 ).
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This wave which grows towards the interior of the material clearly cannot be appropriate for the present problem because it would
imply that the wave was being amplified by its passage through the passive medium in the right half-space of Figure (10.1.1). It can
be concluded that the wave in the material for z>0 must have the form

E, = Aexp(— (%) nz) exp(i (%z—wt)), (10.1.15)

and from either of equations (10.1.8 or (10.1.9)

Hy = \/g(n—l—m)Aexp(— (%) nz) exp(i (%z —wt)) (10.1.16)

Notice that the ratio of Hy to Ey is different from the vacuum case:
Hy 60
= (n+ik > 10.1.17
B = (ntin), [ (10.1.17)

as opposed to

for free space.

The average energy density stored in the electric field is given by

E-D
W = ——

from Poynting’s Theorem and the fact that Dis proportional to E, see Chapter(8). The average energy density stored in the electric

field is given by
1 = % 1 2
< Wg >= < Real(E-B’) = {Real (E”)
or
L oo 2y a2 2w 3
<Wg >= 79 (n? — k%) |Aexp( — | — | Kz Joules /m?. (10.1.18)
c
The average energy density stored in the magnetic field is given by
<Wgp>= %Real(HH*) (10.1.19)

2
= %O(n2 +K7) |A[? exp(— (_w) nz) Joules/m?
¢
The sum of these two energy densities is

2 2
<W>=<Wg >+ <Wp >= % |A|2exp(— (Tw) mz) Joules/m?. (10.1.20)

The energy density decays towards the interior of the material as one would expect.

The Poynting vector, S=ExH , has only a z-component
1
<8,>= EReal(EXH;‘,) (10.1.21)
2
- 6—0|A|2exp(— (_w) RZ) Watts /m?
2V po c
or

<8, >= % <W> Watts /m?. (10.1.22)

10.1.3 https://phys.libretexts.org/@go/page/22720



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/22720?pdf

LibreTextsm

The energy flow in the wave takes place with the velocity c¢/n. The number n is called the index of refraction. Under some
circumstances the index of refraction may be less than 1. In that case the phase velocity in the material exceeds the velocity of light
in vacuum. It appears at first sight that a phase velocity greater than the speed of light in vacuium must violate one of the postulates
of the theory of relativity. However, no information can be transmitted using a wave of constant amplitude stretching over all time
from t=-co0 to t=co. In order to transmit a message one must modulate the amplitude, or the frequency, of the wave. Any such
modulation is propagated with the group velocity; it can be shown that the group velocity is always less than the speed of light in
vacuum.

Having determined the wave-vector of the disturbance generated in the material filled half-space by the incident electromagnetic
wave, it remains to calculate the amplitude of this disturbance at z=0. In order to find the amplitude A it is necessary to apply
appropriate boundary conditions on E, and Hy on the interface plane z=0.

A

Material #1 5 Material #2
L
Et1 Et2
L
o
-
Z
Figure 10.1.2: The Maxwell equation curl(]:j) = -0B /0t requires the tangential components of E to be continuous across any

interface. See the text.

This page titled 10.1: Normal Incidence is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and
Bretislav Heinrich.
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10.2: Boundary Conditions

10.2.1 The Tangential Components of the Electric Field.

Apply Stokes’ theorem to the Maxwell equation

5B
ot

and the small loop whose sides are L long and § long as shown in Figure (10.1.2):

- = o - -
fE-dL:——// B-dA.
ot Area

One then takes the limit as the sides ¢ shrink to zero. The line integral of the electric field gives

curl (ﬁ)) =

%E-dﬂ:(Eﬂ—Etg)L,

where Ey is the field component parallel with L in material number 1 (vacuum in this case) and Ey, is the electric field component
parallel with L in material number 2. The flux of the magnetic field through the loop goes to zero as § goes to zero, therefore

(Ey1 —E2) =0
-
0 z
. L '
Material #1 Heq) Y A |Ee Material #2
L
o
Y
Figure 10.2.3: The Maxwell equation curl(ﬁ) =-8D /0% requires the tangential components of H to be continuous across any

interface. See the text.
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< Un2
B,

Region #1 /;\\\\
By

Region #2

Un1

Surface
S

Figure 10.2.4: The Maxwell equation div(]_é) = 0 requires the normal component of B to be continuous across any interface. See
the text.

or
Ei1 = Eeo. (10.2.1)

At the boundary between two materials the transverse components of £ must be continuous.

10.2.2 The Tangential Components of the Magnetic Field.
Apply Stokes’ theorem to a small loop as shown in fig(10.2.3):

curl(I_-i) = %),

where it has been assumed that there are no free currents in either material, and no surface free current density on the interface
between material number(1) and material number(2). Therefore

[ER 3// B-d$
C _at Area ‘

Upon taking the limit as § shrinks to zero the surface integral over D gives nothing and
(Her —He2) L=0,
that is
H¢y = Ho. (10.2.2)

The transverse components of the magnetic field H must be continuous across the boundary between two materials.

10.2.3 The Normal Component of the Field B.

The normal component of the magnetic field B must be continuous across any interface as a consequence of the Maxwell equation
div(B) = 0; see Figure (10.2.4). In Figure (10.2.4) Gauss’ theorem is applied to a small pill-box that spans an arbitrary surface.
The height of the pill-box, §, is taken to be so small that any contributions to the surface integral from the sides of the box can be

neglected. The continuity of the normal component of B is then forced by the requirement that the surface integral of B over the
pill-box be zero:

Bnl :Bn2- (1023)

This page titled 10.2: Boundary Conditions is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran
and Bretislav Heinrich.
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10.3: Application of the Boundary Conditions to a Plane Interface

Returning to the problem of a wave incident on a plane interface as shown in Figure (10.1.1), one could satisfy the boundary
condition on vecE by choosing the amplitude of the wave transmitted into the right half-space to be A= Eq for z=0, where E is the
amplitude of the incident wave. This choice would, however, produce a discontinuity in Hy at the boundary because the ratio of
Hy/Ey is different in the region zo. In order to match both Ey and Hy inside and outside the boundary it is necessary to assume that
the oscillating dipoles in the material to the right of z=0 give rise to a reflected wave, so that for z<0, in the vacuum in this
example, one has

Ey = Eg exp(i[kz — wt]) +Eg exp(—i[kz + wt]), (10.3.1)
and, since
1 o,
Y dwpy 0z
H, = /;—0 (Eo exp(i[kz — wt]) — Eg exp(—i[kz +wt])), (10.3.2)
0

where k = w/c. In Equation (10.3.1) Eg is the amplitude of the reflected wave, as yet undetermined. Notice the change in sign of
the space part of the reflected wave phasor; this sign change is required because the reflected wave must propagate towards the left
i.e. towards z=—co. The expression for the magnetic field Hy is obtained from applying Maxwell’s equation (10.1.3) to Equation (
10.3.1). From Equations (10.3.1) and (10.3.2) one obtains on the vacuum side of the interface at z=0

E«(0) = (Eo +ERr) exp(—iwt) (10.3.3)

H, (0) = \/% (Eo — Er) exp(—iwt).

On the material side of the interface at z=0 one has
E(0) = A exp(—iwt) (10.3.4)
H,(0) =,/ Sk (n+1ik)A exp(—iwt).
Ho

Apply the boundary conditions that E, and Hy must be continuous through the boundary at z=0 to obtain
Ey+Er =A
and
Eo—Eg = (n+ik)A.
These two equations can be readily solved:

A 2

T= B m, (10.3.5)
_ Erp 1-(n+ik)
R= Ty~ (—1 e ) . (10.3.6)

Optical parameters n and k are listed in Table(10.3.1) for green light and for a number of common materials. Metals are quite
opaque at optical frequencies as can be seen from the Table. For example, at a wavelength of 0.5145 microns ( a standard Argon
ion laser line) the optical electric field amplitude in copper falls to 1/e of its initial value in a distance § = A/27k, or § = M16.3 =
31.5 x 1072 meters. The attenuation of the fields in glass or in water at frequencies corresponding to visible light is very small, see
Table(10.1). The attenuation coefficient, proportional to k, is extremely sensitive to the presence of small amounts of impurities.
Very pure glasses have been developed for use in optical fibres in which the length over which the field amplitudes have decayed
by e ! is in excess of 1 km.

It is of interest to calculate the absorption coefficient associated with the plane interface of Figure (10.1.1). This is the time-
averaged rate at which energy flows into the surface divided by the time-averaged rate at which the incident wave carries power
towards the surface. It can be calculated in two ways:
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(1) As the difference between the time-averaged Poynting vectors for the incident and reflected waves divided by the incident wave
Poynting vector. For the incident wave

2 2
_ Eg - Eg
< Sy >= =—.
2/./,0C 2Z0
For the reflected wave
2
R
<Sp >=—-.
zr 2Z0
Material n K € = (n+ik)?
= (v — k?) +i (2nk)
Copper” 1.19 2.60 -5.34+1 6.19
Silver® 0.05 3.27 -10.6941 0.327
Gold® 0.73 2,02 -3.5541 295
Iron® 2.83 2.90 -0.40+i16.41
Cobalt” 1.95 3.65 -0.52+4i 14.24
Nickel® 1.84 3.38 -804 +i 12,44
Crown Glass 1.525 ~ 108 2.33
H,0 1.333@ < 107% 1.78
A =0.589 pm

Table 10.3.1: Optical constants for some selected materials at a wavelength of 0.5145 microns ( 514.5 nm). This wavelength is a
standard Argon ion laser green line. It corresponds to a frequency of f= 5.827 x 10'4 Hz. A time dependence exp (—iot) has been
assumed. (a) P.B. Johnson and R.W. Christy, Phys.Rev.B6, 4370 (1972). (b) P.B. Johnson and R.W. Christy, Phys.Rev.B9, 5056

(1974).
In these last two equations Zg = 1/ po/€g = 377 Ohms is the impedance of free space. Therefore, the absorption coefficient is
given by
(<Sp >—<Sux>) . ’ER 2
o= —1 | ==
< S, > Eo |’
or, using Equation (10.3.5) for the reflection coefficient
4n
o= e e—— 10.3-7
(1+4n)2 +£2 ( )

(2) From the ratio of the time averaged Poynting vector just inside the material at z=0 to the incident wave Poynting vector.

1 *
<8, >= EReal (HyEX)
2
1 /€0 Cya2) n’A '
<8, >= 2Reabl( o (n—ik)A ) =z

o AED
‘A |_ (14+n)24x2’

But from Equation (10.3.5)

and therefore the absorption coefficient is given by the same expression as was obtained above
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<S5, > 4n
o = = .
<S> (14+n)2+4k?

This page titled 10.3: Application of the Boundary Conditions to a Plane Interface is shared under a CC BY 4.0 license and was authored,
remixed, and/or curated by John F. Cochran and Bretislav Heinrich.
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10.4: Reflection from a Metal at Radio Frequencies

The response of a metal is completely dominated by its dc conductivity, ap, for frequencies less than ~ 10'2 Hz ( 1 THz). The
relaxation time for the charge carriers in a good metal at ~300K is of order T = 10™'*seconds. That means that the dc conductivity
can be meaningfully used for frequencies up to approximately 10'? Hz. In order to understand why the response of the unbound
charge carriers dominates the response of the bound electrons at low frequencies consider the Maxwell equation

)

1(H)=J; + —
curl(H) Jr+ 5t

or in the low frequency limit

. OE
1(H) =00E+e—.
curl(H) =09 +E(9t

The term UOE in the above equation takes into account the response of the unbound electrons: the last term takes into account the
bound electrons. The response of the bound electrons at low frequencies is of order €yw, therefore one can compare these two terms
by comparing oo with wey. For copper at room temperature og = 6.45 x 10’ /Ohm-m. At 102 Hz
wep = (2m x 10'?) /367 x 10? =55.6/Ohm —m . It is clear that for frequencies up to 10'? Hz the contribution of the bound
electrons in copper is completely negligible compared with the contribution from the unbound charges. In this low frequency limit,
and for an electric field polarized along x and propagating along z, Maxwell’s equations can be written

Ey
9Ex = iwpoHy (10.4.1)
0z
OH,
B 0B
These follow from the relations
OB
curl(E) = ——,
ot

and

From Equation (10.4.1) one obtains
O%Ey
0z?

= —iwo o Ex. (10.4.2)
For a plane wave solution of the form

E, = A exp(i[kz — wt])
Equation (10.4.2) requires that

k? = iwog o,

or
Wi
k= %“O(Hi), (10.4.3)
and from Equation (10.4.1)
E, wuo Wik .
— =— =,/ (1-19). 10.4.4
7= [ (10.4.4)

The wave in the metal is clearly very heavily damped because the distance over which the electric field amplitude decays to 1/e of
its initial value is approximately equal to the wavelength. This decay distance at 1 GHz for copper at room temperature is
\/2/woopg =38 =1.98 x 107 . Radiation at 1 GHz does not penetrate very far into copper!
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The wave impedance of copper at 1 GHz and at room temperature is given by

Z= EI— =(7.82x107°) (1 —i) Ohms,
y
compared with Zy= 377 Ohms for free space. This means that the electric field amplitude in the metal is very small compared with
the electric field amplitude of the incident wave. At the interface between vacuum and the metal one must construct electric and
magnetic field amplitudes so that the tangential components of E and H are continuous across the surface: the normal component
of vecB is automatically continuous across the surface because the wave falls on the metal at normal incidence. These boundary
conditions give

Eo+Er =A
1 A
—(Ey— ER) ==
ZO ( 0 R) A
or
ZoA
Ey —Egr = —
The resulting wave amplitude at the metal surface, z=0, is
27E, 27
= ~ —E,. 10.4.5
Z+Z0  Zo " ( )
The amplitude of the reflected wave is given by
Z -7y
Er = E
t ( Z+Zy ) o
or
E 27
Rx_1422
Eg Zy

because (Z/Zy) < 1.

Notice that for our example of copper at room temperature, and for a frequency of 1GHz, the magnitude of the reflected electric
field amplitude is the same as the incident electric field amplitude to within ~ 107, but the reflected electric field is 180° out of
phase with the incident electric field so that the two fields cancel at the metal surface. The electric field in the metal is very small;
approximately A= E(/25000. On the other hand, the magnetic field amplitude at the metal surface is very nearly twice the magnetic
field amplitude in the incident wave. In the metal at z=0

A 2E E
Hy=—=——1]-~22"0

7 Z+%Z¢ Zo’

whereas the magnetic field amplitude in the incident wave is given by Eo/Zg.

One can speak of a perfectly conducting metal, one for which the conductivity approaches infinity. For such a perfectly conducting
metal the electric field decays away in zero depth: a surface current sheet is set up that perfectly shields the metal from the electric
field in the incident wave. The magnitude of the current sheet can be obtained by applying Stokes’ theorem to the relation

curl (ﬁ) =J  integrated over a small loop that spans the metal surface as shown in Figure (10.4.5). One has

. L =
/intAreacurl(H)-dS:// Jg-ds,
Area

- = - =
y{H-dL:// J;-dS=JL, (10.4.6)
C Area

where Area=¢L. But from Stokes’ theorem
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Vacuum Perfect Metal
-
Resistivity=0 &
Ex=E0 "
Hy=E0/Z0 A\ Loop Area
L L =LJ

1 Hy=—ER/ZO

k  Ex=ER Yy

Figure 10.4.5: Diagram to aid in the calculation of the surface current density that shields the interior of a perfectly conducting
metal from incident electric and magnetic fields.

where Jg is the surface current density in Amps/m, and L is the length of the loop. Inside the metal Hy = 0 so from (10.37) one
obtains

Js =Hy(0), (10.4.7)
where Hy(0) is the magnetic field amplitude at the vacuum/metal interface, and Hy(0) = 2E¢/Zy.

For a perfect metal the wave impedance approaches zero, Z = Ex/Hy and Z — 0, so that in this limit the electric field has a node at
the metal surface. For a perfect metal the boundary condition on the electric field at the interface becomes

Et = 07
where Et is the tangential component of the electric field.

It is straight forward to calculate the absorption coefficient for a metal surface from Equation (10.4.4) and from the amplitude A
Equation (10.4.5):
< S,(metal at z=0) > 4c VE wag o
o= = s
S, (incident) wZ2 2

2w 2 2wd
o= — = —
C oWty C

or

(10.4.8)

Y
L
- km
v, Ey= A
s

¢ .
V4 -
Z Yo 7
e
L

Vacuum - ErrHp

Figure 10.4.6: An S-polarized plane wave incident at the angle 6 on the plane interface between vacuum and an isotropic medium
characterized by material parameters €, and . The electric vector in the incident wave is perpendicular to the plane of incidence.
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where § = , / Wﬁp is the characteristic length for attenuation of the fields in the metal.
0

This page titled 10.4: Reflection from a Metal at Radio Frequencies is shared under a CC BY 4.0 license and was authored, remixed, and/or
curated by John F. Cochran and Bretislav Heinrich.
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10.5: Oblique Incidence

When a plane wave falls upon the plane interface between two media the incident and reflected wave-vectors define the plane of
incidence, see Figures (10.4.6) and (10.5.7). The direction of the electric field vector in the incident wave may make an arbitrary
angle with the plane of incidence. The general case may be treated as the sum of two special cases: an electric vector perpendicular
to the plane of incidence (called s-polarized light from the German word for perpendicular, ”senkrecht”), and an electric vector
which lies in the plane of incidence (p-polarized light).

—

AOVRRRERRRRRERRRRNRNNRRN

Vacuum

Ery “-CJ

Figure 10.5.7: A P-polarized plane wave incident at the angle 8 on the plane interface between vacuum and an isotropic medium
characterized by material parameters €; and pg. The electric vector in the incident wave is parallel with the plane of incidence.

10.5.1 S-polarized Waves.

Consider first S-polarized waves, Figure (10.4.6). The incident wave electric vector can be described by the equation
E; = Ej exp(i[x(ksin6) + z(k cos §) — wt]), (10.5.1)

where k = w/c because this wave is incident on the interface from vacuum. Eventually one is going to have to ensure that the
tangential components of the electric and magnetic fields are continuous across the interface, and these boundary conditions must
hold at any particular time at all points on the interface. This requirement means that all the waves in this problem, both inside the
material and on the vacuum side of the interface, must have the same spatial dependence on the co-ordinates which lie in the
interface plane. For the present example, Figure (10.6), the incident wave varies with the in-plane co-ordinate like

exp(ixk sinf) = exp(ixwsinf/c),

therefore this same factor must appear both in the reflected wave and in the transmitted wave that is generated in the region z>0.
Since the reflected wave-vector has the same magnitude as the incident wave-vector, k = w/c as determined by Maxwell’s
equations, and since its x-component of the wavevector must be the same as for the incident wave, it follows that the angle of
reflection must be the same as the angle of incidence as is shown in Figure (10.4.6). The electric vector of the reflected wave is
given by

E; = Eg exp(¢[xksin 6 — zk cos 6 — wt]). (10.5.2)

(Note the change in the sign of the z-component of k). The magnetic field vector in the incident wave must be perpendicular both to
the electric field vector and to the wave-vector:

Y = —H, cosfexp(i[xk sin 0 + zk cos 0 — wt)) (10.5.3)
HS) = Hy sinfexp(i[x, k sinf + zk cos § — wt])

where Hg = E¢/Z¢, and Zg = cpg = +/0/€0 = 377 Ohms. The magnetic field vector in the reflected wave must simultaneously
be orthogonal to the reflected wave electric vector and also to the wave-vector:
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H® = Hpg cosfexp(i[xk sinf — zk cos 6 — wt]) (10.5.4)
H® = Hpsin fexp(i[xk sin O — zk cos 0 — wt))

where Hgr = Er/Z¢. Eqns.(10.5.3and 10.5.4) satisfy Maxwell’s equations for the vacuum.

The electric field in the transmitted wave will be polarized along y because the material in the region z>0 is assumed to be linear
and isotropic so that a y-directed incident electric field will generate a y-directed transmitted electric field:

E; = A exp(i[xksin0]) exp(i [zk, — wt]). (10.5.5)
The Maxwell equation curl (H) = —% = iwpoH becomes
OE
a_zy = —iwpoHy, (10.5.6)
OE, -
ax = W H5.
The Maxwell equation curl (H) = % = —ie;eqwE becomes
O0H, OH, _
% ox —iweroEy. (10.5.7)

Combine Equations (10.5.6) and (10.5.7) to obtain

0’E, 0’Ey w2
T =—(—) Ey. (10.5.8)
This equation requires that
2
K2+ Kk sin*f=¢, (E) ,
c
or, since k = w/c,
2
kz = [er —sin? 0] (E) .
c
The z-component of the transmitted wave-vector must therefore be calculated from
.. 9 w
k= y/[e—sin?g] (£), (10.5.9)
c

where the imaginary part of k, must be chosen to be positive in order that the wave (10.5.5) be damped out as the wave travels
along the z -direction. The wave-vector component k, will in general be a complex number corresponding to the fact that the
relative dielectric constant, €, = eg +%¢€r, is a complex number: here eg and € I are both real numbers. A complex index of
refraction can be defined for the case of oblique incidence by setting

k, = (ng +iko) (%) : (10.5.10)

the parameters ng and x are explicit functions of the angle of incidence. The electric field transmitted into the material on the right
of z=0 will be given by

E; = A exp(i[xksinf]) exp(—rowz/c) exp(i [ng:)z - wt] ) , (10.5.11)
and from Equations (10.5.6) the magnetic field components are given by
H, - (Betire) (10.5.12)
Zy
- A exp(i[xk sin 0]) exp(—kpwz/c) exp ('L [ng:zz - wt} ) ,
in6
H, = 51Zn A exp(i[xksin0]) exp(—kqwz/c) exp (z [ngcwz - wt]) ,
0
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where Zg = cpg = 377 Ohms. The planes of constant amplitude are parallel with the plane interface. The planes of constant
phase are tilted at an angle ¢ with respect to the interface plane. The wave-vector in the material, which is perpendicular to the
planes of constant phase, has components that are given by

ky = (%) sin6,
and

Real(k,) =ny (%) ,

therefore the tilt angle ¢ illustrated in Figure (10.4.6) can be calculated from

in@
tang = ~ (10.5.13)
ng
In cases for which the dielectric constant can be taken to be real, i.e. negligible losses, one has
K =/ [ sin’ 0+K2) = & (2).
[ sin” 6+ Z] NG .
Then
. ksinf sinf
sing = — = .
Jaw/o Ve
This is just Snell’s law:
sinf =, /& sin . (10.5.14)

For this case a real index of refraction can be defined for the medium, n = NGE and the phase velocity of the wave in the medium
is ¢/n; the refracted wave propagates in the direction specified by the angle ¢ obtained from Snell’s law. In the more general case of
a lossy medium the angle between the surfaces of constant phase and the boundary surface must be calculated from Equation (
10.5.13.

At z=0 the tangential components of E¥ and H must be continuous across the interface and this condition determines the amplitudes
of the reflected and transmitted waves. One finds

Eo+Er =A, (10515)
and
ny+1
—Hj cos0+Hg cosf = —MA,
Zy
or, since Hy = Ey/Z, and Hy = Eg/Z,
ng +1K
—Fo+Eg = _notirg) (10.5.16)
cosf

The parameters ng and kg are defined by equations (10.5.9) and (10.5.10). The two equations, (10.5.15 and (10.5.16), can be
solved for the amplitudes Eg and A in terms of the incident wave amplitude E.

A _ 2cos0 (10.5.17)
Eo  [cosO+ (ng+ikg))

Er ( cosf— (ng +1ikg) )
E)  \ cosf+ (ng+ikg)

where, it will be recalled,

(ng +ikg) = 4/ & —sin? 0,

and the sign must be chosen so that ky > 0.
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10.5.2 P-polarized Waves.

Arguments for P-polarized light are similar to those for S-polarized light. However, for P-polarized radiation the magnetic field is
polarized perpendicular to the plane of incidence, Figure (10.5.7). The incident wave can be written

H™ = Hy exp(i[xksin 6+ zk cos § — wt]), (10.5.18)
E™ = ZoHj cos @ exp(i[xk sin § + zk cos 6 — wt]),
ER = —Z(Hp, sinfexp(i[xk sin 6 — zk cos 6 — wt]),
and for the reflected wave:
H}' = Hy, exp(i[xksin 0 — zk cos§ — wt]), (10.5.19)
ER = —ZHg cos 0 exp(i[xksin 6 — zk cos § — wt]),
ER = —Z,Hg sinfexp(i[xk sin 6 — zk cos 6 — wt]).

Inside the material, z>0, which is assumed to be characterized by a complex relative dielectric constant €,, one finds from

—

curl(H) = —iwe, e E,

OH
azy = iwe By, (10.5.20)
OH, .
o = —iwe gy,
and from
. B 3
curl(E) = —% =iwugH,
0E, OE, .
% o twpoHy. (10.5.21)
Equations (10.5.20) and (10.5.21) can be combined to give
0’H, 0°H, w2
T = —er(:) H,. (10.5.22)
The solution of Equation (10.5.22) can be written
H, = Hr exp(i [xk sin 6 + zk, — wt]), (10.5.23)
where
2
k2 sin” 0+ k2 = er(f) . (10.5.24)
c

In these Equations k = (w/c). Equation (10.5.24) for k, is the same as that which was obtained for the case of an incident S-

polarized wave. Solving for &, one obtains:
k, =/ [ —sin® 6] (2) ,
c

or
k, = (ng +ike) (%) )

where

Ng+1iKkg =4/ [er —sin? 0] ,
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and the sign of the square root must be chosen so as to make the imaginary part of k, positive in order to describe an optical
disturbance that is attenuated as z increases.

From the form of the magnetic field, Equation (10.5.23), and from the Maxwell Equations (10.5.20), it follows that

i
E, = MZOHT exp(ixk sin 0) exp(—kgwz/c) exp(i [ngcwz —WtD» (10.5.25)
€r
in@
E,=- S ZoHr exp(ixk sin 0) exp(—kpwz/c) exp (z [nng - wt} ) .
X c

And from the boundary conditions at z=0 (continuity of the tangential components of Eand H ) one finds:

Hy+Hg =Hr,
ng +1iK
Z()HO cosf — ZOHR cosf = MZOHT,
€r
or
ng + ik
Hy — Hy — (ng +iky)
€ cosf
These two equations can be solved to obtain
Hrt 2€, cosf

Hy (6 cosf+ (ng+ing)) (10.5.26)

Hgp ( € cosf— (ng +1ikg) )
Hy \ & cosf+ (ng+irg)

where (ng +ikg) = [er —sin® 0] and kg > 0.

Notice that div(]_j) =0 for both the S- and P-polarized waves. This is obvious for the S-polarized light because the electric field
has only a y-component and this component does not depend upon the y co-ordinate, Equation (10.5.11). For P-polarized radiation,
from Equations (10.5.25),

OE, N OE,
Ox 0z

:0’

so that div(f)) =0 and, since D = €,6E, so also div(]_j) = 0. There are no free charges set up in the material for either S- or P-
polarized radiation. The condition div(D) =0 can also be deduced directly from the Maxwell’s equation

. D "
curl(H) = % = —iwD,

because the divergence of any curl is zero. It is easy to show by direct calculation that the normal component of the magnetic field

B is continuous across the surface of the dielectric material for both S- and P-polarized radiation.

10.5.3 Oblique Incidence on a Lossless Material.

For a material in which the losses are very small so that the imaginary part of the dielectric constant can be neglected, a real index
of refraction can be defined by

n=.,/¢.
For S-polarized radiation the reflection and transmission coefficients, Equations (10.5.17), become

Egr cosf —ncos¢

Rs=—=——"7—""""7""-]), 10.5.27

ST B, (cosO+ncos¢> ( )

Er 2cosf

Ts=% =g )
Eo cosf+ncos¢
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where sin¢ = sinf/n.

For P-polarized radiation, and n = /€, a real number, the reflection and transmission coefficients (10.5.26) become

Rp

" Hy \ ncosf+cos¢

H, ncosf+cos ¢

szﬁ:( 2ncosf ),

where, as above, sin ¢ = sin 8/n and n = , /€, . The relation
ng = 2 _sin?0 =ncos¢

has also been used.

_Hg _ (ncos@—cosgb)

(10.5.28)

This page titled 10.5: Oblique Incidence is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and
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10.6: Example- Copper

The real and imaginary parts (ng +ikg) = /€ —sin’># have been plotted in Figure (10.6.8) as a function of the angle of
incidence, 8, for room temperature copper and for a wavelength of A= 0.5145 microns (see Table(10.1)). As can be seen from the
figure, the angular dependence of the indices ng, g is not very pronounced. For a lossy material such as copper that has a complex
dielectric constant the reflectivity, Ex/E,, is complex; that is, the phase shift between the incident wave and reflected wave electric
vectors is neither 0° (in phase) nor 180° (out of phase). The real and imaginary parts of the reflectivity have been plotted in Figure
(10.6.9) as a function of the angle of incidence for S-polarized 0.5145 micron light incident on room temperature copper; the
absolute value of the reflectivity has been plotted in Figure (10.6.10).
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Figure 10.6.8: The dependence of the complex index of refraction, ng + ikg, upon angle of incidence of the incident wave
calculated for copper at room temperature and for an incident wavelength of A = 0.5145 pm. The normal component of the wave-
vector in copper is given by k, = (%) (ng +1irg) . At this wavelength the relative dielectric constant for copper is €.=
(-5.34+i6.19), n=1.19, and £=2.60.
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Figure 10.6.9: The real and imaginary part of the reflectivity of copper, Er/Eq, as a function of angle of incidence for a wavelength
A= 0.5145 pm and S-polarized radiation. Copper at room temperature; €, = (-5.34 +i6.19), n=1.19, and x£=2.60.

Similarly, the real and the imaginary parts of the ratio Hy/H, have been plotted in Figure (10.6.11) as a function of the angle of
incidence for P-polarized 0.5145 micron light incident on copper; the absolute value of this ratio is shown in Figure (10.6.12). The
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reflection coefficient for P-polarized radiation is given by Rp = Er/Eg but this is very closely related to the ratio Hr/Hg because Eq
= ZoHp and Er = -ZoHg, where Zy= 377 Ohms, the impedance of free space. Notice that the real part of the reflectivity for P-
polarized light vanishes at an angle of incidence of approximately 69° ; the phase of the reflected light at that angle is shifted by 90°
relative to the incident light. The phase shift between reflected and incident light is much less pronounced for S-polarized light;

approximately 15° for an angle of incidence of 69° .
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Figure 10.6.10: The absolute value of the reflectivity of copper, | Er/Eq |, as a function of angle of incidence for a wavelength A=
0.5145 pm and S-polarized radiation. Copper at room temperature; €,.=(-5.34 + i6.19), n=1.19, and £=2.60.
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Figure 10.6.11: The real and imaginary parts of the complex ratio HR/HO for copper as a function of angle of incidence for a
wavelength A= 0.5145 pm and for P-polarized radiation. Copper at room temperature; €,=(-5.34 + i6.19), n=1.19, and x=2.60.
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10.7: Example- Crown Glass

The dependence of the reflectivity on angle of incidence for a typical nondissipative material, Crown glass, is shown in Figure
(10.7.13) and in Figure (10.7.14) for a wavelength of 0.5145 microns, see Table(10.3.1). Fig.(10.7.13) shows the variation of the

ratio Er/Eq (Equation (10.5.27)) as a function of the angle of incidence for S-polarized light.
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Figure 10.7.12: The absolute value of the reflectivity of copper, | Ex/E, |, as a function of angle of incidence for a wavelength A=
0.5145 pm and for P-polarized radiation. Copper at room temperature; €,=(-5.34 + i16.19), n=1.19, and x=2.60.
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Figure 10.7.13: The reflectivity, Egr/Eo, as a function of the angle of incidence for Crown glass at a wavelength A= 0.5145 pm and
for S-polarized radiation. The reflectivity is real because the dielectric constant is real corresponding to very small losses in the

glass. n=1.525=, /€.
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Figure 10.7.14: The reflectivity, Hy/H,, as a function of the angle of incidence for Crown glass at a wavelength A= 0.5145 pm and
for P-polarized radiation. The reflectivity is real because the dielectric constant is real corresponding to very small losses in the
glass. n=1.525=, /€.
Fig.(10.7.14) shows the variation of the ratio HR/HO (Equation (10.5.28)) as a function of the angle of incidence for P-polarized
light. Notice that the angular dependence of the reflectivity for S-polarized light is qualitatively similar to that of copper. Of course,
the reflectivity of Crown glass has only a real part because there are negligible losses in the glass and therefore the reflected electric
field is 180° out of phase with the incident electric field. The angular variation of the reflection coefficient for P-polarized light is
more interesting because the reflectivity goes to zero at approximately 57°, Figure (10.7.14). This angle is called Brewster’s angle.
Unpolarized light incident on a lossless dielectric material at Brewster’s angle yields reflected light that is entirely S-polarized, ie.
the electric vector in the reflected beam is oriented perpendicular to the plane of incidence. Before the advent of polaroid filters a
stack of glass plates with the light incident at Brewster’s angle was used to produce plane polarized light. Brewster’s angle
windows are used on each end of the plasma tubes in gas lasers.The light emitted from such a laser is plane polarized because the
gain of the system is greater for P-polarized light than it is for S-polarized radiation due to the greater reflection losses at the
plasma tube windows for S-polarized light.

It can be shown that at Brewster’s angle the reflected light and the light transmitted into the dielectric medium form an angle of
exactly 90° . This is a handy device for remembering how to determine Brewster’s angle. The demonstration that the angle between
the reflected beam and the transmitted beam is 90° for light incident on a dielectric medium from vacuum depends upon the two
relations

ncosf = cos ¢,
(from Equation (10.5.28)) and
sinf =nsin¢

from Snell’s law. Using the fact that the sum of the squares of the sin and cos functions is identically equal to 1 the above relations
can be manipulated to give

. n
sinf = ——— =cos ¢,

vnZ+1

and

1
cos = ——— =sin¢.

vVn2+1

It follows from these relations that 8 and ¢ are complementary angles, and that tan 6= n.

10.7: Example- Crown Glass is shared under a not declared license and was authored, remixed, and/or curated by LibreTexts.
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10.8: Metals at Radio Frequencies

We are interested in the practical case of metals at room temperature and frequencies less than 1000 GHz so that the metallic
response to an electric field may be characterized by its dc conductivity, 9. We are also interested in the general case of radiation
at oblique incidence. In this relatively low frequency regime the conduction current density in a metal is much larger than the
displacement current density; i.e. for a time dependence ~ exp (—iwt) one finds that oy > we €y in the Maxwell equation

curl(ﬁ) = ooE — iwe,E.
The relevant Maxwell’s equations for low frequency fields in a non-magnetic metal, u = ug, become

curl(E) = f,,LO%H (10.8.1)

and
curl(H) = o E. (10.8.2)
Take the curl of (10.68) and use a time variation ~ exp (—int) to obtain
curlcurl(f)) = iwpgooE,
or
~V2E + graddiv(E) = iwpo,B. (10.8.3)

However, the divergence of any curl of a vector is equal to zero, and consequently diV(E) = 0 from Equation (10.8.2). It follows
that for a metal at low frequencies the electric field components must satisfy the equation

V2E, = —iwpgooEq, (10.8.4)
where « stands for each of the three cartesian components x,y, or z.

The solution of the problem of a plane wave incident at an oblique angle on a plane metallic surface proceeds just as for the general
case of oblique incidence discussed in section(10.5). Two cases are of interest: (1) S-polarization in which the electric vector of the
incident wave is parallel with the plane interface, see Figure (10.4.6), and (2) P-polarization in which the electric vector of the
incident wave lies in the plane of incidence and the magnetic vector therefore lies parallel with the interface, see Figure (10.5.7).

10.8.1 S-polarization.

Using the co-ordinate system of Figure (10.4.6) the fields in the metal can be written
E; =Ey exp(i [xksin 0+ zk, —wt]), (10.8.5)
k, .
H, = ———E7 exp(i [xk sin 6 + zk, — wt]),
Who

in6
H, = SlZII Er exp(i [xk sin + zk, — wt]),
0

where Z, = cpg= 377 Ohms, and k = w/c. The wave-vector component k, in the metal must be chosen so that E, satisfies Equation (
10.8.9), i.e.

wsinf 2
kg = tWyo — ( ) .
Apparently the wave-vector component k, depends upon the angle of incidence of the driving incident plane wave. This
dependence is illusory because pgoy is much larger than w/c? : for copper at 100 GHz w/c? = 7x107% whereas pyo,= 81. For the

range of frequencies and conductivities that are of interest here the term in sin’ 6 is negligible compared with the term proportional
to the conductivity, and for any angle of incidence one may use

2 _ s
k3 = iwpooo,
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and

(1+1)
5 I

k, = wl;ﬂ(l—i-i):

(10.8.6)

where § is a length that is inversely proportional to the square root of the frequency. It is handy to remember that §= 2um for
copper at 1 GHz and at room temperature.

At the metal-vacuum interface the tangential components of E and H must be continuous through the surface. These boundary
conditions at z=0 result in two equations for the two unknown electric field amplitudes Er and E; Eg is the amplitude of the wave
reflected from the metal surface, and Et is the amplitude of the electric field transmitted into the metal. The solutions of these
equations are

Ep [ (w/c)cosf—k;

Ey ( (w/c)cosO+k, ) ’ (10.87)
Er ( 2(w/c) cosb )

Ey \ (w/c)cosf+k, /°

The wave-vector k, is very large compared with (w/c) cos 8 so that if one divides the equations in (10.74) by k, top and bottom the
reflection and transmission coefficients can be expressed as a power series expansion in the small parameter o cos 8/(ck,): for
example

~

wcos @
Er _1+—ck 1 (2wcos€)

Ey 1 4 wcosf ck,
ck,
In terms of (1/k,) = g(l —1) one finds
Er dwcosf
— -1 1—1 10.8.
E, +< : )( i), (10.8.8)
Er dwcosb
— x| — ) (1—1). 10.8.9
e (220 1) (10.8.9)

The rate at which energy is carried through the surface per meter squared to be dissipated as Joule heat in the metal is given by the
time average of the Poynting vector at z=0.

1
<8, >= §Real(—EyH:)

so that
1 K 1 )
<8, >= =Real (E B ) = Er[?,
2 ea( ' (WNO) T) 2560#0' d
or
5 E;
<8, >= Zcos? 0 <—°> . (10.8.10)
C Z(]

The time-averaged rate at which the incident wave transports energy in the z-direction is given by the z-component of the incident
wave Poynting vector:

1 E;
<8y >= EReal(—EyH;) = —2 cosd. (10.8.11)

2%
The absorption coefficient associated with the metal surface is given by

<S8, > ow
=227 92 cost, 10.8.12
o =55 ( - ) cos ( )
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where 6 = 4/2/ (wpoop) . The absorption coefficient is very small and increases with frequency like ,/w, and decreases in
proportion with the increase of the square root of the conductivity. Notice that at the surface of the metal the magnetic field
components Hy in the incident and reflected waves add in phase so that at z=0

H, = —Hj cosf — Hg cos¥,
or

E 0 ] 0

H, :%(—H&(l—i)). (10.8.13)
0 C

Since dw/c = 2m(§/\) is very small one makes very little error by taking the parallel component of the magnetic field at the metal
surface to be just twice the parallel magnetic field component of the incident wave. In the limit of infinite conductivity the
parameter § — 0, the electric field in the metal becomes zero, and the component H, at the metal surface has twice the amplitude of
H, in the incident wave. The component H, also becomes zero at the metal surface in the limit of infinite conductivity, so that the

normal component of B, B, = pgH,, is continuous across the vacuum-metal interface as is required by the Equation div(B) = 0.

10.8.2 P-polarization.

The magnetic vector of the incident wave is parallel with the metal surface, Figure (10.5.7). For this case the waves in the metal are

described by
Hy = Hry exp(i [xksin6+zk, —wt]), (10.8.14)
E, = f%HT exp(s [xk sin 6+ zk, — wt]),
E, = iwsinf Hr exp(i [xk sin § + zk, — wt]),
coy
where

) w\2 . .
kg = twyoy — (—) sin? 6 = iwlyog
c
and therefore

k= [T (1) =

(1+4)
5

(10.8.15)

The boundary conditions on Hy and on Ey at the interface z=0 (continuity of the tangential components of E and H ), plus a bit of
algebra, readily gives the results

H_O - (cos@—i— (g—f) (1 —z)) , (10.8.16)
Hr 2cosf

Hy (c050+ (‘;—g) (1 —’L)) ,
E, Zo (%) cosf(1 —1)
Hy (cos@—i— (g—f) (l—i)) '

In the above expressions Zg= 377 Ohms, the impedance of free space. The ratio wé/c = 27/ X is very small, approximately 4 x
107 for copper at 1 GHz and 300K. It therefore follows that

and
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and

In fact, for a perfect metal, one for which the conductivity becomes infinitely large, the length parameter, 8, goes to zero and the

electric field does not penetrate into the metal.
The rate at which energy is carried into the metal surface at z=0 is given by
1 2w0\ Z
<8S, >= EReal(EXH;) = (—) ?0|H0|2 Watts /m2.
c

The rate at which energy is carried to the surface by the incident wave is given by
_ 1 *\ ZO 2 2
< Sy >= EReal (ExH}) = - 08 0Ho|” Watts /m”.

It follows that the absorption coefficient associated with the metal surface is

<S5, > 2wé
a=————= .
<Sp>  ccosf

(10.8.17)

Equation (10.83) is only valid if cos 8 >> (wd/c). In the opposite limit, for angles very near to 7/2 so that cos 8 < (wd/c), it can be
shown that

a —4cosb/(wd/c),

so that the absorption coefficient goes to zero as the angle of incidence approaches 7/2.
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11.1: Introduction

Consider a plane wave propagating along the z-direction in vacuum, and polarized with its electric vector along the x-axis: its
magnetic field vector must be directed along the y-axis. Now introduce two infinitely conducting metal planes which block off all
of space except the region between x= +a and x= -a, see Figure (11.1.1). The boundary conditions at x= +a that must be satisfied by
the electric and magnetic fields are

1. the tangential components of £ must be zero;
2. the normal component of H must be zero.

This latter condition is a consequence of the Maxwell equation
%
div(B)=0

which requires the normal component of B to be continuous through an interface, coupled with the requirement that both the
electric and magnetic fields are zero inside a perfect conductor: recall from Chapter(10) that in the limit of infinite conductivity the
skin depth of a metal goes to zero. Notice that the above two boundary conditions are satisfied by the plane wave. The plane
wave solutions of Maxwell’s equations

E, = Eg exp(ilkz — wt]), (11.1.1)
Hy =Hj exp(i[kz — wt]), (11.1.2)

can be used to describe the propagation of electromagnetic energy between two conducting planes. Energy is transported at the
speed of light just as it is for a plane wave in free space. Notice that if it is attempted to close in the radiation with conducting
planes at y= +b the boundary conditions Ex = 0 and Hy = 0 cannot be satisfied on the planes y= +b. Waves can be transmitted
through such hollow pipes but the radiation bounces from wall to wall in a complex pattern that will be studied later. It will be
shown that waves cannot be transmitted through a hollow pipe if the frequency is too low; there exists a lower frequency cut-off.
However, a pair of parallel conducting planes unbounded in one transverse direction can transmit waves at all frequencies. In
practice infinite planes are inconvenient, so one uses either strip-lines or co-axial cables, see Figures (11.1.2) and (11.2.3).

Figure 11.1.1: A plane wave propagating between two perfectly conducting planes.
E; =Ej exp(ilkz — wt]), Hy = (Eo/Z) exp(ifkz — wt]) .

—

NENEEN!

X3

[

<A

Ground Plane
Figure 11.1.2: A strip-line. Ex = Eo,V = Eod.Hy = Eo/Zo,1 =wJs = w (Eo/Zo)

This page titled 11.1: Introduction is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and
Bretislav Heinrich.
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11.2: Strip-lines

See Figure (11.1.2). The electric field has only an x-component, if edge effects are neglected, and in the first approximation this
component is independent of position across the width of the strip, i.e. Ex is independent of y. Similarly, the magnetic field has only
a y-component and this is independent of x and y. From the Maxwell equation

S oB oH
1(E)= —— = —puyg—
curl(E) It Ho5¢
one has
OE, OH,
= — 11.2.1
o2 Ho It ( )
From the Maxwell equation
~ D E
curl(H) = % = eoa—
one finds
OH, OE,
R A 11.2.2
5~ g ( )

Equations (11.2.1) and (11.2.2) can be combined to obtain
0’E, 0’H, 0?E,
=— = 11.2.3
( 922 ) MO(BZ(9t 60#0( o2 ), ( )

O°Hy \ O’Ey\ 0’H,
o2 )~ ozt ) ~ M0\ Tz )

The first of equations (11.2.3) can be satisfied by any function of the form

E«(z,t) =F(z —ct) + G(z +ct), (11.2.4)

where ¢ = 1/, /€gpug is the speed of light. This statement can be checked by carrying out the differentiations of Equations (11.2.3):
OE, OF . oG OE, OF n oG
— T — -, —_— = —C— C——
0z 0z Oz ot 0z 0z

and

9%E, O°F 8°G 0%, ,0°F ,0°C
= =C +C

+ R .
Oz2 0z2 0z ot? Oz 0z
Therefore indeed one finds that
Ey 1 09°E,  0°E
6Z2 - C_2 81;2 = €0 6t2 )

for any arbitrary functions F,G! This means that pulses having any time variation can be transmitted down the line with no
distortion. In the real world the pulses do become distorted as a consequence of frequency dependent losses in the line, but for the
time being we have only to do with ideal systems that are composed of perfect conductors and lossless dielectrics and such ideal
systems transmit pulses without attenuation and with no distortion. The electric field Ex = F(z — ct) corresponds to a pulse
propagating along the strip-line in the positive z-direction with the speed of light c. The magnetic field associated with this electric
field pulse can be obtained from Equation (11.2.1) or (11.2.2):
OH, OBy OF

= —€)—(/— —€C—,

0z

0z 075t

therefore
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1
Hy =e€ycF(z—ct) = Z—F(z —ct).
0

In other words, Hy = Ey/Zo, where Zy = 1/(ce)=377 Ohms, the impedance of free space.

The electric field Ex = G(z + ct) corresponds to a pulse propagating in the negative z-direction with the speed of light c. The
corresponding magnetic field pulse is given by

or
Hy = —€ycG(z+ct) = —Ey /Zy.

Note that the sign of the magnetic field component is opposite for the forward propagating and the backwards propagating pulses.

Conducting

Sheath
\

Inner
Conductor

Figure 11.2.3: Cross-section through a co-axial cable. The electric field has a radial component, E; , and the magnetic field has

only the component Hy independent of the angle 6.
It is usually more convenient to describe pulses on a strip-line or on a coaxial cable in terms of voltages and currents rather than in
terms of electric and magnetic fields. The potential difference between the two conducting planes in the strip-line is V = E,d, where
d is the separation between the planes, Figure (11.1.2). On the other hand, surface currents must flow on the perfectly conducting
metal planes in order to reduce the magnetic and electric fields to zero inside the metal. This surface current density can be
calculated by the application of Stoke’ Theorem to the Maxwell equation

- =2 0D

1(H)=J —_—
curl(H) f+8t

for a small loop that spans the metal surface, as shown in Figure (11.2.4).
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H

9 15, a1 d
-

Bottom dLI T

Conductor

Area dA

Figure 11.2.4: A diagrammatic representation of a strip-line in order to illustrate the relation between the electric field, E4 and the
potential difference between the two conductors, and to illustrate the connection between the magnetic field, Hy and the surface
current density. The potential difference is V=Eqd, and the bottom conductor is positive with respect to the upper conductor for the
fields shown in the figure. The bottom conductor carries a total current [=J,w=Hyw Amps.

In the limit as the area of the loop, dA, shrinks to zero the term oD /t gives nothing so that

_>
/ ds curl(H) - @, :f H.dL = J,dL,
Area C

where J, is the surface current density and ,, is a unit vector perpendicular to dA. Therefore
HydL =J,dL
so that
J, =Hy.

This current density flows along +z in the bottom conductor. The total current carried by the bottom conductor is just proportional
to the width of the active region on the strip-line:

I=J,w=Hyw Amps..
The potential difference between the two conductors is
V=Eyd Volts,
and the bottom plane is positive with respect to the upper plane for the fields shown in the figure.

The characteristic impedance of the line, Zg = V/I Ohms, is given by

Eyd d
lo=—7—=— 11.2.
"= Hyw W o/ €0, ( 5)

because for a forward propagating wave
H() = GOCEO = Eo/,u,gEo.

The conductors in a practical strip-line are usually separated by a nonmagnetic and non-conducting dielectric material characterized
by a magnetic permeability p, and a dielectric constant €. The above equations are still applicable to such a strip-line providing that
dielectric losses can be neglected: one has only to replace €; by e.

In terms of potential difference and current, the picture that emerges is the one illustrated in Figure (11.2.5). A voltage pulse of
arbitrary shape propagates along the line with a velocity v that is determined by the properties of the dielectric spacer (here
assumed to be lossless). For a non-magnetic spacer material having a dielectric constant e this velocity is given by

1

Ve

A\

(11.2.6)
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The voltage pulse is accompanied by a current pulse of the same shape as the voltage pulse. The scaling factor between current and
voltage is the characteristic impedance of the line. The characteristic impedance depends upon the strip-line geometry:for the plane
strip-line of Figure (11.2.4) it is given by

d Ho d1
To=—,/2==——. (11.2.7)
A\ € W eV
A
v v
(a) —_—
Z
14 - .
(a) v A forward moving pulse.
—— The current and wvcltage
pulses are similar, and
/\ B
z
© v} v
-
z
b " -
( ) A backward moving pulse.
1 The current and voltage
pulses are similar in shape
but I= - V/Zg.
-
\\\‘d////////———, Z

Figure 11.2.5: Voltage and current pulses on a transmission line.

For a forward moving pulse

V = +7Z1, (11.2.8)
and for a backward moving pulse

V =7, (11.2.9)
where V is the potential difference in Volts and I is the current on the transmission line in Amps.

Maxwell’s equations, (11.2.3), can be rewritten in terms of the potential difference, V, and the current on the line, I. Since Ey is
proportional to V the first of equations (11.2.3) becomes

0’V 1 0*V
=— . (11.2.10)
0z v Ot?
Similarly, since Hy is proportional to the current I, the second of equations(11.3) becomes
9*I 1 01
- 11.2.11
022 v? Ot? ( )

These telegraph line equations were derived by Lord Kelvin in 1855 (this was before Maxwell’s equations had been discovered) by
treating the transmission line as a repeating series of inductances shunted by capacitors. See Electromagnetic Theory by
J.A.Stratton, McGraw-Hill, New York, 1941, section 9.20, Figure (103); for a lossless line R=0 and G=co.

This page titled 11.2: Strip-lines is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and Bretislav
Heinrich.
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11.3: Co-axial Cables

Cylindrical co-ordinates are appropriate for the problem of a co-axial cable, Figure (11.2.3). The relevant Maxwell’s equations

become
S oH
1(E) = —pg—
curl(E) m ,
and
I 1]
url(H) = e—
curl(H) = e,

where € is a real number for a lossless line. Look for solutions of these equations in which, by analogy with a strip-line curved
around on itself, the electric field has only a radial component, E,, that is independent of angle, and the magnetic field has only an
angularly independent component Hy:

OE,  OHy
o = (11.3.1)
8H,  OE,
L= et (11.3.2)

In addition, take E, = 0 because the tangential components of the electric field must be zero at the perfectly conducting walls of the
co-axial cable. But if E, = 0 it follows from Maxwell’s equations that

- 190
curl(H)z =0= ; E(I‘He) .
This implies that
a(z,t
Hy — (Zr ) (11.3.3)

where a(z,t) is a function of time and of position along the cable. Similarly, from div(l_'"';) =0 one has

10
——=(rtE;) =0,
r Br(r )
and this is satisfied by
g, = 2ZY (11.3.4)
r

By combining the Maxwell Equations (11.3.1) the electric and magnetic fields, Equations (11.3.3) and (11.3.4), must satisfy

0’E, 0*Hy 0’E,

o2 Moz g (11.3.5)
2 2 2

0“Hy _ 0°E; 0“Hy (11.3.6)

02 Coz0t M

These have the same form as the strip-line equations (11.2.3). It follows from these equations,and from the requirements (11.3.3)
and (11.3.4), that the general solution for the electric field can be written
F(z—vt) G(z+vt)

Eir(z,t) = ——— + — =, (11.3.7)

where F(u) and G(u) are arbitrary functions of their arguments, and where
1
v €HO .

vV =

The corresponding general solution for the magnetic field is
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(11.3.8)
Tr T

Hy (2, 1) :W(F(z—vt) ~ Gz +vt) ) '

The above electric and magnetic fields satisfy the wave equations (11.3.5), they satisfy Equations (11.3.1), and they have the form
required by Equations (11.3.3and 11.3.4).

Instead of the electric field strength, the state of the electric field in the cable can be specified by the potential difference between
the inner and outer conductors:
Rz R dr R
V=[ Edr=F(z—vt) —:F(z—vt)ln(—2>
R: R: r R]

for a forward propagating wave. Note that the inner conductor is positive with respect to the outer conductor. The corresponding
current on the inner conductor is given by

F(z—vt
I=1J, (2nRy) = Hy (Ry) (27R1) = ev (2R, ) —(ZR ™,
1
so that
I =2mevF(z —vt).

The current flows flows towards +z for the current on the inner conductor; the current flows towards minus z on the outer
conductor. That is, on the outer conductor

I=—-27R,Hp (Ry) = —2mevF (z — vt).

so that the net current flow through a section of the cable is zero. The characteristic impedance of the cable is given by

zO:X—Lln(m)

I 27ev R
or
1 [ Rs
Zo=—,/—In|l =— ). 11.3.
T or\ e n(R1> (11.3.9)

The potential difference, V, is proportional to the electric field, E, , and the current, I, is proportional to the magnetic field, Hg,
therefore from Equations (11.3.5) the voltage and current satisfy the wave equations

o’V 1 0%V
—_—=——, 11.3.10
572 v ot2 ( )
0’1 1 01
— = 11.3.11
922 v o’ ( )
where v2 = 1/(ep). For a forward propagating pulse having the form
V(z,t) = F(z—ut)
the corresponding current pulse is described by
1 V(z,t
I(z,t) = —F(z—vt) = (z,t) , (11.3.12)
Zy Zy

where the characteristic impedance for a co-axial cable is given by Equation (11.18). For a backward propagating potential pulse of
the form

V(z,t) = G(z +vt)
the corresponding current pulse is described by

1(z, t) = _ZLOV(z,t) - _G(Zz—t"t). (11.3.13)
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In the above equations F(z-vt) and G(z+vt) are arbitrary functions of their arguments.

This page titled 11.3: Co-axial Cables is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and
Bretislav Heinrich.
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11.4: Transmission Lines in General
Relations similar to Equations (11.3.8,11.3.9, and 11.3.10) are valid for a transmission line constructed of arbitrarily shaped

conductors. In the general case it is convenient to describe the properties of a lossless line in terms of the inductance per unit
length, L. Henries/m, and the capacitance per unit length,

V(z) V(z+dz)
I(z) I(z+dz)

z £+dz

Figure 11.4.6: Schematic diagram of a general transmission line. The line is characterized by an inductance per unit length, L
Henries/m, and a capacitance per unit length, C Farads/m.

C Farads/m. One can write the appropriate transmission line equations using ordinary circuit theory. If the current on the line
changes with time there will be a voltage drop in going from z to z+dz along the line, see Figure 11.4.6). This drop in potential is
due to the line inductance. One can write

ol
dV = —Ldz (E) .
Thus it follows that
N _ g <§>, (11.4.1)
0z ot

If the potential difference between the two conductors on the transmission line changes with time the current at z+dz will be a little
smaller than the current at z because some current is shunted through the capacitive coupling between the electrodes. Therefore

dl = —Cdz (8—V) ,
ot
or
ol oV
5, =C ( o ) . (11.4.2)

Notice the similarity in form between Equations (11.4.1and ??7) and Equations (11.2.1 and 11.2.2). The above two equations can
be combined to give

o2V %1 R
=-L =LC— 11.4.3
0z? Ot0z o2 ( )
21 2 2I
9T _ o0V 101
0z? 0t0z o2
Notice that these equations have the same form as do Equations (11.3.8). It follows from this similarity that
1
LC=—
v2
or
1
I —. 11.4.4
VT 1IC ( )
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The velocity of propagation along the transmission line is independent of the line geometry and is determined only by the dielectric
constant and the permeability of the medium that carries the electric and magnetic fields that characterize the propagating
disturbance. For a uniform medium

9 1
vV o =—.
QL
It follows from this, plus Equation (11.4.4), that
LC =ep, (11.4.5)
a relation that is not a priori obvious. It also follows from Equations (11.4.1and 777) that the characteristic impedance of the line
is given by
1 L
Zo=Lv=—=4/=. 11.4.6
A A X¢ (11.4.6)

The characteristic impedance does depend upon the geometry of the transmission line.

It is perhaps worth emphasizing the physical picture of the manner in which a pulse of charge is propagated along a transmission
line, see Figure (11.4.7). In Figure (11.4.7) the upper electrode has a positive potential with respect to the lower electrode in the
region where the charge patch is located. The electric field is terminated by a patch of charge on each metal electrode surface: this
charge is of one sign on the upper electrode and of opposite sign on

Y

T

Figure 11.4.7: Pulses propagating along a transmission line. (a) A forward moving pulse. (b) A backward moving pulse.

the other electrode as shown schematically in Figure (11.4.7). The charge patches move down the line with the velocity v
characteristic of the wave velocity in the medium between the electrodes. At any section of the line the current on either electrode
is zero until the charge patch arrives. Current is the rate at which charge is transported past a particular point, therefore the current
at some point on the electrode is the product of the velocity and the charge density per unit length of line. It is clear from Figure
(11.4.7(a)), which depicts a positive voltage pulse moving to the right, that the current in the upper electrode will be positive,
whereas the current pulse carried by the lower electrode will be negative because negative charge is flowing from left to right.
Similarly, if the pulse is moving from right to left the current flow in the upper conductor will be negative because positive charges
are flowing in the negative z direction. At the same time, the current in the bottom electrode is positive because negative charges
are flowing from right to left. For a positive voltage pulse moving from left to right one adopts the convention that the associated
current pulse is positive. For a positive voltage pulse moving from right to left one adopts the convention that the associated current
pulse is negative.

This page titled 11.4: Transmission Lines in General is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F.
Cochran and Bretislav Heinrich.
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11.5: A Terminated Line

Any discontinuity in the properties of a transmission line results in a reflected pulse and a transmitted pulse whose amplitudes are
smaller than the original pulse amplitude. In order to see how this comes about, consider a few simple cases

(i) Two pulses of identical shape, but mirror images, propagate towards one another on an infinite line, Figure (11.5.8(a)). The
experiment is set up so that the pulses collide at z=0. Maxwell’s equations are linear, and we assume that the dielectric and
magnetic response of the material of which the line is made is also linear. For linear response, the total potential difference at any
point is just the sum of the potential differences associated with the two pulses; similarly, the current at any point on the line is the
sum of the currents in the individual pulses. In particular, at z=0 where the two pulses collide the current is zero! The pulses pass
through each other without interacting. During the overlap time, the voltage at z=0 will be twice as large as it would be for a single
pulse. The system of two pulses shown in Figure (11.5.8) satisfies the boundary conditions at z=0 for an open line, i.e. I=0. It can
be deduced from this that an observer placed to the left of the point z=0 could not tell the difference between an experiment in
which a single pulse is injected into a line that is open (i.e. terminated by an open circuit) at z=0 or an experiment in which two
mirror image pulses are injected into an infinite line from opposite directions.

Another way of obtaining this result starts from the general expressions for the voltage and current on a transmission line,
V(z,t) =F(z — vt) + G(z + vt),
and
I(z,t) =F(z —vt)/Zog — G(z +vt)/Zo.
The current must be zero for all times at an open circuit, i.e. at that point on the line
I=0=(F—G)/Z,.

It follows from this that at the open circuit F=G for all times, and therefore the reflected pulse at any time, G(z+vt), must be the
mirror image of the incident pulse F(z-vt) where the mirror is located at the position of the open circuit.

@ 0 11.5.1 https://phys.libretexts.org/@go/page/22731


https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/22731?pdf
https://phys.libretexts.org/Bookshelves/Electricity_and_Magnetism/Book%3A_Applications_of_Maxwells_Equations_(Cochran_and_Heinrich)/11%3A_Transmission_Lines/11.05%3A_A_Terminated_Line

LibreTextsw

N Y

v ! v
—b'l"—
|
PARNAN
() : 2
14 v |
— -
|
I\
: -
|\/z
v
|
|
Vi v ! v
|
|
[N+ 7
(b) : z
14 ! v
| -
)
|
I
\/I
v

Figure 11.5.8: Pulses on an infinite transmission line. (a) Before the collision. (b) After the collision.
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Figure 11.5.9: Pulses on an infinite transmission line. (a) Before the collision. (b) After the collision.
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(i) Two pulses of identical shape, but one pulse is a mirror image of the other and is inverted as shown in Figure (11.5.9), are
launched towards one another on an infinite line. They collide at z=0. Because the system is a linear one the pulses simply pass
through one another without interacting in any way. In this case the potential difference at z=0 always remains equal to zero
because the two voltage pulses cancel one another. On the other hand, the two current pulses add, so that at z=0 the current
becomes twice as large as it would be for the passage of a single pulse. Thus these two counter propagating pulses satisfy the
boundary conditions at z=0 required for a short circuit, i.e. at z=0 one has R=V/I=0. We can deduce from this thought experiment
that a pulse is inverted upon reflection from the end of a shorted line.

The principle illustrated by these two examples can be extended to cover the case of a line terminated by an arbitrary resistance R
Ohms. Let the incident pulse have an amplitude V, Volts. Let the amplitude of the reflected pulse be Vi Volts. The corresponding
currents are Iy = Vy/Zy and Iz = —VRr/Z; the latter current is negative because the pulse is propagating from right to left. Suppose
that the pulses collide at z=0. At z=0 one has, by superposition,

V=Vy+Vg
and
Vo Vr
I=)+Ig=— — —.
o +1r Zo Zo

But we require R=V/I at the point z=0. Therefore

Vo+Vr
R=7Zy ——— ).
O(Vo—VR)

This equation can be solved in order to find the amplitude of the reflected pulse and the reflection coefficient, p = Vi/V:

Ve\ _ (R/Z)-1)
p= (V—0> B(AEDL (11.5.1)

The two cases explicitly treated above are contained in Equation (11.5.1) as limiting cases: if R — oo then p — +1, and the voltage
pulse is reflected without a change in amplitude and with no change in sign; if R - 0 then p — -1, and the voltage pulse is
reflected without a change in amplitude but the pulse is inverted. On the other hand, if R = Z, there is no reflected pulse because p
= 0: the pulse is completely absorbed by the terminating resistance. A line terminated by a resistance equal to the characteristic
impedance of the line looks like an infinite line to the generator.

This method for dealing with a discontinuity on the line can be extended to treat a capacitive or an inductive termination. At a
capacitor one requires

Q=CV
or
_do_ av
t dt

Butl=1Iy+Igand V = Vy + Vg, so that

Iy+Ig =— o + a2t

Vo Ve _(dVo , dVg
Zo  Zo '

This relation gives a differential equation from which Vg(t) can be calculated from the known time dependence of the initial pulse

Vo(b):
dVR 1 _ dVO 1
T + (C—ZO) Vg = It + (CZO) Vo(t). (11.5.2)

As an example, consider an incident rectangular pulse whose time dependence is shown in Figure (11.5.10). The derivative of a
rectangular pulse consists of two very sharp impulses; one impulse is associated with the leading edge at t=0 where dV/dt = Vi (t),
and the other impulse is associated with the trailing edge at t=T seconds where dV/dt = —=Vd(t — T). In the time interval from t=0
to t=T the reflected pulse amplitude at the termination is given by (from Equation (11.5.2))
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Vg (t) = Vo —2Vjexp(—t/7),

where 7 = CZj. At t=0 the reflected voltage pulse has the amplitude Vg = —V: this makes sense because the initially uncharged
capacitor looks like a short circuit. The capacitor charges at a rate determined by the time constant 7 = CZ, until the voltage across
it reaches the value 2Vy: it then looks like an open circuit because it can accept no more charge. When the capacitor is fully
charged and becomes equivalent to an open circuit the reflected pulse amplitude becomes equal to the incident pulse amplitude and
the potential drop across the capacitor is V = V + Vg = 2V. (It has been assumed that

W(t L
® v,
(a)
=T Time
dv/dt
Vo 8(t)
=T
; Time
- Vo (1)
4
Vrit) = 2VDE—(t—TJ it

(b) Vo ‘/—I
I
I

=T Time

-V

Vr(t) = Vg - 2vge-t/t

Figure 11.5.10: The reflection of a rectangular pulse from the end of a transmission line terminated by a capacitor C Farads. (a)
The input pulse plus it’s derivative. (b) The reflected voltage pulse. The input pulse duration is assumed to be long compared with
the decay constant 7 = CZ,,.

the width of the pulse, T, is much longer than the time constant 7 = CZ). At the end of the incident pulse, t=T, the capacitor,
charged to a potential difference of 2V, Volts, just discharges into the line with a time constant 7 = CZ, and therefore

VR (t) =2Voexp(—[t —T]/7)
fort>T.

Similar arguments can be used to discuss a line terminated by an inductor whose resistance is much smaller than the characteristic
impedance, Z,. The potential drop across an inductor is related to the current passing through it by the relation

V:L(%). (11.5.3)

But at z=0 on the cable where the pulses overlap

Vo Vr
I=lj+lg=———
o +1r ZO ZU,
and
V =V,+ Vg,

where V((t) is the amplitude of the incident pulse and Vg(t) is the corresponding amplitude of the reflected pulse. From the
boundary condition Equation (11.5.3) one obtains
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L [dV, dVg
Vo(t) +Vr(®) Zg( dt dt )
or
dVg Vg [ dV,
T T —( g ) Vo/, (11.5.4)

where 7 = L/Z,. The time variation of the incident pulse at z=0 is known so that the differential Equation (11.5.4) can be solved for
the time variation of the reflected pulse using the condition that Vi(t) is identically zero for times before the incident pulse arrives
at the termination. Consider, as an example, the rectangular pulse of duration T, shown in Figure (11.5.11), where the length of the
pulse T is much longer than the time constant 7 = L/Z,. The derivative of the incident pulse is zero everywhere except at t=0 where
dVy/dt = Vyé(t), and at t=T where dVy/dt = =V é(t — T). These impulses produce steps in

Vit A
(Y] v,
(a)
t=T Time
dVidt
Vo (1)
=T
* Time
'Vo a(t)
A
V(D)
Vo 3 o
(b) Veit) = 2vge (t-T1/t — vy,
< It Time
|
YR S N — \
0
Ve (t) = - 2'\;’.;;.9_{'-"1‘};'1

Figure 11.5.11: Reflection of a rectangular pulse from the end of a transmission line terminated by an inductance L Henries. (a)
The input pulse plus its derivative. (b) The reflected voltage pulse, V. It has been assumed that the length of the input pulse is
much greater than the time constant 7 = L/Z.

the reflected voltage, Vg, of +V; at t=0 and of -V, at t=T. The reflected pulse amplitude at t=0 is +V because initially the inductor
looks like an open circuit since there is no current flow. Eventually the current through the inductor builds up to a steady state value
and the voltage drop across the inductor becomes zero; at this point the inductor looks like a short circuit so that the reflected
voltage pulse amplitude is Vg = —V,. The time variation of the reflected voltage pulse is

Vg (t) =2V exp(—t/7) — Vy,

for 0 <t < T. Immediately after t=T seconds the driving pulse has become zero, and so the energy stored in the inductor decays into
the transmission line at a rate determined by the inductance and the characteristic impedance, Z:

Vg (t) = —2Vyexp(—[t —T]/7),

for t > T. The reflected pulse has a negative voltage because because the collapse of the magnetic field in the inductor coil operates
to maintain a positive current flow. In a reflected pulse a positive current flow is associated with a negative voltage.

The above methods can be extended to treat a transmission line terminated by an arbitrary impedance.
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This page titled 11.5: A Terminated Line is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and
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11.6: Sinusoidal Signals on a Terminated Line

Let a transmission line having a characteristic impedance Zy be used to connect a sinusoidal signal generator to a load, Z, as
shown in Figure (11.6.12). In phasor notation the generator voltage may be written

Ve (t) = Vo expliwt]; (11.6.1)

this corresponds to a real time variation cos wt. A positive sign has been used in the phasor exponential in accord with the usual
engineering convention for the description of alternating current circuits. The potential difference at any point along the line will
consist of a forward propagating wave plus a backward propagating wave due to a reflection from the load. Recall that the current
and potential waves must be functions of (z-vt) and (z+vt) in order to satisfy Maxwell’s equations (11.3.8). The forward

propagating voltage wave
|<7 z —»‘

Generator

Vg =V eiot

o

Figure 11.6.12: A transmission line of length L meters is used to connect a sinusoidal generator to a load impedance Z;, Ohms.

must therefore have the form
Vi(z,t) = a exp(—iE [z — vt]) = aexp(—iﬂ) exp(iwt),
v v

and the reflected wave must have the form
LW Wi .
V. (z,t) =bexp (z— [z + vt]) =bexp (z—) exp(iwt),
v v

where a,b are constants that must be determined from the generator potential and from the boundary conditions at the load, i.e. Z;, =
V/I. It is customary to write k = /v, where o = 27rf and where v is the velocity of a pulse on the cable. The potential difference at
any point along the line is given by

V(z,t) = (aexp(—ikz) +bexp(+ikz)) exp(+iwt), (11.6.2)

and the current is given by

I(z,t) = ((z%) exp(—ika) — (z%) exp(+ikz)) exp(+iwt). (11.6.3)

The expression (11.6.3) for the current follows from Equation (11.6.2) for the voltage combined with the transmission line
characteristic impedances for forward and backward propagating waves, Equations (11.2.8) and (11.2.9). At the generator, assumed
to be located at z=0, one has

Vo=a+bh.
At the load, assumed to be at z=L, one has
V/1=17,

or

(S vesay) - ()
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The above two equations can be solved to give

z
(%Jrl)Vo

a =
((+1)+(%-1) exp(-2ikL))
(ﬁ—g - 1) Vo exp(—2ikL)
b= P 2 . (11.6.4)
L L .
((£+1)+(% 1) exp(-2ikL))
The impedance as seen by the generator can be obtained from the voltage and the current at z=0:
Zg = V(z=0) = AL Zy,
I(z=0) [a—D]
or
Z Z .
7o (ﬁ +1) + (Z—E — 1) exp(—2:kL)
7 B z 7 . ’
0 ((Z—z + 1) — (Z—E — 1) exp(—27,kL))
Or, introducing the reduced impedance zg = Z;/Z, and the new variable I', where
= 1
r=-2 = <ZL ) (11.6.5)
g zr, +1
Zo
one finds
( 1+ Iexp(—2ikL) ) ( exp(+ikL) + I exp(—ikL) ) (11.6.6)
Z — = . U
¢ 7 1 -Texp(—2:kL) exp(+ikL) — I exp(—ikL)

In the above development it has been assumed that the cable is lossless.

The expression for the load on the generator, Equation (11.6.6), is rather complicated but it should be clear that the impedance as
seen from the generator may be quite different from the load impedance especially if the length of the cable, L, is comparable to, or
larger than, the wavelength of the disturbance on the cable, A, where

k:T:w/v.

A few concrete examples may help to form a picture of how a cable can be used to transform a load impedance.

11.6.1 Case(1). A Shorted Cable.
For this case Z; =0 and I'= -1 from Equation (11.6.5) so that

First of all, notice that the impedance as seen from the generator is not in general equal to zero: in fact, when the cable length is
such that kL.=n/2, 37/2, 57/2, etc. the generator appears to be attached to an open circuit! If cable losses are taken into account (see
below), the load on the generator will be finite at these lengths but large compared with the characteristic impedance providing that
the line is not too long. The condition kL=7/2 corresponds to a cable that is a quarter wavelength long, L=A/4. Secondly, if the
impedance as seen from the generator is not zero (i.e. L not a multiple of a half-wavelength) or infinite (L an odd multiple of a
quarter wavelength) it appears to be a pure reactance if the cable is lossless. This makes sense since a lossless cable and a lossless
load cannot absorb any energy from the generator. For example, if kL=n/4, L=M/8, the impedance at the generator is Zg = +iZ¢, and
therefore the generator looks into a purely inductive load.

11.6.2 Case(2). An Open-ended Cable.

For this case ZL = oo and therefore I' = +1 from Equation (11.6.5). The reduced impedance at the generator terminals is given by

1 +exp(—2ikL)

- = —i cot kL.
1 —exp(—2:¢kL)

ZG
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The generator load appears to be an open circuit if the length of the cable is a multiple of a half-wavelength. A cable whose length
is an odd multiple of a quarter wavelength presents a short circuit to the generator. For other cable lengths the generator would
appear to be connected to a capacitor or an inductor according to whether cot kL. was positive or negative.

11.6.3 Case(3). The Cable is Terminated by the Characteristic Impedance.

For this case I = 0 from Equation (11.6.5) and therefore the impedance at the generator is zg = 1, or Z = Z,. The load across the
generator is independent of the length of the cable.

11.6.4 Case(4). A Purely Inductive Load.

Let the inductor be such that Z, = iLw is equal in magnitude to the characteristic impedance, Zg. Then z;, = Z1/Z( and therefore

i—1
i+1

+1.
The normalized load on the generator, from Equation (11.6.6), is

_ Zg _ ( 1+sin2kL +icos2kL
" Zo \ 1—sin2kL—4cos2kL /°

ZG

In the limit as k;, — 7/4 (L — A/8) the generator appears to be attached to an open circuit. However, for a quarter wavelength line,
kL = 7/2, the generator load appears to be due to a pure capacitance such that 1/Cw = Zy. For kL=37/4, L. = 3\/8, the generator
looks into a short circuit. Finally for a half-wavelength cable the generator sees a an inductive reactance such that Lo = Zy. As the
cable length is increased further the whole cycle is repeated.

11.6.5 Case(5). A Purely Capacitive Load.
Let the capacitor be such that Z;, = —i/Cw has the magnitude of the characteristic impedance, Zy. For this case z;, = Z1/Z¢ = —i, and
zr, —1

1

The normalized impedance as seen by the generator is given by

Zg [ 1—sin2kL —icos2kL
Zo \ 1+sin2kL+icos2kL /'

g —

This case is very similar to that of the cable terminated by an inductor. For kKL.=7r/4, L=M/8, the generator is short circuited because
zg = 0. For a quarter wavelength line, kL.=7/2, the generator looks into a pure inductance, zg= +i. For kL=37/4, L=3M/8, one finds
that zg — o0 so that the generator appears to be looking into an open circuit. Finally, for a half-wavelength line, kL=, the same
effect is obtained as if the load were connected directly across the generator. The whole cycle is repeated as the cable length is
increased.

11.6.6 Summary
The following conclusions can be drawn from the above examples:

1. A cable acts like an impedance transformer.
2. A lossless cable whose length is an integral number of half-wavelengths long effectively places the load directly across the
generator terminals, i.e. Zg = Z;.
3. A lossless cable whose length is an odd multiple of a quarter wavelength acts like an impedance inverter. For this case exp
(—2ikL) = —1 so that from Equation (11.6.6)
1-T'
g — m =1 / 7r,.
The formula for the impedance at the generator terminals in terms of the load impedance and the length of the cable that connects
the load to the generator, Equation (11.6.6), is very complicated. Graphical methods have been developed for determining the load
on the generator given the load impedance, ZL, and the characteristics of the transmission line. A very common method is based on
the use of a Smith chart: it is described in detail in the book ”Microwave Measurements” by E.L.Ginzton, McGraw-Hill, New
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York, 1957; section 4.9. The need for a graphical technique has become very much less pressing now that digital computers have
become readily available.

This page titled 11.6: Sinusoidal Signals on a Terminated Line is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by
John F. Cochran and Bretislav Heinrich.
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11.7: The Slotted Line

A slotted line is a section of a co-axial cable that uses air as a dielectric medium and in which a narrow slot has been cut along the
length of the outer conductor; the slot is sufficiently narrow so that its presence does not appreciably affect the electric field
distribution between the conducting cylinders which form the walls of the cable. A thin pin is inserted through the slot and is used
to pick up a signal that is a measure of the electric field strength in the co-axial cable. This pin is mounted on a carriage whose
position along the slotted line can be accurately measured. A picture and a sketch of a slotted line can be found in Ginzton’s book
(see his Figures (5.11) and (5.12)). The signal picked up by the probe pin is usually rectified by means of a high frequency diode
and it is the resulting dc signal that is measured. The dc signal provides a measure of the amplitude of the potential difference at
any point along the slotted line. If the signal picked up is very small, less than ~1 mV say, the dc signal provides a measure of the
time averaged square of the potential difference between the outer and inner conductors; in many instances the signal picked up is
greater than 10 mV, and in such cases the high frequency diodes commonly used for such measurements produce a dc signal that is
proportional to the root mean square of the potential difference between the outer and inner conductors. If the slotted line is used to
connect a generator operating at a fixed frequency with a load that is different from the characteristic impedance of the line, the
rectified probe signal will be found to exhibit a sinusoidal variation between a maximum signal and a minimum signal as the probe
is moved along the line. The ratio of the maximum signal to the minimum signal as the probe is moved along the slotted line
provides a measure of the ratio of the forward wave amplitude to the reflected wave amplitude, i.e. the amplitudes a and b of
Equation (11.6.2) that describes the position dependence of the voltage along the cable.

From Equation (11.6.2)
) b ) .
V(z,t) = aexp(—ikz) [ 1+ gexp(2zkz) exp(iwt),

where, from Equations (11.6.4)

b L1
(—) =2 exp(—2ikL).
a Zo g
Zo
But by definition, Equation (11.6.5),
Z 1
T =T exp(i6) = | =— |,
7 +1
0
or, in terms of the normalized impedance
7y,
7, = —
L 7o
one has
r— (2L 2 p)exp(in) (11.7.1)
= | —— | =|I'| exp(ih). 7.
7z, +1 P

The ratio (b/a) can be written

() = rlesp(-ifzrz o),
from which one obtains
V(z,t) = aexp(—ikz)(1 + |T'| exp(i[2k(z — L) 4 6])) exp(iwt),
and
V*(2,t) = a* exp(-+iks) (1 + |T| exp(—i[2k(z — L) +6])) exp(—ict),

where V* (z,0) is the complex conjugate of the potential function V(z,t). The time averaged value of the square of the voltage is
given by
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1
<V?>= SReal(VV),
or

2
<V? >:%(1+|F|2+2|F|cos(2k[z—L]—1—0)) . (11.7.2)

The maximum value of < V2 >, or of 4/< V2 >, occurs at those positions z such that (2k[z — L] + 8) = 27n where n is an integer.
These maxima are spaced a half-wavelength apart; the variation of the pick-up signal as the probe is moved along the slotted line
provides a direct measure of the wavelength of the radiation. The maximum value of the root mean square potential difference is

vy, =2
V<V >)max—\/§(1+|1“|).

The minimum value of the pick-up signal occurs at those positions such that (2k[z — L]+8) = 7m where m is an odd integer: these
minima are also spaced one half-wavelength apart. At a minimum the root mean square voltage is

JevESy . el
V<V >)mln_ﬁ(1 T)).

The ratio of these two voltages is called the ”Voltage Standing Wave Ratio” and is usually designated by VSWR:
1+

VSWR = . (11.7.3)
1T
This expression can be inverted to give
VSWR -1
VN= 77— 11.7.4
T (VSWR+1) (11.7.4)

The Voltage Standing Wave Ratio, which can be easily measured by means of a slotted line, provides information about the load
impedance through the absolute value of the parameter I' = (z;, — 1)/(zg, +1). In order to determine the phase of the load impedance
it is also necessary to measure the phase of the parameter I': from the definition of T'

7y, 14T
= Z = (ﬁ) . (11.7.5)

Thus a knowledge of the amplitude and phase of I" serves to determine the amplitude and phase of the load impedance, Z;. The
phase of I" can be obtained from the position of the voltage maximum or minimum on the slotted line; it is preferable to use the
position of the minimum because the position of a minimum signal can be measured much more accurately than the position of a
maximum signal.

7L,

The structure of the relationship between the complex number I' and the complex load impedance, z;, = Z1/Zy, is such that for a
load impedance

having an inductive component the phase angle 8 must lie between 0 and 7 radians, whereas for a load impedance having a
capacitive component the phase angle 8 must lie between 0 and —7 radians. As an example consider a purely inductive load such
that z;, = +if. For this case

= ﬂ
1+
The numerator of I' may be written
N =4/1+ 5% exp(i[r — ¢]),
where tan ¢ = . The denominator of I may be written
D =,/1+p" exp(ig),

where, as above, tan ¢ = . Thus for this example
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T = exp(i[r —2¢]),

where for § - 00 — ¢, and for 3 very large 6 — 0. This case is a special one but using complex algebra it can be shown that 6
must lie between 0 and ¢ radians for any load having an inductive component. Consider the position of a minimum in the slotted
line voltage corresponding to an inductive load. From Equation (11.7.2) one of the minima occurs at position z when

2k(z—L)+0=m,
or since k = 2¢/A, the minimum occurs at

(r—6)

A.
4w

z=L+

The position of this particular minimum ranges from z=L for 8 = w to z = L. + (\/4) for 8 = 0. Clearly one cannot measure the
position of this minimum because it lies outside the slotted line (z>L). However, the pattern described by Equation (11.7.2) repeats
itself every half wavelength along the slotted line. Therefore one has only to measure the position of the voltage minimum relative
to a position, z,, located exactly one half wavelength from the end of the slotted line. This position, z,, can be found simply by
locating the position of the appropriate minimum signal when the load impedance is replaced by a short circuit. The condition for
the position of a minimum voltage with the load in place can then be written

2k(z—z)+0=m
and therefore

szf%(zfm), (11.7.6)

where z > 7, for a load having an inductive component.

For a load having a capacitive component consider the minimum corresponding to
2k(z—L)+0=—~.
This minimum in the standing wave voltage occurs at

m+0
z=L— ( ) A

4
Since 0 lies between 0 and —7 radians for this case the position of the minimum varies from z = L — A/4 to z=L. In other words the
position of the minimum is shifted towards the generator. This minimum is accessible on the slotted line but it is more convenient
to measure the position of that particular minimum that is located near z, the position that is a half wavelength removed from the

end of the slotted line. The condition that describes the position of the minimum that lies within A/4 of z, is given by

2k (z—29)+60=—m,

and therefore

4
0=—m+ Tﬂ(m—z), (11.7.7)

where for an impedance having a capacitive component z, > z.

Recapitulation

In order to determine an unknown impedance using a slotted line one must obtain the amplitude of the parameter I'" from the
voltage standing wave ratio, Equation (11.7.4), as well as the phase of I" from the position of a voltage minimum on the slotted
line. The phase of I, 8, can be determined from the position of the minimum, z, relative to a position, z,, located exactly A/2 from
the end of the slotted line. The position of z; is determined by the position of the appropriate minimum when the slotted line is
terminated with a short circuit. With the slotted line terminated by the unknown impedance one looks for a voltage minimum
located within A/4 of the shorted position z,. If the position of this minimum is displaced from z, towards the load then that
impedance has an inductive component and the phase angle 6 is to be calculated using Equation (11.7.6). If the position of the
minimum is displaced from z, towards the generator then the load has a capacitive component and the phase angle 0 is to be
calculated using Equation (11.7.7).
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11.8: Transmission Line with Losses

The voltage and current on a lossless transmission line must satisfy the following equations:

0%V 0%V

8z2 :Euow, (1181)
%I %I

— = €Uy —.

52 M

These are a direct consequence of Maxwell’s equations. Strictly speaking, they are only correct providing that €, the dielectric
constant, is truly a constant and therefore independent of frequency. Even the best of dielectric insulating materials exhibit some
losses that are frequency dependent: in many cases the imaginary part of the dielectric constant is proportional to the frequency. For
a time dependence exp (int) the above two equations, (11.8.1), become

o’V

e = —eupw?V, (11.8.2)
27

% = 76/1'0"‘)2-[’
z

where € may have real and imaginary parts, both of which will depend upon the frequency. Solutions of Equations (11.8.2) that are
harmonic in space, i.e. V and I are proportional to exp (—ikz), must be described by a wave-vector k that satisfies the condition

I = epge?,

In the presence of dielectric losses € will in general be a complex quantity, and therefore so also must the wave-vector be complex :

k = +w, /iy (11.8.3)
so that
k =+ (k; —iky). (11.8.4)

The general solutions of the wave equations (11.8.2) for the voltage and current on the transmission line in the presence of a lossy
dielectric can be written

V(z,t) = [aexp(—kaz) exp(—ik;z) + bexp(ksz) exp(ik;z)] - exp(iwt), (11.8.5)

I(z,t) = Zio [aexp(—koz) exp(—ik;z) — bexp(kqsz) exp(ikiz)| exp(iwt),

where (ky/k1) < 1 for a high quality cable, and ki, k; are the real and imaginary parts of the wave-vector. Notice that k, must be
positive in order that the amplitude of the forward propagating wave decays with distance.

In actual fact, part of the energy loss as a wave propagates down a transmission line is due to Ohmic losses in the skin-depth of the
conductors: i.e. the metal electrodes do possess a finite conductivity and therefore there are energy losses due to the shielding
currents that flow in them. It can be easily shown, using the methods of Chapter(10), that the rate of energy loss in each conductor
per unit area of surface is given by

1 Jwuo

2 2
<Sp>=—,/—|H Watts /m”°.
< Sy > is the time averaged Poynting vector component corresponding to energy flow into the conductor surface, oy is the dc
conductivity of the metal wall, Hy is the magnetic field strength at the conductor surface, and o = 2xf is the circular frequency.
This energy loss must be added to the energy loss in the dielectric material. The conductor losses can be taken into account by

increasing the imaginary part of the wave-vector, kp, in Equations (11.8.5). One can write
V(z,t) = [aexp(—az) exp(—ikiz) + bexp(az) exp(+ik; z)] exp(iwt) (11.8.6)

I(z,t) = Zio[aexp(—az) exp(—ik;z) — bexp(az) exp(+ik;z)| exp(iwt)

where « is an empirical parameter whose frequency dependence can be measured for a particular cable. The constants a,b in (
11.8.6) must be adjusted to satisfy the boundary condition at the position of the load; i.e. at the load Z; = V/I. For a cable having a
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characteristic impedance Zg that connects a generator at z=0 with a load at z=L this condition requires

7y, [ aexp(—al) exp(—ik; L) + bexp(aL) exp(ik; L)

Zy aexp(—aL)exp(—ik;L) —bexp(aL)exp(ik;L) |’
from which
b Zr,—1
—= [ L - 1] exp(—2aL) exp(—2ik; L).
a Z(]
Using the previous notation z; = Z;/Z, and zg = Zg/Z, and
zL — 1 .
=——=|T 0
L =Tl exp(i0)

one finds

14T exp(—2aL)exp(—2ik; L)
1 —Texp(—2aL) exp(—2ik; L)

zZg = . (11.8.7)
Equation (11.8.7) shows that the impedance seen by the generator approaches the characteristic impedance of the cable if the load
is connected to the generator through a cable that is long compared with the attenuation length (1/cv).

Characteristics for a few representative co-axial cables are listed in Table(11.8.1), and their attenuation lengths at a number of
frequencies are listed in Table(11.8.2). The length of cable for which the amplitude of a voltage pulse is attenuated to (1/e)= 0.368
of its original amplitude is given by (1/c). For example, this attenuation length is 9.8 meters for RG-8 cable at 5 GHz.

The attenuation parameter, c, for the cables listed in Table(11.8.2) are observed to be approximately proportional to 4/w, and this
suggests that most of the losses in these cables is due to eddy currents in the conductors.

Cable | Outer Diam. | Characteristic Velocity | Capacitance
in inches | Impedance,Ohms | m/sec Farads/m

RG-8 0.405 52 1.98 x 10% | 96.8 x 107**

RG-58U 0.195 53 1.98 x 10% | 93.5 x 1072
RG-59U 0.242 75 1.98 x 10® | 68.9 x 1072
RG-62U 0.242 93 2.52 x 108 | 44.3 x 10712
RG-174U 0.100 50 1.98 x 10% | 98.4 x 10712

Table 11.8.1: Characteristics of some commonly used commercial co-axial cables. The dielectric material between the conductors
is polyethylene. The data was taken from the 1985/86 catalogue of RAE Industrial Electronics Ltd., Vancouver, BC.
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Cable 1.0 10.0 50.0 100 200 400 1000 | 3000 | 5000
RG-8 5.67 2.08 4.91 7.18 1.02 1.55 0.030 | 0.060 | 0.102
x107 | x107% | x107* | x107% | x1072 | <1072
RG-58U 1.25 4.72 1.19 1.74 2.61 3.97 6.61 | 0.142 | 0.227
x1073 | x1073 | %1072 | x1072 | %1072 | x1072 | x1072
RG-59U 1.25 4.16 9.07 1.28 1.85 2.64 4.53 | 0.100 | 0.196
x107% | x107% | %1073 | %1072 | 1072 | %1072 | %1072
RG-62U 9.4 3.21 7.18 1.02 1.44 2.00 3.29 1 0.070 | 0.113
x107% | %1073 | x107% | x1072 | x107% | x107% | x10°?
RG-174U | 8.69 1.47 2.49 3.36 4.53 6.61 1.13 | 0.242 | 0.374
x107% | %1072 | x1072 | x1072 | x1072 | x1072 | x10°!

Table 11.8.2 Frequency dependence of the attenuation parameter o for some selected co-axial cables. V(z) = Vg exp (—az).
Frequencies in MHz. The data is taken from the 1985/86 catalogue of RAE Industrial Electronics Ltd., Vancouver, BC.

11.8: Transmission Line with Losses is shared under a not declared license and was authored, remixed, and/or curated by LibreTexts.

https://phys.libretexts.org/@go/page/23246



https://libretexts.org/
https://phys.libretexts.org/@go/page/23246?pdf
https://phys.libretexts.org/Bookshelves/Electricity_and_Magnetism/Book%3A_Applications_of_Maxwells_Equations_(Cochran_and_Heinrich)/11%3A_Transmission_Lines/11.08%3A_Transmission_Line_with_Losses
https://phys.libretexts.org/Bookshelves/Electricity_and_Magnetism/Book%3A_Applications_of_Maxwells_Equations_(Cochran_and_Heinrich)/11%3A_Transmission_Lines/11.08%3A_Transmission_Line_with_Losses?no-cache

LibreTextsw
CHAPTER OVERVIEW

12: Waveguides

A study of the propagation of electromagnetic waves through rectangular and circular hollow conducting pipes.
12.1: Simple Transverse Electric Modes
12.2: Higher Order Modes
12.3: Waveguide Discontinuities
12.4: Energy Losses in the Waveguide Walls
12.5: Circular Waveguides

Thumbnail: Waveguide flange UBR320 for microwaves. (Public Domain; Catslash via Wikipedia)

This page titled 12: Waveguides is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and Bretislav
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12.1: Simple Transverse Electric Modes

Consider two infinite plane waves of circular frequency  oscillating in phase, and such that their propagation vectors lie in the x-z
plane and make the angles 6 with the z-axis: one wave has a positive x-component of wavevector, the other has a negative x-
component of wave-vector, as illustrated in Figure 12.1.1 Explicit expressions for the electric and magnetic field components of
these waves for the case in which the electric field in each wave has the same amplitude and is polarized along the y-direction are
as follows:

Wave Number (1)
Ey1 = E exp(ixksin ) exp(i[zk cos 0 — wt]),

E
Hgy=- 70005 O exp(ixk sinf) exp(i[zk cos O — wt)),

E
H, = %sin@ exp(ixk sin ) exp(i[zk cos § — wt]),

Wave Number (2)
Eyy = Eg exp(—ixksinf) exp(i[zk cos § — wt]),

E

Hyp=-— 70 cos fexp(—ixk sin 6) exp(i[zk cos 0 — wt]),
E

H,, = —%sin&exp(—ixk sin 6) exp(i[zk cos 6 — wt]).

In writing these equations it has been assumed that the waves are propagating in a medium characterized by a real dielectric
constant €= ¢€€p, and a magnetic permeability p,. The wave-vector is k= ,/&(w/c), and the wave impedance is
Z = \/m/e="12Zy/,/& Ohms, where Zy = 377 Ohms. The above fields satisfy Maxwell’s equations. One can now introduce two
perfectly conducting infinite planes that lie parallel with the xz plane and which are separated by an arbitrary spacing, b. The plane
waves of Figure 12.1.1still satisfy Maxwell’s equations between the conducting surfaces: they also satisfy the required boundary
conditions on the electric and magnetic fields. In the first place, there is only one electric field component, E,, and it is normal to
the conducting planes, consequently the tangential component of E is zero on the perfectly conducting surfaces as is required. In

the second place, the magnetic field components lie parallel with the conducting planes so that the normal component of H is zero
at the perfectly conducting planes as is required by the considerations discussed in Chpt.(10). The total electric field at any point in
the space between the two conducting planes is given by

Ey =Ey1 +Ey9,
or
E; = 2E, cos(xk sin ) exp(i[zk cos 6 — wt]). (12.1.1)
The components of the magnetic field are given by
2E 0
H, = —%cos(xksin@) exp(i[zk cos 6 —wt)]), (12.1.2)
and
2E( sinf
H,=+i %sin(xksin@) exp(i[zk cos 6 — wt]). (12.1.3)
Notice that E, and H, are both zero, independent of z, on the planes defined by (xk sin 8) = +7/2, +37/2, +57/2, etc, i.e. on the
planes
1 3
X = iz, i—ﬂ-, etc. | . (12.1.4)
ksinf 2 2
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X
A Wave #1
£ = ErEp (real) x
M= Ho Ey = Eg
E
Hp = ZO
® 0
k=\[8_r < -
0 z
7 = Ho :_ZO_ Ey:EO
e e,
E
Hg =E0 k
Wave #2

Figure 12.1.1: Two plane waves having the same frequency, oscillating in phase, and propagating in the x-z plane at an angle 6
with respect to the z-axis.

This means that the wave defined by Equations (12.1.1),(12.1.2), and (12.1.3) can propagate along the hollow rectangular pipe
bounded by perfectly conducting planes spaced b apart along the y-direction, and spaced a apart along the x-direction where a= m
7/(k sin 0), and where m is an odd integer, and yet satisfy the boundary conditions imposed by the presence of the perfectly
conducting surfaces. The distribution of the electric and magnetic fields across the section of the wave-guide formed by the
intersection of the four conducting planes is shown in Figure 12.1.2for the mode corresponding to k sin 8 = 7/a.

The width of the wave-guide along the x-direction, a, determines the propagation angle for waves that satisfy the boundary
condition Ey = 0 on x=+a/2:

T w
ksinf=m— =,/ (—) sin 6.
a “\¢
The component of the propagation vector parallel with the wave-guide axis, along z, is given by

ky; =kcost = /& (%) cosé.

The sum of the squares of these two components must be equal to the square

¥
y= b
Ey ar -Hy
-a/z 0 a/2 A
¥
v=Db
Hz
-a/zZ
a/z *
Y

Figure 12.1.2: The lowest frequency transverse electric mode (a TE mode) for a rectangular wave-guide whose cross-sectional
dimensions are a and b, where a is greater than b.

of the wave-vector k, where k =, /e;w/c:
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2
K=k sin 0 = (2)
c
from which
T\ 2 w2
where m is an odd integer.

The most important wave-guide mode is that for which m=1, the mode illustrated in Figure (12.1.2). In most applications the wave-
guide is filled with air for which ¢, = 1. For this m=1 mode, and assuming that (\epsilon_{r}\)=1.0, the fields are given by

E, = Acos( =) exp(i [kyz —wt]), (12.1.6)
B, = gt () cos( ) i i — ),
H, = z%(%) sin(%) exp(i [kyz —wt]),

where Zg = cuog = +/10/ €0 - The mode of Equations (12.1.6), Figure 12.1.2 is called a transverse electric mode, or a TE mode,
because the electric field has no component along the guide axis, i.e. no component along the direction of propagation of the wave-
guide mode. Notice that the ratio E,/H, = Z is independent of position inside the wave-guide; in particular, it is independent of
position across the wave-guide cross-section. The magnetic field H, is equivalent to a surface current density J; =H, Amps/m

= =
(from curl(H) = J f) , and E has the units of Volts/m. The wave impedance Z¢ = E,/H, therefore has the units of Ohms: it plays

a role for wave-guide problems that is similar to the role played by the characteristic impedance for transmission line problems.
The analogy between transmission lines and wave-guides is discussed in a very clear manner in the article ” The Elements of Wave
Propagation using the Impedance Concept” by H.G.Booker, Electrical Engineering Journal, volume 94, pages 171-202, 1947.

- = =

The Poynting vector, S = E x H , associated with the TEg mode, Equation (12.1.6), has two components:
Sy =EyH,,

and

S, = —E,H,.

The time averaged value of Sk is zero; this corresponds to the fact that no energy, on average, is transported across the guide from
one side to the other. There is a non-zero time average for the z-component of the Poynting vector corresponding to energy flow
along the guide:

1 1|A]? ( ckg 2 (X
It is useful to integrate the time-averaged value of the Poynting vector over the cross-sectional area of the wave-guide in order to
obtain the rate at which energy is carried past a particular section of the guide. A simple integration gives

e 2b JAF (ﬁ

b <S,>dx=

P 1 7y ) Watts . (12.1.8)

w

The time-averaged energy density associated with a wave-guide mode is given by

e e S S
E-D H-B

2 + 2 ’

1
<W >= EReal

or

1
<W >= ZReal(eEyE; + poH H; + poH,Hy). (12.1.9)
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For the fundamental TE1y mode, Equations (12.1.6), one obtains

o |A]°

€0 2 9 TTX
=7 A (_)
<W > 4| | cos . +4 7

(B) () (@) ()]

Integrate this energy density across a section of the guide in order to obtain the average energy per unit length of the wave-guide:

\[
(%)2 n (%)QD (12.1.11)

= aTbeg|A|2 Joules /m,

a/2 b
b/ <W > dx :%|A|2 <eo+ﬂ

a/2 Z(%

where we have used g/ Zg = €, and for a waveguide filled with air

(C—(lzg)2 + (:—:)2 — e —1.0.

The velocity with which energy is transported down the guide is called the group velocity, vg. The group velocity must have a value
such that its product with the energy density per unit length of guide, Equation (12.1.11), gives the rate at which energy is
transported past a wave-guide section, Equation (12.1.9): i.e.

abeo'A|2:a_b|A|2 (c_kg)

Ve 1 7 \w
Thus
ck
Vg =C (—g> m/sec. (12.1.12)
w
It is easy to verify by direct differentiation of Equation (12.1.5) that this velocity is also given by the relation
Ow
=—. 12.1.13
Vg akg ( )
Equation (12.1.13 is valid for an arbitrary relative dielectric constant: from (12.1.5)
c [ ckg
=——]. 12.1.14
=) (12.1.14)

The phase velocity, vphase, on the other hand is obtained from the condition
kez —wt = constant .
That is z must increase at the rate
Cdz w
Vphase = a = g

in order to remain on a crest as the wave propagates along the guide. As the guide wave-vector, K,, approaches zero the phase
velocity may become very large- much larger than the velocity of light in vacuum. This occurs because the phase velocity measures
the rate of propagation down the guide of two intersecting wave fronts as these waves bounce back and forth across the guide ( see
Figure (12.1.3)). This intersection velocity clearly becomes infinitely
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Intersection at t+At

Intersection @ t

Figure 12.1.3: The phase velocity along z is the velocity with which the intersection between two wavefronts propagates along the
wave-guide. This velocity, vphase = w/kg, becomes very large as 0 — /2.
large in the limit as the wavefronts become parallel with the guide axis, i.e. in the limit as the guide wave-number, kg, goes to zero.
The velocity of energy transport down the guide, the group velocity, goes to zero as 6 approaches 7/2, the condition corresponding
to waves that simply bounce forth and back along the x-direction between the perfectly conducting planes at x = +a/2. The group
velocity, the velocity with which information can be transmitted down the guide, is always less than the velocity of light in vacuum.

The frequency at which the group velocity goes to zero can be calculated from Equation (12.1.5) by setting kg = 0, since the group
velocity is proportional to kg from (12.1.14):

CcT

Wy = .
a./é

The wave-guide is a high pass filter that will transmit energy for frequencies larger than the cut-off frequency wp. For €, = 1 and
a=1 cm, the cut-off frequency is wy, = 9.42 x 10'° radians/sec. corresponding to a frequency of f=15 GHz.

It should be clear from the above construction that Equations (12.1.6) represents the solution of Maxwell’s equations for the TE,
mode that carries energy in the positive z-direction. The TE;, mode that carries energy in the negative z-direction is described by

E, = Bcos(%) exp(—i [kyz +wt]), (12.1.15)

B [ ckg X ,
H, = 7 (T) cos(?) exp(—i [kyz +wt]),

H, = i% (;—Z) sin(?) exp(—i [kyz +wt]),

where B is an arbitrary amplitude (NOT the magnetic field!).

In order to answer the question of what happens if the frequency is less than the cut-off frequency, o, it is best to start from
Maxwell’s equations. Consider the case for which there is only a y-component of electric field. From

for a time dependence ~ exp (—int), and for the permeability of free space, one obtains

OE,
0z’

twpoHy = — (12.1.16)

and
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OE,
iwpoH, = £ (12.1.17)
From
— 6_D> —
curl(H) = e —iweE
one obtains
OH, _ OH,  iE
9z ox oW

The above equations can be combined to give a single second order equation for Ey:

O°E, O°E, w\?
5 ap — (o) B

For an electric field having the form
E, =A cos(E) exp(i [kgz — wt])
a

it follows that

or

gea(2) ()

For a frequency less than the cut-off frequency corresponding to oy = cm/a, /€ the square of the wave-vector kg becomes negative
and therefore its square root becomes pure imaginary. A pure imaginary wave-vector

k, = +ia,

where « is a real number, corresponds to a disturbance that decays away exponentially along the guide either to the right or to the
left. For example, kg = +iax gives a disturbance of the form

E, :Acos(%) exp(—az) exp(—iwt), (12.1.18)

with magnetic field components (from Equation (12.1.16) and Equation (12.1.17)

.1 /ca X .
Hy =—¢ 70 ( " ) Acos( . ) exp(—az) exp(—iwt), (12.1.19)
and
1 sem ./ TX .
H,=1i Z (wa) Asm( - ) exp(—az) exp(—iwt), (12.1.20)

Using these components, it is easy to show that the time-averaged z-component of the Poynting vector, S, = —EyH,, is exactly
equal to zero. The average energy density stored in the fields is not zero:

< Wp >= —[A[* cos (?) exp(—2az), (12.1.21)
and
A? 2 2
<Wg >= ﬂuexp(—2ozz) (2> cos® (E) + (Cl) sin” (E)) . (12.1.22)
4 Zg w a wa a

These expressions correspond to the energy density stored in the electric field, ( 12.1.21), and to the energy density stored in the
magnetic field, ( 12.1.22). If a source of energy oscillating at a frequency less than the cut-off frequency is introduced into a wave-
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guide at some point, the resulting electromagnetic fields will remain localized around the source, and the effective load on the
source will be purely reactive for a wave-guide whose walls are perfectly conducting. In the case of a real guide whose walls have
some finite resistivity, the load on a source oscillating at a frequency which is less than the cut-off frequency will appear to be
partly resistive but mainly reactive.

This page titled 12.1: Simple Transverse Electric Modes is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John

F. Cochran and Bretislav Heinrich.
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12.2: Higher Order Modes

The wave-guide modes discussed above are very simple ones because they presumed that there was no spatial variation of the
fields along the y-direction. There exist wave-guide solutions of Maxwell’s equations that involve spatial variations along all three
axes: these higher order modes correspond to the co-ordinated propagation of plane waves whose wave-vectors make an oblique
angle with the guide axis so that they are repeatedly reflected from all four walls. These modes divide naturally into two classes:

a. Transverse Electric (TE) Modes;
b. Transverse Magnetic (TM) Modes.

A transverse electric mode is one in which there is no component of the electric field parallel to the direction of propagation. A
transverse magnetic mode is one in which there is no component of the magnetic field parallel to the direction of propagation. For
both classes of modes one seeks solutions of Maxwell’s equations that correspond to waves travelling down the waveguide; i.e. all
of the field components are required to be proportional to the phasor

exp(i [kgz — wt]).

Furthermore, it is convenient at this point to change the description of the wave-guide co-ordinate system so that the origin is
located at one corner of the hollow rectangular pipe as shown in Figure (12.2.4): in the new system the walls of the guide are
formed by the intersection of the planes x=0,a and y=0,b. For a time variation of the form exp (—iwt) Maxwell’s equations become

— -

curl(E) =iwpoH, (12.2.1)
- -

curl(H) = —iweE.

The divergence of any curl is zero, and therefore the electric and the magnetic fields satisfy the conditions

_>
div(E) =0, (12.2.2)

Note that the equations for E and H are very similar. This symmetry between the equations for £ and H can be exploited to
generate a second set of solutions to Maxwell’s equations from a primary set of fields that satisfy Maxwell’s equations. This works

as follows: suppose that one has found the fields E’l and H 1 that satisfy Equations (12.2.1). Now consider a second set of fields

— —
E,=7ZH,, (12.2.3)
— -
Hy =—E,/Z.
where Z = /g /€ is the wave impedance for a medium characterized by a permeability po and a dielectric constant €. Substitute

these new fields into Equations (12.2.1) to obtain

— —
CI]I1<E2> :iw,u,()Hg.
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Figure 12.2.4: A rectangular wave-guide formed by conducting walls at x=0, x=a, y=0, and y=b. The lossless material inside the
guide is characterized by a real dielectric constant €, and a permeability 1.

Upon the substitution (12.2.3) this becomes

- Wiy = —
cur1<H1> - —";*2‘0 E, = —iweE,,

and this by hypothesis satisfies Maxwell’s Equations (12.2.1). Similarly, from (12.2.1) one has
— —
curl (H2) = —iweE 4.
Upon substitution of Equations (12.2.3) one finds

— —
cur1<E1> =iwpo Hy,

so that the new fields, Ez and H o satisfy both of Equations (12.2.1). Clearly Equations (12.2.7) are satisfied since E'2 and H o9 are

proportional to £ and H;. It follows that the prescription of Equation (12.2.3) can be used to generate a second, different, set of
solutions for Maxwell’s equations from a primary set of solutions. This procedure can often be used to avoid a great deal of
computational tedium.

12.2.1 TM Modes.

In order to proceed with the rectangular wave-guide problem it is convenient to use the vector potential A, and the scalar potential,

V, where
- —
H =curl(A), (12.2.4)
- oA
E =—grad(V) — po—.
grad(V) — o
The choice
A, =A(x,y)exp(i [kez — wt]), (12.2.5)

plus Ay = Ay = 0 will guarantee that the z-component of the magnetic field, H , is zero: in other words, this choice of vector
potential will generate only TM modes, and
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0A,
Hy=—
9y
0A,
S

For a time dependence exp (—iwt), and using (12.2.4) in Maxwell’s equations (12.2.1), one finds

— w2
curlcurl(A) = ¢ (?) A +iwegrad(V).

But in cartesian co-ordinates

— = —
curlcurl(A) = —V*° A +graddiv(A),

so that

, w\2— —
\% A+er(?) A =grad(div(A) —iweV).

As explained in Chapter(7), one can set
_>
iweV =div(A),

so that for this problem where there are no driving charges or currents one finds

V2X+er(%)2z =0.

In particular, if A has only a z-component one finds

2 w2 -
V2A, —|—er( C) A, =0, (12.2.6)
and
tweV = aajzz .

We require solutions that propagate along z: ie solutions that are proportional to exp (ikgz). Thus write
A, (X7 Y, 2, t) = A(Xv Y) exp(i [ng - Wt] )7

for which A(x, y) must satisfy
2
—+——k2A+er(%) A=o. (12.2.7)

This equation is solved by products of sines and cosines:
A(x,y) = constant (sin(px) or cos(px))(sin(qy) or cos(qy)),
where
w\ 2

p2+q2+k§:er(?) . (12.2.8)

The particular combination of sines and cosines required must be chosen so that H satisfies the boundary condition that the normal

component of H vanishes at the wave-guide walls. Using the magnetic field components calculated from Equation (12.2.4) and the
co-ordinate system of Figure (12.2.4), it can be readily concluded that we require

A(x,y) = Ag sin($) sin(m%y), (12.2.9)

so that
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OA
H, —E: (H—J)Agsm( zx)cos(%), (12.2.10)
O0A mm mnx nwy
Hy = =5 = () Aecos(7 ) sin (),
where m,n are integers, and Equation (12.2.8) becomes
mm 2 nmwy\? w2
(T) + (T) K2 —eT(?) . (12.2.11)

Notice that A,=0 at the walls of the wave-guide. E, is proportional to A, so that if A,=0 on the walls of the guide then the
tangential component E, will also vanish on the walls of the wave-guide as is required by the boundary conditions on the tangential
components of E.

The electric field components can be most easily calculated from the second of Equations (12.2.1),

+i [ OHy
EY_Z 0z )’
SRNC )
ew | Ox dy

The resulting electric field components are (dropping the factor exp (i[kgz — wt])):

E, = (ﬂ) (§> Ao cos(m:X) sin<ﬂ), (12.2.12)

a €w b

= == () (3) wme() = (5)
= () (5" () o) (5.

Notice that these electric field components satisfy the requirement that the tangential components of E must vanish at the walls of
the wave-guide. The field components Equations (12.2.1() and (12.2.12) correspond to the TMp,, mode.

For a propagating wave the value of kg calculated from (12.2.11) must be positive. This introduces a cut-off frequency, wm, such

W )2 (m7r)2 (mr)?
— ) =— — . 12.2.13
Er( c a * b ( )
For given interior dimensions of the wave-guide there is a lower limit to the frequency for which a particular mode may be
propagated along the waveguide. For example, a popular X-band wave-guide has interior dimensions a= 2.286 cm and b= 1.016
cm. For this guide the TM; mode can be propagated only for frequencies greater than 16.15 GHz if €,= 1. There are no TM modes

corresponding to m=0 or n=0 since the fields are zero if m=0 or if n=0 because A(x,y)=0 from Equation (12.2.9). Thus the lowest
TM frequency that can be propagated down the above guide is 16.15 GHz.

that kg =0. This cut-off frequency is given by

Non-propagating TM modes do exist for frequencies less than the cutoff frequency. If @ < wp, then k; calculated from (12.2.9) is
negative. This means that kg is a purely imaginary number, kg = i say. The phasor exp (i[kgz — wt]) becomes exp (—Bz) exp (-iwt)
corresponding to a disturbance that decays to a small amplitude over a distance z ~ (1/B).

12.2.2 TE Modes.

There exists another group of modes for which E, = 0; these are the TE modes. Using the symmetry relations Equations (12.2.3)
and the magnetic fields (12.2.1() one might guess that the TE mode electric fields ought to be given by (the factor exp (i[kgz — wt])
is suppressed)
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B (%) s ) 2,

Ey,=-Z (%) Ay cos(m;rx) sin(%).

These electric fields satisfy Maxwell’s equations but they do not satisfy the boundary condition that the tangential components of

E must vanish at the wave-guide walls: ie. E,=0 at y=0,b and Ey=0 at x=0,a (see Figure (12.2.4)). However, the following
equations for the electric field components do satisfy the required boundary conditions:

E,=E; cos(mﬂ-x) sin(m),
a b

E, =E; sin(m;rx) cos(%),

E,=0.

These field components vanish on the wave-guide walls. The electric field must also satisfy the Maxwell equation div(é) = 0. This
condition requires

OE
OBl +—L=0.
Ox y

m n
(T E=-(F) =

a b
Using this relation between E; and E, the electric field components corresponding to the TE modes in a rectangular wave-guide
have the form:

n m n

E, = (—ﬂ-) Ey cos(ﬂ) sin(L
b a

E, =— (E) Ey sin(mﬂ-x) cos(
a

E,

It follows that

, (12.2.14)

)

=
CT'|-‘-\O"
<
O — —

)
where Ej is a constant, and the factor exp (i[kgz — wt]) has again been suppressed. The magnetic field components corresponding to
Equations (12.2.14) can be calculated from Faraday’s law: iop0 H-= curl(E). The resulting field components are
41 OEy
T wpy Oz
k
=t (m) Eq sin( m7rX) cos(m),
wiy \ a a b
—i OE
Hy, = — ==
wy Oz

- (3 ocos(2) (%),
H - —i (8Ey_aEx>
T wpe \ Ox Oy
= UJL/:L(]EO {(%)2—% (%)2] cos(m;rx) cos(%).

Eqns.(12.2.14) and (12.2.15) satisfy Maxwell’s equations and also the boundary conditions that the tangential components of E

(12.2.15)

and the normal components of H vanish on the wave-guide walls. The TE;; mode discussed in section(12.1) corresponds to
m=1,n=0: for this mode E, = 0 and Hy = 0. Referring to the co-ordinate system of Figure (12.2.4) the field components for the TE,
mode are:
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E, :Asin(%) exp(i [kyz — wt)), (12.2.16)
kg X .
H, = _W_,UOA sm(—) exp(i [kyz — wt]),
A s .
H, = _w_#o (;) Acos(:) exp(i [kgz — wt]),
where A is a constant and
2 () (7Y
K2 —er( C) (a) . (12.2.17)

The cut-off frequency for this mode, corresponding to k=0, is given by

w2 2
«(5) =)
c a
For the popular X-band wave-guide used above for illustrative purposes one has a=2.286 cm and b=1.016 cm. For this guide, and
€, = 1, the cut-of

m | n | TE,,(GHz) | TM,,,(GHz)

110 6.557 NoTM Mode

011 14.753 No TM Mode
1|1 16.145 16.145
210 13.114 No TM Mode
211 19.740 19.740
012 29.507 No TM Mode
1|2 30.227 30.227
212 32.290 32.290

310 19.671 NoTM Mode
31 24.589 24.589
32 35.463 35.463
303 48.435 48.435

Table 12.2.1: Cut-off frequencies for the lowest transverse electric (TE) modes and the lowest transverse magnetic (TM) modes in
X-band waveguides (RG52/U or WR90 brass guides). The internal dimensions of X-band waveguides are a= 0.900 inches = 2.286
cm, and b= 0.400 inches = 1.016 cm. The external dimensions of the guide are 1.00 x 0.50 inches. The cut-off frequencies were

calculated for €, = 1 using (%)2 = (%)2 + (%)2 :

frequency for the TE;p mode is 6.56 GHz. Cut-off frequencies for various modes in this X-band wave-guide are listed in
Table(12.2.1). Notice that only one mode, the TE;p mode, can be propagated along this wave-guide for frequencies between 6.6
and 13.1 GHz.

This page titled 12.2: Higher Order Modes is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran
and Bretislav Heinrich.
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12.3: Waveguide Discontinuities

Any discontinuity in the dielectric constant, in the permeability, or any discontinuity in the dimensions of a waveguide will result in
reflected waves. For simplicity, we will discuss the case in which the waveguide will support the propagation of only the TEq
mode. A forward propagating TE;o mode that encounters an obstacle in the waveguide will, in general, be partially reflected and
partially transmitted. This can be illustrated for a particularly simple obstacle; let a very thin sheet of material of thickness d and
characterized by a conductivity o be placed across the guide as illustrated in Figure (12.3.5).

Y
Ey= Eg Ey= Er
Incident Wave Transmitted Wave
Ey= Er
44 d
Reflected Wave -

Film at z=0 of conductivity ©
and thickness d<< Ag

Figure 12.3.5: A TE;( wave incident on a conducting diaphragm placed across the waveguide.

Loop spanning the thin
Xj\ conducting diaphragm carrying
a current along y of Js Amps/m.

(Hp - Hg) Hep

Figure 12.3.6: A TE;o wave incident on a conducting diaphragm placed across the waveguide. The magnetic fields on each side of
the diaphragm are related by the condition curl(H) = J; .

The thickness of the sheet, d, is assumed to be very thin compared with the skindepth § =+/2/ (wopg), see Chpt.(10),
Section(10.4). The thickness d is also assumed to be very small compared with the wavelength A; = 27/kg. The tangential
component of the electric field in this case, Ey, must be continuous across the diaphragm

Ep = Ey +Eg. (12.3.1)

The electric field at the conducting diaphragm generates a current density along y whose magnitude is Jy = oEt. When integrated
across the film thickness d this current density produces an equivalent surface current sheet having the strength

Js=0dEr Amps/m.

This current sheet causes a discontinuity in the tangential component of H from Amp ere’s law; i.e. the magnetic field components,
Hy, on either side of the film are related by

- = "
// curl(H)-dS 2% H-dL =total current through the Loop. (12.3.2)
Loop C

The loop in question is illustrated in Figure (12.3.6). Condition (12.3.2) results in the equation

@ 0 12.3.1 https://phys.libretexts.org/@go/page/22736



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/22736?pdf
https://phys.libretexts.org/Bookshelves/Electricity_and_Magnetism/Book%3A_Applications_of_Maxwells_Equations_(Cochran_and_Heinrich)/12%3A_Waveguides/12.03%3A_Waveguide_Discontinuities

LibreTextsw

or using the waveguide impedance, Z = opo/kg,

HU—HR—HT :Js :O'dET,

Ey—Er —E
—( 0 —Br —Br) =odErT,
Zg
or
Eqg—Egr = [1 —I—Z(;O'd] Er. (12.3.3)
Equations (12.3.1) and (12.3.3) can be solved to obtain the reflected and transmitted wave amplitudes:
E Zgod
R=—____"69%¢ (12.3.4)
Eo (2+Zgod)
E
R
Eo (2+Zgod)
» —_—
I I2

Figure 12.3.7: A transmission line, characteristic impedance Z, Ohms, shunted by a resistance of R Ohms. The incident wave

amplitude is Vi Volts; the reflected wave amplitude is Vg Volts; the transmitted wave amplitude is V1 Volts. The reflection

coefficient is R = Vg/Vo = =(Z¢/R)/ [2 + (Zo/R)]. The transmission coefficient is T = V/Vy = 2/ [2 + (Z¢/R)].
These reflection and transmission coefficients are the same as would be calculated for the problem of a resistor, R=1/ad, placed
across a transmission line whose characteristic impedance is Z, Figure (12.3.7). The close analogy between waveguide problems
and transmission line problems has been stressed in the article by H.G.Booker,”The Elements of Wave Propagation using the
Impedance Concept”, Electrical Engineering Journal, Volume 94,pages 171- 198, 1947. The analogy holds for more general
impedances. For an incident TE;; mode a thin wire placed across the waveguide parallel with the electric field has the same
reflection and transmission coefficients as an inductive reactance placed across a transmission line, Figure (12.3.8). Similarly, the
thin metal diaphragms illustrated in Figure (12.3.9) give rise to reflection and transmission coefficients for the waveguide that are
the same as would be produced by the circuits on the right hand side of Figure (12.3.9) if they were to be placed across a
transmission line.

A thin metal diaphragm containing a hole such as that shown in Figure (12.3.9c) can be used to produce a resonant cavity, Figure
(12.3.10). The resonant structure is formed by the section of waveguide that is contained between the diaphragm and a waveguide
short circuit; the waveguide short simply consists of a metal plate that completely closes off the guide. The hole in the diaphragm
need not be rectangular as shown in Figure (12.3.9): it is often convenient
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I, B I,

I7
Z1,= 1Lo

o
-

A (z=0) z

Figure 12.3.8: A transmission line, characteristic impedance Zy; Ohms, shunted by an inductive impedance of Z; Ohms. The

incident wave amplitude is V Volts; the reflected wave amplitude is Vg Volts; the transmitted wave amplitude is V1 Volts. The

reflection coefficient is R = Vgr/Vg = i(Z¢/Lw)/ [2 = (iZ¢/Lw)]. The transmission coefficient is T = V1/Vy = 2/ [2 = (iZ¢/Lw)].
to use a round hole. At a frequency such that the length of the cavity, L, is very nearly equal to an integral number of half-
wavelengths the reflection from the diaphragm becomes smaller than its value for neighboring frequencies. The reflectivity exhibits
a dip when plotted as a function of frequency, Figure (12.3.11). At resonance a standing wave is set up in the cavity that has nodes
at the diaphragm and at the shorted end. Energy is fed into the cavity through the coupling hole, and the fields inside the cavity
become so large that the energy dissipated in the cavity walls is equal to the energy carried into the cavity through the coupling
hole. The Q, or quality factor, for the cavity is defined to be

Q=2 ( Energy Stored ) (12.3.5)
o . .3.
Energy Loss per Cycle

The quality factor for a microwave cavity commonly exceeds 1000 and is often found to be as large as 10,000. The electric and
magnetic fields in a properly coupled microwave cavity range in amplitude between 30 and 100 times as large as the amplitudes of
the incident wave that feeds the cavity. At resonance the cavity appears to be a pure resistance. The value

y
[a] %L
X
Y
1
b]  TC
X
y
S ET
X
Yi
M| (q % -
- L ¢

Figure 12.3.9: Thin, perfectly conducting metal diaphragms placed across a waveguide and their equivalent shunt circuits placed
across a transmission line. Shaded areas are metal, unshaded areas are unobstructed.
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YA

Diaphragm Waveguide ——

Short

w Y

- L -
Figure 12.3.10: A microwave cavity resonator. Resonance occurs when L = nAg/2 where Ag = 27/kg and n is an integer.

A

Af
Bnf — — — = — = — = = =

-

5 £ (GHz)

Figure 12.3.11: The absolute value of the reflection coefficient as a function of frequency for a microwave signal having an

amplitude of Ey Volts/m incident on a microwave cavity. The reflected wave amplitude is Egr Volts/m. The quality factor of the

cavity is given by Q=fo/Af where Af is the frequency interval between the frequencies for which the change in reflectivity is 0.7 of

the maximum change.
of that resistance depends upon the size of the coupling aperture. For a particular orifice size, a size that depends upon the cavity
losses and which must be determined by trial and error, the cavity absorbs all of the energy that is incident upon it; the cavity forms
a matched load. Under matched conditions the reflectivity of the cavity is very sensitive to changes in the cavity losses, and this
configuration is often used to measure the magnetic field dependence of the absorption of microwave energy by electron spins
(electron spin resonance absorption or ESR).

The fields in the microwave cavity form standing waves at resonance. For a TE;o mode

E; =E sin(%) sin(kg, ) exp(—iwt), (12.3.6)

(kg (T .
H, =+ (m> Eg sm(:) cos(kgz) exp(—iwt),

T ™
H, = —i Ey cos (™ ) sin(k —iwt),
i (w,uoa> o cos( — sin(kgz) exp(—iwt)

The zero for z in Figure (12.3.10) is located at the diaphragm. The length of the cavity must be chosen so that kL. = mm, where m
is an integer, so that the electric field vanishes on the cavity end walls. Notice that the electric and magnetic fields are 90 out of
phase. This means that the energy stored in the cavity swings forth and back between energy stored in the electric field and energy
stored in the magnetic field: the total energy is independent of the time. For this cavity resonator, and for m odd, the electric field is
large in the central region, i.e. at x=a/2, z=L/2, and in this region the magnetic fields are small. Conversely, the magnetic fields are
large at the cavity walls where the electric field is small. The energy losses due to eddy currents flowing in the cavity walls can be
estimated using the considerations described in the next section.

This page titled 12.3: Waveguide Discontinuities is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F.

Cochran and Bretislav Heinrich.
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12.4: Energy Losses in the Waveguide Walls

When a metal is exposed to a time-varying magnetic field eddy currents are induced which flow so as to shield the interior of the
metal from the magnetic field. Let the strength of the magnetic field at the metal surface be Hy, and let the field be oriented along
the y-direction. The magnetic field decays towards the interior of the metal, Chapter(10), section(10.4), according to the formula

Hy (§) = Ho exp(i[k¢ — wt]),

where & measures distance into the metal along the normal to the surface; the metal surface is assumed to lie in the y-z plane. The
wave-vector, k, is given by

wa g
2

k:

(1+1).

The electric field that generates the shielding currents in the metal is orthogonal to the magnetic field and parallel with the metal
surface:

B.(9) = (5 ) Hoexpllké -t

The Poynting vector at the metal surface is directed into the metal; its time average is given by
2
<S¢ >=-——,/—— Watts/m?. (12.4.1)
o

This energy is converted into heat in the metal wall. This Joule heat must, of course, be supplied by the microwaves propagating
along the guide, and results in a gradual decrease in signal strength. The resistivity of brass is typically p = 8x10~8 Ohm-meters
corresponding to 6 = 1/p = 1.25x107 per Ohm-m at room temperature. The rate of energy loss to a brass waveguide wall at room
temperature and for a frequency of 10 GHz is

2
|

<8¢ >=0.028[Hy|” Watts /m”. (12.4.2)

Since energy is lost to the waveguide walls the average energy moving down the guide must decrease with distance, and therefore
the amplitude of the wave must decrease. For the TE;;, mode one has (using the co-ordinate system of Figure (12.2.4))

H, = H, cos(%‘) exp(ilkgz — wt]), (12.4.3)
H, =—i (ﬂ_k—/ga) H, sin(%) exp(i[kgz — wt]),
E;, =1 (j—l;;) H, sin(%) exp(ikgz — wt]).

The average rate at which energy is transported past a waveguide crosssection can be calculated from
<8, >=(1/2)Real(—E,H}) and this must be integrated over the area of the guide:

_dE _ [(ab\ wpoky .,
P, = e ( 4) (ﬂ-/a)ZHO Watts. (12.4.4)

Let us apply these ideas to calculate the rate at which a microwave signal propagating in a brass X-band waveguide decays with
distance. The energy loss per second per unit length of guide due to eddy current losses in the narrow sides of the guide is given by

d<P; >
dz

these losses are due to the component H, whose amplitude at the walls is Hy. The factor two arises because there are contributions
from two walls; the factor 0.028 comes from Equation (12.4.2). The contribution from the energy losses at the broad sides of the
waveguide are more complicated since there are two magnetic field components Hy and H;, and both components must be averaged
over the x spatial dependence:

= (2b)H}(0.028) Watts; (12.4.5)
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d<P;> <C1P;2 Z —(2a) (H?%> ll + (k—/gﬂ (0.028) Watts. . (12.4.6)

T™/a

Thus the power passing through the guide cross-section must decrease in the distance dz by an amount that is given by the sum of
Equations (12.4.5) and (12.4.6):
ke 2
2b+a |1+ — dz. (12.4.7)
w/a
By differentiating Equation (12.4.4) one obtains
ab WHOkg > (ng )
dP = — Hy | — ) dz. 12.4.8
(7) (Gar) = (% 4249
Equating Equations (12.4.7) and (12.4.8) gives an equation for the rate of change of the wave amplitude, Hy, with distance

an, <0.056(7r/a)2> §+%<1+ (%)2)] .

dz whokg
= —vHp, (12.4.9)

dP = (0.028)H3

This can be re-written in the form
dH,
dz

where for X-band waveguide (a=2.29 cm, b=1.02 cm) and for a frequency of 10 GHz kg = 158 m™! and y = 2.67 x 1072 per meter.
Equation (12.4.9) implies that the amplitude of a wave propagating along a waveguide falls off exponentially

Hy = Aexp(—z); (12.4.10)

the amplitude decreases by 1/e after having travelled a distance of z= 1/y meters. This distance is 37.5 meters for X-band
waveguide at 10 GHz.

This page titled 12.4: Energy Losses in the Waveguide Walls is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by
John F. Cochran and Bretislav Heinrich.
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12.5: Circular Waveguides

The details are different, but the modes sustained by a circular wave-guide have much in common with the rectangular wave-guide
modes. They may, for example, be classified as transverse electric modes (TE modes) in which there is no component of electric
field along the guide axis, or as transverse magnetic modes (TM modes) in which there is no component of the magnetic field along
the guide axis.

12.5.1 TM Modes.

A vector potential whose transverse components are zero but for which A, is not zero will generate transverse magnetic modes

because H; is necessarily zero since curl(i) has a zero z-component. A, must satisfy the wave equation (12.2.6) in order that the
fields generated by A, satisfy Maxwell’s equations:

V2A, +er(%)2Az —0. (12.5.1)

It is convenient to use cylindrical polar co-rdinates (r,0,z) because of the cylindrical symmetry implied by the shape of a cylindrical
wave-guide. For a wave travelling along the z-direction, one can write

A, = A(r,0) exp(i [kez — wt]).

From now on the factor exp(i[kyz — wt]) will be understood and not written out explicitly. Using cylindrical polar co-ordinates

Equation (12.5.1) becomes
10 /([ 0A 1 0%A wy2 o,
?5(%)*5%*[4?) kg]AO-

or setting
w\ 2
kg_er(z) —i2, (12.5.2)
and multiplying through by r?
0 ( 0A 0%A
—(r— k2r’A =0. 12.5.3
r@r(rar)+802+°r ( )

Now let the amplitude A(r, ) be written as the product of a function F(r) that depends only on the radius r and the function cos
(m8), where m is an integer. The constant m must be an integer so that A(r, ) will be single valued in angle: ie. A(r,0) must be
equal to A(r,27m). The use of the function cos(m8) is arbitrary. We could just as well use sin (m6) or a function of the form
f(0) = acos(m8) +bsin(mb) , where a and b are constants. All of these choices have in common that d’f/d6? = —-m?f. The
various choices of a,b simply amount to a choice of the orientation of the wave-guide mode pattern with respect to the axis 8 = 0.

The equation for the radial function, F'(r), becomes
dF
r— (rE) +(k§r2—m2)F:O. (12.5.4)

This equation for F(r) can be put in the standard form of Bessel’s equation by the introduction of a change of variable:
x =ker, (12.5.5)

then Equation (12.5.4) becomes

d dFr
X& (XE) + (X2 —m2) F=0.

The solutions of this equation that remain finite at r=0 are

where the J(x) are Bessel’s functions of integer order because m is an integer. See ”Schaum’s Outline Series, Mathematical
Handbook” by Murray R. Spiegel, McGraw-Hill, New York, 1968, Chapter 24. The required form of the vector potential is
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where Ay is a constant, and k. is given by Equation (12.5.2).

A(r,0) = Ay (ker) cos(mb), (12.5.6)

The magnetic field components are obtained from H= curl(ﬁ):

1/ 0A, _—m .
Hr = ?( 90 ) = TAoJm (kcI') 31n(m0), (1257)

Hg = — (%) - _kcAOJm (kCI‘) cos(m@),
H, =0,

(these are all multiplied by the factor exp (i[kgz — wt]), of course). The notation J m (x) means the derivative of the Bessel function
with respect to the argument x.

— —
The electric field components can be calculated from curl(H) = —iweE :
_ _'l. 6H9 o kg .
E!‘ = 5 (E) = _ZkCAUJm (kcr) COS(IIIQ), (1258)
1 3Hr kg on .
Eg = - < % ) b Jm (kcr) sin(mé),
E, = 41 ﬁ(ng) _OH;
ew r \ Or 00
_ =t A0 (12 25 P2
-— (kcr Jm +kerJy —m Jm) cos(m#).

The expression for E, can be simplified because Ji,(k.r) must satisfy the differential equation(12.5.4), therefore
(kzrzjm —i—kcrjm + er2Jm — m2Jm> =0.

Using this expression E, becomes

12
E, =i—:jA0Jm (kcr) cos(mb). (12.5.9)
€

The fields of Equations (12.5.7) and (12.5.8) satisfy Maxwell’s equations. They must also satisfy the boundary conditions E¢=0,
E,=0, and H,=0 at the walls of the wave-guide. Let the inner radius of the wave-guide be R meters. The boundary conditions can be
met if J;,(k.R)=0. This condition fixes allowable values for k. and therefore fixes k, through Equation (12.5.2)

2 CANERE:
K2 = €r<?) —K (12.5.10)
Table(12.5.2) lists the four lowest roots of the equation J,(x)=0 for Bessel’s functions with m=0,1,2 and 3. These roots determine
the wave-vector, K,. In particular, they determine the minimum frequency for which energy can be propagated down the wave-
guide. The cut-off frequencies correspond to k=0, and are given by

- (12.5.11)

To take a concrete example, suppose that R=1cm =0.01m. The lowest TM mode corresponds to m=0 and to the first root of the
Bessel’s function J: this is called the TM; mode. For this case

w ke
c
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k, .

Er = __gkcAOJO (kcr)a
€w

Eg = Oa

2

k

Ez = i—cAoJo (kCI‘) 5
€W

H, =0,

Hy = —kcAgJp (),
H, =0,

(12.5.12)

Here k. = 2.4048/R = 240.48 per meter. This corresponds to a cut-off frequency of 11.48 GHz for €, =1. The TMy; mode pattern is
shown in Figure (12.5.12(b)).

@0

m=1

m=2

m=3

Jm

2.4048
5.5200
8.6537
11.7915

3.8317
7.0156
10.1735
13.3237

5.1356
8.4172
11.6198
14.7960

6.3802
9.7610
13.0152
16.2235

Jun

3.8317
7.0156
10.1735
13.3237

1.8412
5.3314
8.5363
11.7060

3.0542
6.7061
9.9695
13.1704

4.2012
8.0152
11.3459
14.5858

Table 12.5.2 The values of x corresponding to the roots of the equations J,(x)=0 and Jm (x) =0 for the first four Bessel’s

functions.
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(a) TEp

Mode

(b) TMp

Mode

Ec= 0

at r=0.

Figure 12.5.12: Electric and magnetic field distributions for the TEy; and TMy; modes in a circular wave-guide. The dashed lines

represent the magnetic field, the full lines the electric field.

12.5.2 TE Modes.

Using the symmetry relations (12.2.3) one can write down the electric field components corresponding to transverse electric modes

directly from Equations (12.5.7):

E, = mTEOJm (ker) sin(m#),

Ey =k E¢Jn (kcr) cos(md),
E, =0,

where, as before,

2 AT
= (?) —12.
— —
The magnetic field components can be calculated from curl(E ) = swpo H :

i OBy kgke .
C T om0 oo EoJm (k1) cos(m#),
—1 6Er kg mEO .
= o 02 o Jm (ker) sin(mé),

H, = [3<rEe) 5;“}

0

 wyer | Or Y
ik’

= —=E¢Jm (k.r) cos(m#).
oy 0 (kcr) cos(mé)

(12.5.13)

(12.5.14)

In Equations (12.5.14) the factor exp (i[kyz — wt]) has been suppressed. The simple form for H, has been obtained using the fact
that J,(k.r) must satisfy Equation (12.5.4), the differential equation for the radial function F(r). In order to satisfy the boundary
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conditions E¢g=0 and H,=0 at the wave-guide walls k.R must be set equal to one of the roots of the equation Jn (kcr) =0, where R
is the inner radius of the wave-guide. The lowest four roots of Jy,(x) =0 have been listed in Table(12.5.2) for the first four
Bessel’s functions. The lowest cut-off frequency occurs for the first root of J1 (z) : this mode is called the TE;; mode. The cut-off
frequency for the TE1; mode is 8.79 GHz for €,.=1 and R= 1cm. Compare this with the cut-off frequency for the TMy; mode, 11.48
GHz. Thus, over the frequency interval 8.79 to 11.48 GHz an air-filled circular pipe having an inner radius of R=1cm can support
only a single mode, the TE;; mode. The TE;; mode pattern is shown in Figure (12.5.13).

Figure 12.5.13: Electric field lines for the TE{; mode in a cylindrical Waveguide. The electric field lines must be normal to the

walls at r=R, where R is the inner radius of the wave-guide. The magnetic field lines are orthogonal to the electric field lines, and

H,=0 at r=R.
The TE(; mode is of particular interest; the mode pattern is shown in Figure (12.5.12(a)). This mode is very useful for the
construction of high-Q cavities of variable frequency. The length of the cavity can be altered by means of a sliding piston. No
currents need flow across the gap between the piston and the walls of the cylinder for the TE(; mode: the current lines on the face
of the piston are similar to the electric field lines shown in Figure (12.5.12(a)) and are concentric circles. Even if the piston does
not make good electrical contact with the cavity walls the field lines in the TEy; mode remain unperturbed by any small gap
between the piston and the cylinder walls. This mode is often used to construct microwave frequency meters.

Wave-guide modes are discussed in detail in the book “Electron Spin Resonance” by Charles P. Poole, 2cd Edition, John Wiley and

Sons, New York, 1983.

This page titled 12.5: Circular Waveguides is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran
and Bretislav Heinrich.
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13.1: Chapter 1
Problem (1.1).
Two charges, each q=+1.6x107'° Coulombs, are located at (0,0,a) and at (0,0,-a) where a=1.0x10" meters.
(a) Calculate the electric field at the origin (0,0,0).
(Answ: the field is zero.)
(b) Calculate the electric field at (a,a,a).
(Answ: E= (6.07,6.07,1.96)x108 Volts/m.)

(c) An electron, q=-1.6x10"'° Coulombs, flies through the point (a,a,a) with the velocity v= vo(1,2,3) where vo= 10° m/sec. What
forces are exerted on the electron due to the two stationary charges?

(Answ: F= gE= (-9.71,-9.71,-3.14)x10"1! Newtons. There is no magnetic force.)
Problem (1.2).

At a certain moment a moving proton, q=+1.6x10"'° Coulombs, is located at (0,0,a) with velocity components vo(1,1,0) where
a=10" m. and v¢=10 m/sec. At the same moment a moving electron, g=-1.6x10"'® Coulombs, is located at (a,a,a) with velocity
components (0,108,0) m/sec.

(a) Calculate the electric and magnetic fields at the position of the electron due to the proton.
(Answ: E= (Eo,E(,0) where Eg= 5.09x108 V/m. and B= (0,0,0) because vpxE =0.)
(b) Calculate the force on the electron due to the electric field of the proton.
(Answ: F=(-Fg,-F(,0) where Fo= |q|E¢ =8.14x10""" N.)
(c) Calculate the force on the electron due to the magnetic field of the proton.
(Answ: F= VgecronXB = 0 N.)
(d) Calculate the electric and magnetic forces on the proton due to the fields generated by the electron.
Answ: The electric field at the position of the proton, R=(0,0,a), due to the electron at ¥r=(a,a,a) is given by

L
P

_ _ 19
= Ires (-1.6x107")

where p= R-r = (-a,-a,0)= - a(1,1,0), where a= 10° m.
Therefore
E=(5-09x10% (1,1,0).
The magnetic field at the position of the proton due to the motion of the electron is given by c?B= vxE, where the velocity of
the electron is v= 10(0,1,0) m/sec. c”B= (5.09x10'4)(0,0,-1) so B= (0.566x107?)(0,0,-1) Teslas.

The force on the proton due to the electric field is Fg= 8.15x10711(1,1,0) N. The force on the proton due to the magnetic field
is Fm= q(vpxB) = 0.906x1071%(-1,1,0) N.
Problem (1.3).
A particle having a velocity V=vu, carries a charge q; C and is located at the origin. A second particle, charge qj, is located at r=
au, + buy + cu,, and it has a velocity V,=vyu,.

Mo d192
et bvivyuy.

(a) Show that the force on charge #2 due to the magnetic field generated by charge #1 is Fo; =

(b) Show that the force on charge #1 due to the magnetic field generated by charge #2 is F15 = —Z—; qi;h aviyyuy . Notice that Fpy

does not equal -F;, so that Newton's law of the equality of forces of action and reaction is not obeyed in this case.
Answer (1.3).

(a) The electric field at the position of particle #2 due to particle #1 is
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1 q
= —(a, b, c).
4meg 13 (2, b c)

E2

The magnetic field at the position of particle #2 due to the motion of particle #1 is given by

I qwv
2 1
By =vi xEq = 0, —c,b),
€' B21 =V) 21 drey 13 (0,—c,b)
or
Ho d1V1
Boy = — 0,—c,b
n=7-"5 0,—¢b)
The magnetic force on particle #2 due to its motion is
4192017
Fom =q2 (v2 xBa1) = L} — Y (b,0,0).
dr  r
(b) The electric field at the position of particle #1 due to particle #2 is
1 q2
Eq =— —(a, b,
12 4meg 13 ( )

The magnetic field at the position of particle #1 due to the motion of particle #2 is given by

1 qpvy
e LU 0’ —a),
4mey 13 (c 2)

02B12 =Vay X E12 = —

or

Mo 92Vy
B12 = E 1'3 (C,O, —a).

The magnetic force on particle #1 due to its motion is

o q:192V1Vy

y— (0, a,0).

Fim =qy (vi XBya) =

Problem (1.4).

An electron carries a magnetic moment of [m|=9.27x1072* Joules/Tesla= 1 Bohr magneton. Suppose that this magnetic moment is
oriented along the z-axis as shown in the figure.

(a) At what angle 8 is the field measured by an observer at P a maximum?
(Answ: 0= £7/2.)

(b) If r= 1 micron (10°m.) what is the magnitude and direction of this maximum field?
(Answ: |B.«/= 18.54x10713 Teslas directed along +z).

(c) What is the minimum magnetic field? At what angle 8 does it occur, and what is the direction of the field?
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(Answ: |Bpin|= 9.27x10-13 Teslas directed along -z. The observer is at 8=0 or 7.)

Answer
M moar mouy _ Homo 3xz _ Homo 3yz _ komo [ 372 1
B—47T(3 = 3 ) therefore By 5 By=—7— 5 B:=— (r5 r3)'
mo 2 . . . .. Mo
B’ = (T? (1+3r_zz)) so B? is a maximum at x=0, y=0, z=r. B? is a minimum at z=0. Bminzﬂ‘;—ﬂr%.
Bmax = 2Bmin .

Problem (1.5).

The energy of interaction between two magnetic dipoles is given by - m;*B; or by - By*my where B; is the field generated at the
position of dipole #2 by dipole #1, and B, is the field at dipole #1 generated by dipole #2. Let these two magnetic dipoles be
separated by a constant distance R= 10°m (1 pm).

(a) Assume that the two dipoles are forced to remain parallel as shown in the figure. At what angle 8 is the interaction energy a
minimum? What is this minimum energy?

y

m;

_ 4o TN,
(Answ: 0=+ 7/2, Upin = —2 lﬂl{s d

(b) Assume that 6=0 in the figure, but that the two dipoles are free to rotate in the x-y plane. Let my|y = mjcosc; and myly = mysin
o . Similarly let mply = mpcosaz and mply = mpsina;. What will be the minimum energy configuration, and what will be the
minimum energy?

2 Homimsa ')

(Answ: a1 =ag =0orw. Uy, = e

Answer

15

(a By = Z—i ( Smuenr %) , x=Rcosf, y=Rsinf, z=0

HFo my _ Poomy
B,=%2 3sm€cos6 By = o L (3sin?0—-1) ,

4r 4r
therefore
U=-Bremy=—7752 (3sin®6-1).

This expression is clearly a minimum when sinf= +1.

(b) When 6=0 and r=(R,0,0) one finds

"
By, = - By, = —-L
Ix = Yms ly 4R
therefore
[om1ma . .
U=-myeB; =— ‘; = (2cosaq cosay —sinag sinag) .
T

This expression clearly has a minimum when cosa; =cosaiz =1 and sina; =sina; =0, ie. when a1 =a5= 0 or 7.
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Problem (1.6)

A proton and an electron are separated by 1012 m = d as shown in the sketch.

zh A,
|u

+ee —‘I—
j'i

(a) Calculate the strength of the electric field 1 micron (= 10" m) distant from a proton.

(b) Calculate the strength of the electric field a = 1 micron from the above pt dipole at r = at1,. What is the direction of this
electric field?

(c) Calculate the strength of the electric field a distance a = 1 micron from the dipole at the point r = —au, . What is the direction
of this electric field?

(d) Calculate the strength and direction of the electric field at r = at, where a = 1 micron.

(e) Calculate the strength and direction of the electric field for the above dipole at r = %a (G; +1,) and a= 1 micron.

N.B. 0, Gy, 0, are unit vectors along x,y,z.

Answer (1.6)
a) |E‘ = 4‘n]'-s(] 7'_62
1
Tre — 9 x10% = 1.6 x 10 **Coulombs
TEQ
r=10"%m
(9x109)(1.6x107")
Bl = o = 1440Volts/m .
b) For a point dipole Eq = ﬁ {@ - r%]

In this case p and r are both along z and hence parallel

=————>=(2x10"°%) x part (a)

So |Eqg| = 2.88 x 10 Volts/m and directed along z.
c) For this part p.r=-ed a

sincep=ed,

andr = —au,

therefore (p - r)r = ea®du1,
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go I _ ed o

N ;uz
=L |(3dg _edg )| = L 2d
and [Ed| = - ( e P uz) =g 3

or exactly the same as part (b). The electric field is also directed along z, just as in part (b).

(d) Here p.r=0 because p is directed along z whereas r is directed along x.

Therefore
-1
Ey= p/r3
47l'60
e 1 (d/a)
=— —(d/a)u,
47'('8() ’ a2

i.e. directed along —z and half as large as the electric field for a point along the dipole axis and a meters from the dipole.

~JEd| = 1.44 x 10”3 Volts/m

= edi s p.r—<&da
e p=eda, ..p rf\/§
r= % (v, +10,)
Ed= 1 3ed _ﬁx+ﬁz _ eda,
dmo | (V2)(V2) @ at

Eq=1 53 (i) —d.]
=5 (%) (&) Bacra)
So Ed is directed 18.4° from the xy plane and has the magnitude [Ed| = (1.58 x 10°) (1440) = 2.28 x 107 Volts/m.
Problem (1.7).

Show that the magnetic field at the center of a uniformly magnetized sphere containing a small hole at the center is zero. Uniform
magnetization means M is constant. Without loss of generality, one can take the magnetization to be directed along the z-axis, ie
M= M()llz.

(Hint: Add up all the contributions to the field at the center due to volume elements at a distance r from the center. In polar co-
ordinates d7= r?dr sin8d6 d¢, and dm = Mydru,.)

Answer (1.7).

If r= -xuy - yuy - zu, then mer = - Myd7z (remember that r is the vector drawn from the magnetic moment to the point of

observation).

B= %(@7%) , so that

B, =ML (322), B, =L (3y2),
BfME @),

Convert to polar co-ordinates and integrate over 8 from 0 to 7, and over ¢ from 0 to 27. All field components integrate to
zZero.

Problem (1.8),
The fields generated at the position r from a slowly moving, spinless, point charge are given by E = ﬁ TLS andcB =¥ xE .

Consider a particle moving in a circular orbit whose position at time t is given by a = a coswtuy +sinwt 1, .

(a) Show that the time averaged electric field seen by an observer at R = xiiy + Yy +z11, is given by < E, >= L( R ) to

4meg E
terms of order (a/R)>.

(b) Show that to lowest order in (a/R) the magnetic field observed at R is given by
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<Bp>=i 1 [3zR_E] (qaiw)

2
or since m = (&2‘”) 11, is the magnetic moment (jm|= I7ra® where I is the current in Amps)

m=g [ (%) m

1
copto

Answer (1.8)

and ¢2 =

z A

Wehaver+a=R
S“r=R-a
where R = X, + Y, +z1,
anda=acoswt Uy +asinwtiy
r? = (X —acoswt)? + (Y —asinwt)? + 22
r2=X2+Y2+272+a?—2aX coswt —2aY sinwt

orr? = R? {1 + (%)2 - 2;‘;(00 swt — 2;—Ys1nwt]

Keep only the lowest terms in (%) :

] 1/2

T%R[l— 2;‘;(coswt 2}‘;—Ysmwt

12

-3/2
% L [ 2“X coswt — ﬂs1nwt}
R R

l~1L [1 + 3“Xcoswt+ —Slnwt}
T R

Now multiply out and take time averages.
< coswt >=<sinwt >=<sinwt coswt >=0
< cos? wt >=<sin’wt >=1/2
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Notice that all terms proportional to a average to zero.

@@.. (Ep)= 47350 (%) . The correction terms are of order (%)2.

®B,=% (V xE)

v = % = —awsinwt U, +awcoswt Uy
~ 1 (_a \ [(vxR)—(vxa)] 3aX 3aY
B, = (47@) — 1t o Coswt + <pmsinwt

vxR=(awZ coswt) u,+ (awzsinwt)u, —[awY sinwt+awX coswt|u,
v xa=—alwi,
Multiply out the terms in B}, and take time averages. The result is
1 q 1 32’wXZ \ 1 32°wYZ | & 3a? 2 2 A 2, .5
(B,) = C—2(4MO) F{( e ) ay + ( D ) a,— — (;—R‘;) (X2+Y?) .+a wuz}

2 N .
36w 25 to obtain
2R?

1 q 1 3a’w cw \ A
<B,> () w{(3%) 7r-(%)a}
ZLUA

1 _ qa
Now = = E0ko and m = 5 U

add and subtract

Therefore (B,) = (£%) [M — m} .

R R’
Problem (1.9)

Given the following scalar functions, V, expressed in cylindrical polar co-ordinates. For each function calculate

(1) the components of grad V

V2V

(@) V=rCosb
(b)V=Inr
(V="

@v= %n"e , where n is an integer either positive or negative.

Answer (1.9)

(a) V=1Cosb.
grad V|, =cosf

grad V|, = —siné

These correspond to a unit vector along x!
ViV =0

(b) V=Inr.
gradV| =1
grad V], =0
V2V =0
V=22t
grad V|, = —<?

r2
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sin 6
gradVl], = —=3

V2V =0

(d) V= cos n0
gradv|, = —%ﬁ[w
grad V], = — 220

V2V =0 for any n.
Problem (1.10),

Given the following scalar functions V expressed in spherical polar co-ordinates. For each function calculate

(1) the components of grad V
(2) Vv

(@) V=rCosb

(b) V COS )

(V= r2(3COS29 -1)

(3 cos? 971)
3

@V =

T
eV= Coﬁ—n"e where n is a positive integer.

Answer (1.10)

v (F) e () e

V2V:%%(r2%)+ : (smﬂ‘w) 1

T 2sing 00
(a) V =rCosb
grad V|, = cos6
gradv|, = —sin@
grad V], =0
These correspond to a constant field 1.
V2V =0.
b))V = Cos [

gradV| = —2°—°se

3

grad V|, = —sing

3

grad V|, =0

Corresponds to a dipole field.

V2V =0.

() V=r? (3 cos? § — 1) gradVl L=
gradv|, = —6rsinfcosf

grad V|, =0

V2V =0

2 9—
@V = 30057‘30 1
gradv|, = —T% (3cos®6—1)

o () o

r2 sin’ 0 Bd)

2r (3 cos?f— 1)
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grad V|, = —%sin@cos@

grad V|, =0

ViV =0

(e) V = cosnf

grad V], = — 2=t

grad V|, = -7

grad V|, =0

V2V = ——2—(sinf cos(nd) + cosOsin(nf)) .
Problem (1.11)

Calculate the vector field B = curlA for the following fields, A.

(a) In cylindrical polar co-ordinates

Ar=0
A6=0
I
A, =— Ll Y
2
(b) In cylindrical polar co-ordinates
A =0
BoI‘
A= —
2
Az;=0

Ko ( mxr ~
(C)AZH( 3 ),wherem:mouz.

Show that in spherical polar co-ordinates if m = mgu, then A, = Ag = 0 and Ay = Z—;’r %;ng . This can be used to calculate curl
A.
Answer (1.11)
“ ~ N 1 04,
u. ruy u, ~
_ 118 8 8 |_| o4
@B=culA=215 5 o5 |= —%
0 0 A, 0

Az . _
But 3, =0.. B,=0

s
By = 27r
B,=0
The field due to a current I Amps flowing along a long wire oriented along z.

u, ray U, 04
1|8 i) d 0z
(b)B:CUﬂA:? or 09 0z | 1 9(rd,)
0 rd49 O roor
But%anndAgZ%
B, =0
By=0
B, =B,

This is the field inside an infinitely long solenoid.
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(C)A _ (mxr)

47 7'3

If m = mgu, this generates the field due to a magnetic dipole.

Form =mou, (mxr) isa vector in the ¢ direction having the magnitude m,rSin6.

A =0
Ay=0
_mmo
=i 2 sinf, (see the figure)

r
0
-
m

u, riy rsinfag 1 A(rsin 0A,)

1 F) 9 P r2sin 6 00
B=culA="0l5 % 3% |=|-—L. 0(sinfA,)

0 0 rsinfA, 0

B Mo 2myg cos 6 B0 o ,u_om[)sin(? B¢ —0.

T ™ 4rx 3 ) Y N

Problem (1.12)

A water molecule is planar but the angle between the two oxygen-hydrogen bonds is 105" as shown in the sketch.

(a) If the charge on the oxygen is twice the electronic charge i.e. -2|e| and the charge on each hydrogen is qy; = +|e|, calculate the
dipole moment of the molecule assuming an O-H bond length of 5 x 1071° m. [The measured dipole moment is p = 6.17 x 10°
Coulomb-m].

(b) If all of the dipoles in a cubic meter of water were aligned what would be the resulting density of electric dipoles |P|?
Use p=6.17x 107" cm.

Answer (1.12)

(a) The dipole moment is p = qd. In the H,O molecule q = 2Je| = (2)(1.60 x 107'°) Coulombs or q = 3.2 x 10™° C

The distance d = bcos(lTOE’) where b = 5 x 101 m is the bond length; d = 3.04 x 10" m

-~ p = (3.2)(3.04) x 10%° Coulomb m = 9.74 x 10%° Cm

Compared with experiment this is too large by ~ 15.7 times.

(b) The molar volume of H,O is 18 c.c.

. No. of moles in 1 m® = 10%18 = 5.56 x 10* moles.

. No. of molecules in 1 m3 = (6.02 x 102%)(5.56 x 10%) = 3.34 x 10? molecules.

-~ [P| = (3.34 x 10%8)(6.17 x 102%) = 0.21 Coulombs/m?.
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(This is very large--in fact H>O has no permanent dipole moment because the molecules are oriented at random).
Problem (1.13)

An iron atom in metallic iron carries a magnetic moment of 2.2 Bohr magnetons. (1 Bohr magneton, g, is pg = 9.27 x 1024 Amp
m? ( = Joules/Tesla)). The density of iron is 7.87 gms/cc and its molecular weight is 55.85 gms. If all of the atomic moments were
aligned parallel what would be the magnetization per unit volume of iron? Compare this value with the observed internal magnetic
field of saturated iron at room temperature [B| = 11,|M]| = 2.15 Teslas = 2.15 Webers/m?.

Answer (1.13)

The molar volume of iron is 575 8875 7.10cc.

The number of atoms in /m? is

= (6.02 x 10) (24-) = 0.848 x 10**atoms/m? .

The magnetization/m> [M| = (N)(2.2) pg
[M| = 0.173 x 10Z Amps/m.

This would give an internal field [B| = i, [M] of |B| = (47 x 107)(0.173 x 107) = 2.17 Teslas.

215

517 = 0-989 i.e. Very nearly completely aligned!

This means that at room temperature the fraction of aligned spins in iron is ==

Problem (1.14)

Given a vector function F = xyt, + (3x —y?) @1, evaluate the line integral from P, to P, along
a) the direct path (1).

b) the indirect path P; = A — P, (path (2)).

Answer (1.14)

The line PP, can be written s = (30 + 311y) + (30x +2uy) L where L varies from L = 0 to L = 1. L= 0 corresponds to
P, (30 +31y) whereas L=1 corresponds to Py (611, +51y) .
So ds = (30 +2uy) dL or dx=3dL and dy= 2dL.
(a) Now F - ds = 3xy dL + 2(3x - y?) dL
P1(L=1) 2
f F-ds PI(L 0) [3xy +6x —2y?| dL

But x = (3 + 3L) y = 3 + 2L along the line (components of S)
f;:l F.ds= fol dL{3(3 +3L)(3+2L)+6(3+3L)2(3+ 2L)2}

P 1
/ F-ds= / dL [27 +39L +10L°]
Py 0 .
299
=274 (137/6) = S
(b) Along path (2)

/21? ds_/ Fy(y = 3)dx+/ Fy (x = 6)dy
=3 /xdx+/ 18 y

98 47 263
= 27)+36 — — =36 + =22
(2)(7) 30-5 =36 (6) 6

The line integral is different for the two paths.
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Therefore F is not a conservative field. Indeed, curl F = | 0 | and therefore curl F does not vanish everywhere.
3x
Problem (1.15),
Given the vector function E = yu, +x1y . Evaluate the line integral ff E-dL from Py (2,1,-1) to P, (8,2,-1)
a) along the parabola x = 2y?,
b) along the straight line joining the two points.
¢) Is E a conservative vector field?

Answer (1.15)

a, 0, u, 0
—_|9 o8 9 |_ =
curl E = % o | 0 =0.

Therefore E is a conservative vector field.

2 2 2
/ E-dL :/ Exdx+/ Eydy
1 1 1
8 2
z/ ydx+/ xdy
2 1

Buty =+/x/2 x =2y? along the parabola

2 8 1/2
/ E.dL= [ %
1 2 42

(@

8 2

/12 vy {2}dy = \/?,’—XE

2%[25—2%14] =42/3 =14

2y3
+ 3

2 1

(b) Since curl E = 0 the line integral along the second path must also be equal to 14.
Check

Letr; =20, +10y, — 10, (the vector to P;)

Letry =81, +20y, —u, (the vector to P2).

Then any point on the straight line from P; to P, can be specified by L =ry + L (rs —r;) where L runs from L = 0 (P;) to
L=1(Py)

o L= (20, +0y —11,) + (60, +11y)

dL = (6ux +uy) dL
E-dL = 6ydL +xdL

However, along the st. lineLx=2+6Ly=1+L
E-dL=6(1+L) dL+(2+6L) dL=(8+12L) dL
JolE-dL= [, dl (8+12L)=8+6=14 Q.E.D.

This page titled 13.1: Chapter 1 is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and Bretislav
Heinrich.
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13.2: Chapter 2

Problem (2.1)

Given an electric field of the form E = 100x 0, V/m find the total charge contained in the following volumes:
1) A cubical volume 1 cm on a side centered on the origin. The cube edges are parallel with the x, y, and z axes.

2) A cylindrical volume having a radius of 1 cm and a height of 2 cm centered at the origin. The axis of the cylinder is parallel with
the z-axis.

Answer (2.1)
Ex =100x
Ey=0
Ez=0
S.divE =100 = pt/e,
This electric field corresponds to a uniform charge distribution py = 100¢g Coulombs/m?

.. The total charge in

(1) The cube
Q = (100g) (107%) =10*¢g
10—13
= =8.84 x 1071% Coulombs.
367
(2) The cylinder
Q = (100gp) (27 x 107°%) = 2meg x 107*
10—13
=—g =556 x 10*Coulombs
-9
since gg = ﬁ = 130?

Note that the above charge distribution though uniform must have planar symmetry (because Ey = Ez = 0).
Problem (2.2)

A free charge distribution is given by pf = ar Coulombs/m> for 0 < r < R and pf = 0 for r > R. (The electric polarization P is
everywhere zero).

a) Calculate the components of the electric field in and around this charge distribution. The problem has spherical symmetry so one
can use Gauss' theorem (the divergence theorem).

b) Calculate the potential function corresponding to the electric field of part (a). Choose the arbitrary constants so that (1) V — 0 as

r — oo,
(2) V is continuous at r= R.
In this way show that the potential at r = 0 is given by V(0) = %—f Volts.

Answer (2.2)
(a) divE = & sinceP=0

€
and therefore div P = 0.
Q(r)

€o

So [y divEdr = [(E-ds =
where Q(r) is the charge contained within a sphere of radius r.
Q(r)=a fOT (r)dmridr = war® Coulombs for r < R.

But E has only a radial component by symmetry. Therefore for a spherical surface of radius r, f sE-ds= 47r?E,
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So for r<R 47 r?E, = %
or E; = 2-Volts/m.
for r>R the charge is independent of r: Q = raR*

raR?

dmeor

E, = Volts/m (Coulomb’s Law) .

2

(b) Since E has only a radial component, the potential function will depend only upon r:

ov
Br=- (a—)

. . _ —ar®
“vintheregionr<RV = Toe, +W

maR*
4meor

intheregionr>RV =

(The constant is zero so that V. — Q0 ast — ).

Atr =R we require V to be continuous. Therefore

_aR® _aR®  3aR’
12¢ 4eg 12¢

Vo

3
SoVy = 41‘;1; =aR3 /3¢
The potential at the center of the charge distribution is therefore (aR3/3 €,) Volts

Problem (2.3)

A cube of side length L m is centered on the origin and its edges are parallel with the x, y, and z axes. The electric dipole vector per
unit volume, P, is given by P = P (xtx +yuy +2zu,) Coulombs / m?

a) Calculate the bound charge density py, = - div P.
b) Calculate the surface bound charge density on each face of the cube.
c) Show that the total bound charge on the cube is zero.
Answer (2.3)
(@) P= Po (xux +yuy +2zu,) inside cube
P = 0 Outside cube
. pp = - div P = - 3P, inside the cube
= 0 outside the cube.
The total bound charge inside the cube is therefore Qy = - 3P,L3 Coulombs
(b) The discontinuity in the normal component of P gives an effective surface charge density on each face of the cube.

For example, on the face f; there is a discontinuity in P, which is illustrated in the sketch below.
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‘/ Facef

x=L/2

e,
dx
Eg

Sharp Integrable Peak
/ an _

BoLg L
" 0

. The surface bound charge density is o}, = —i—% Coulombs/m? The total surface charge on f; is Qs = 6,12 = PL%/2
Coulombs. There is a similar charge on each of the other faces. Therefore the total surface charge = 6Qs = 3P,L3. The
same as the volume charge.

Problem (2.4)

A disc of charge whose diameter is R meters is centered on the origin with its plane normal to the z-axis as shown in the sketch.

i

O Coulombs/m?

\
N

+++++++++++++++++§<:++

(a) Calculate the potential function V(z) on the axis of the disc. Sketch V(z).
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(b) Make a sketch of E,(z). Show thatasz - 0 E, = % forz>0and E, = —2%0 forz <0.

(This problem is not as trivial as it looks. Remember V(z) must be an even function of z. It must also go to zero as | z | — o, and it
must be continuous at z = 0. The answer is V(2) = 5[V R? +2% —|2]] .

Answer (2.4)

1 R orrdro G Las P

V(z)= —_— = —
(2) 47eg 0 Vr24z2 4eg J 2 JVu

where u =12 + z2 du = 2r dr
g
= _25- [\/ R2 +Z2 — 22}
0

(There is a temptation to write v/22 = z but this would be wrong because one must use the +'ve root of z> even when z is
negative. Hence /22 = |2|.)

Forz>0butzsmall V — —7= + 7+
£0 2¢0

Forz <0butzsmall V — 3 —= +"R

2¢gg
Therefore for z > 0 lim,_,o — %— =E,=5-.
0
forz<011mz_)0— —E = 2 .
€0

forz>0but|z| >> RV — IF= aoB’ (Z),

471'60

forz < 0but|z] >> RV — — 22 (1),

4me,

ie. the potential looks like a point charge q = 7R%c Coulombs.
Vi

O
28

—_9

(b)Ez—_az
forz>0 FE, = (1_\/W>
L @z=0E,=+5=.

2e0 °

forz<0Eyz = -~ e (—1+\/RZ—+2)

https://phys.libretexts.org/@go/page/25231



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/25231?pdf

LibreTextsw

C@z=0FE,=—5-

2¢gg

ONR? /1
4TE ( z 2)

Problem (2.5)
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!
|

M 1 P1 2
Metal Plate #1 eta ate #

N

R R R R R M R R R

+0 C/m? -

C/m?

Q

Two thin infinite plane metal plates are parallel and separated by a gap d meters as shown in the sketch. Plate #1 carries a surface
charge density of +¢ Coulombs/m?. Plate #2 carries a surface charge of -6 Coulombs/m?. In the metal E = 0, otherwise the charges
in the metal would move and one would not have an electrostatic problem. Let the direction normal to the plates be the z direction.

(a) Use Gauss' theorem to calculate the electric field strength in the gap between the plates. Let this value be E,.
(b) What is the value of D, between the plates?
(c) What is the potential difference between the two metal plates?

(d) Suppose that a slab of matter whose thickness was (d/2) meters was slipped between the two metal plates. Suppose further that
this slab were polarized such that P, = P,. What would now be the potential difference between the two plates?

(e) Show that D, is continuous across the faces of the polarized slab.
Answer (2.5)

(a) Since we have two infinite sheets of charge the electric field is uniform and parallel with z (normal to the plates). Use a
pill box which penetrates the metal surface on the left
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Area A

T /
+

N +

Una— i L = U,
+
+
_I_

Metal Ex= 0 Space Ez= Eg

/s(E'n)dS:Q/afJ\) \( B A=ZA

€o
or E; = o/g, Volts/meter.
(b) D, = gE, + P, Here P, =0
. D, = ggE, = 6 Coulombs/m?.

Notice that for 6 = 1 Coulomb/m? the electric field would be 1.13 x 10! Volts/meter. This is huge: air breaks down in
a field of ~ 3 x 108 Volts/meter. Therefore 1 Coulomb/m? is a huge charge density.

(c) AV = Ed = od/gg Volts.

(d)
Op,= —-Pg C/m? Op= +Po C/m?
P,= Pg
—_—
a—d / 22—

Outside the slabE, =0

Py
€o

Inside the slab E, = —

When placed between the two metal plates the field distributions add. Therefore in the gap E, = E, but in the slab
P
E,=Eo— .
0

The total potential drop between the plates will be
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sv-ra(2) -2 (4

P.d d Pod
LAV =Eqd— = =2°_-0C
260 €0 260

The potential drop is decreased by the presence of the slab.
(e) In the gap between the slab and the plates D, = goE, = ¢ Coulombs/m?.
In the slab
D,=¢)E.+ P
=g Ey—FPy+F
=¢g9Ey = 0 Coulombs /m2
D, is continuous across the slab faces!
Problem (2.6)
An ellipsoid of revolution has the shape of a cigar with its axis oriented along z. The length of the cigar is 1 cm and its diameter is
% cm. The cigar is uniformly polarized: The polarization is given by
P =Pxux +Pyuy +Pzuy
where
P, = 0.1 Coulombs/m?
P, =0.2 Coulombs/m?
P, = 0.3 Coulombs/m?.

Calculate the electric field components in the ellipsoid. (They turn out to be huge ~ 10'° V/m. Air breaks down in a field of ~ 10°
V/m).

For the cigar whose length is 2d and whose diameter is 2R the depolarizing coefficient is given by ( where % <1)

N, = (1;—:2) (%ln(%) —5) wheree =4/1 —( )2

Answer (2.6)

ol

. R _1
For this problem the ratio o = 5 and therefore & = 1/3/4.
according to my calculations, N, = 0.1736.

But the sum rule states that Ny + Ny + N, = 1 and therefore the sum Ny + Ny = 0.826. By symmetry Ny = Ny, therefore Ny =
Ny =0.413.

NxPx ~  NyPy - NzP, ~ _
E=-— ’goxux— ZDYuy— 20 1,, where g = 8.85 x 107 12MKS

therefore E, = -0.47x10' Volts/meter,
Ey = -0.94x10'° Volts/meter
E, = -0.59x10'° Volts/meter.
Problem (2.7)

An uncharged uniformly polarized disc of radius R meters and thickness 2D meters is shown in the figure. The polarization, Py
Coulombs/m?, is directed along the axis of the disc.

https://phys.libretexts.org/@go/page/25231



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/25231?pdf

LibreTextsm

~]
nY

g 2D -

(a) Calculate the effective bound charge density, p,,= - div P, everywhere.
(b) Use the bound charge density of part (a) to calculate the potential function along the axis of the disc.

(c) Calculate the electric field along the axis of the disc. Check your answer by looking at three limits: (1) the limit (D/R)<<1; (2)
the limit z>0 and (z/R)>>1; and (3) the limit z<0 and (|z|/R)>>1.

(d) Calculate the displacement vector D= gyE + P for all points along the axis of the disc.

Answer(2.7)

(a) P= 0 everywhere outside the disc and therefore p,= - divP = 0 everywhere outside the disc. Everywhere inside the disc P
is constant and so its divergence is zero; p,= 0 inside the disc. The discontinuity in the normal component of P on the
surfaces at z=-D and at z=+D produces surface bound charge densities. The surface charge density carried by the surface at
z= -D is 6= -P, Coulombs/m?; the surface charge density carried by the surface at z= +D is 6,= +P, Coulombs/m?.

(b) In order to calculate the potential function along the axis of the disc that is generated by the two surface charge
distributions, it is useful to begin by considering just one plane surface charge distribution; see the sketch below.
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A
o
=
i
A
,L

O Coulombs/m?

1 o2qrdr
o 47T60 \/r2 +Z2 ’

av,

and

R
o 2rdr o 0] D) D]
Vp=— ———=—(VR +2"—V2").
P e )y ViZPrz2 2o
Notice that the potential function must be symmetric in z. There is a temptation to replace /22 in Equation (1) by z
but that would be quite wrong because z is an odd function. One must replace v/22 by |z|.

For z>0, but (z/R)<<1, V — ;_5}:) - ;_szﬂ :

For z<0, but (jz/R)<<1, V — & + =

2e9 2e0 °

Therefore near the charged disc the electric field has the value E,= +0/2¢j on the right, and E,= -0/2¢( on the left; this
is the expected result based upon an analysis of an infinite uniformly charged plane. Far from the charged disc,
£ <1, one finds

|2l

Forz>0,V — IR (l)

47meg F

Forz<0, V — _1Eg (l)

4dmey \ z
From a great distance the disc of charge looks like a point charge, where Q= mR?c Coulombs.

Returning to the problem of the polarized disc, the potential function along the axis of the disc can be written by
inspection using Equation (1).

For z> D:

_B
o 2&‘0

V(2) (y/ B2 +(z~D)* —y/ B*+(z+ D)? +2D).

For -D<z < +D:

V) =32 (/R + =D — R+ G+ DP +22)

For z< -D:
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P,
V(z) = ﬁ(\/ﬂ2 +(z~D)* —/ B*+(z+D)* —2D).
0
(c) The electric field along the axis is given by E, = — %—\Z] .
For z> +D:
P, (z+D) (z— D)
E.(2)=— - .
260 \ \/R*+(2+D)> /R*+(2—D)?
For-D<z<+D:
P, z+D z—D
E.(2) = — CiD) =D L),
2¢0 \ \/R2+(2+D)2 /R>+(2—D)?
Forz <-D:
F, D -D
B-s (DD )
2¢0 \ /R*+(2+D)? /R?>+(z—D)?
In the limit as (D/R) - 0 the field outside the disc goes to zero like (2D/R); notice that the electric field is symmetric in
z. The field inside the disc approaches the value E, = % - E—;’ ; i.e. the field approaches the value expected for an

infinite pair of oppositely charged planes in the limit D - 0.
In the limit |z|/R — oo, the electric field approaches the limit E, = ﬁ%@rRz DP, ﬁ; i.e. the field due to a point dipole

of moment p= 2D7R?P,,.

(d) By definition D= ggE+P. Outside the slab D= gE since P=0. Inside the slab the term Pgjust cancels the constant term in
E;. The displacement vector is continuous through the surfaces of the slab. It is given for all points along the axis by

P (2+D) (2—-D)
D,(z) =5 - .
=) 2 ( \/R2+(2+D)2 \/R2+(z7D)2 )

Problem (2.8)

An uncharged uniformly polarized disc of radius R meters and thickness 2D meters is shown in the figure. The polarization, Pg
Coulombs/m?, is directed along the axis of the disc.
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A
R e
Pg
L -
z=-D z=+D z
- 2D -

Calculate the potential function along the axis of the disc for z> D by summing the potential contributions from a collection of
point dipoles. Show that

P
V(z) = ﬁ(\/m +(z—D)? — \/Rz +(z+D)? +2D),
0
and therefore that the field for z>D is given by

EZ(Z)_P()( (2+ D) (z— D) )

20\ VR +(ED? VR (- Dp
(Compare with the results of Problem(2.7)).
Answer (2.8)

https://phys.libretexts.org/@go/page/25231



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/25231?pdf

LibreTextsm

‘J’_‘

A Volume element dT
R
r
' -
z=-D Z
_+
Po
- 2D -

The contribution from the illustrated volume element to the potential at P can be written

1 Podrcosf
dmey (r2+(2—€)2)

1 B D Py(z—8&)dr
471'80/(; [D (r2 + (z— £)?2) 3/2’

where d7 = 27rdrd£. The integrations can be readily carried out. The result is

dV =
The total potential at z is given by

V(z) =

V(z):%(\/R2+(z—D)2 —y/ B2+ (2+D)? +2D) Volts. .
5 (z):_O_VZﬂ (z+D) B (z— D)
? 0z 2\ \/R2+(2+D)2 /R2+(z-D) )

Problem (2.9)

An uncharged uniformly polarized disc of radius R meters and thickness 2D meters is shown in the figure. The polarization, Pg
Coulombs/m?, is directed along the axis of the disc.
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A
R —
Po
L -
z=-D z=+D Z
-y 2D -

The electric field at the center of the disc is, by direct calculation (see Problem(2.7)),

P D
Ez(0)=——(1-—— .
€0 VR?+D?
Compare this value for the electric field with that obtained using the depolarizing coefficient for an ellipsoid of revolution having
the same ratio of (D/R) as the disc. Carry out the calculation for (a) (D/R) = 45, and for (b) (D/R) = 155 .-
Answer (2.9)

The appropriate depolarizing coefficient for a pancake shaped ellipsoid is stated in the E&M notes, Figure (2.15):

R'D 3/2< R*D* —Tan! (ﬂ>) for (D/R) < 1.

N, =
(R2 —D2) D D

If (D/R)<<1,N, =1 — % (%) . Using the exact expression for N,

(a) For R= 10D one finds N,= 0.861, and this gives

£.(0) =001 (22

€0
By direct calculation, the exact value is —0.8995 (&).

€o

(b) For R= 100D one finds N,= 0.9845, and therefore

By direct calculation, the value is —0.9900 (S—;’)
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Cylindrical discs are often approximated as ellipsoids of revolution, especially in magnetic problems, for purposes of
_h

estimating the first order correction to the field at the center of a disc having an infinite radius, E,(0) = =

Problem (2.10)

An uncharged sphere of radius R is polarized in such a way that the polarization vector P is radial, and its magnitude is given by
P,(r) =Po(%)’.

(a) Calculate the electric field at all points inside the sphere.

(b) Calculate the electric field at all points outside the sphere.

Answer (2.10)

9

- (r*P;) . The bound charge density is

The polarization vector possesses only a radial component, therefore divP = rlz

oy = —divP = — (%)r

(a) The electric field inside the sphere can be calculated from Gauss' theorem because the field must be radial by symmetry.
Thus

1 /" 47 Pyr?
Anr*E, = — / pb47rr2dr __Tmor
€0 Jo €0R2

or

P() r\2
B B(L)
. €0 R
(b) There is a surface charge density on the sphere, ps= Py Coulombs/m? because of the discontinuity in the normal

component of the polarization vector. The total charge contained within a sphere whose radius is slightly larger than the
radius R is zero. Therefore the electric field is zero everywhere outside the sphere.

Problem (2.11)

Consider an uncharged sphere having a very large radius R which is uniformly polarized along the z direction. The polarization is
PZ: Po.

(a) What is the direction and strength of the electric field inside the sphere? How does this field depend upon the radius of the
sphere?

(b) A tiny spherical cavity of radius b, b/R<<1, is cut out of the sphere at some point not too far from its center. The polarization in
the remainder of the big sphere remains unchanged. Use the principle of superposition to calculate the electric field strength inside
the small cavity of radius b.

Answer (2.11)

(a) The depolarizing factors obey the sum rule Ny + Ny + N,= 1. But for a sphere Ny=Ny=N,, therefore each is equal to (1/3).
Inside the sphere E, = —3%“0 . This fieldstrength does not depend at all on the radius of the sphere.

(b) The field inside the tiny sphere of polarized material which has been cut out of the big sphere is E, = 73P_;:) . When this is

added to the field in the cavity of radius b it must give a total field equal to the field strength before the tiny sphere was
removed. It can therefore be concluded that the field in the cavity is zero!

Problem (2.12)

Consider an uncharged cylinder of radius R and length L. The axis of the cylinder lies along the zaxis. Let both R and L become
infinitely large, but in such a way that the ratio (R/L) - 0.

(a) Let the material of the cylinder be polarized along its length, i.e. P,= Py. What is the direction and strength of the electric field
inside the cylinder?

(b) Let the material of the cylinder be polarized transverse to its axis, along the x-axis say; i.e. Px= Po. What is the direction and
magnitude of the electric field inside the cylinder?

Answer (2.12)
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(a) The depolarizing coefficient for a very long needle in the direction of its length is zero. Therefore, when the cylinder is
polarized along its axis there is no electric field inside it.

(b) By symmetry the transverse depolarizing coefficients must be equal: N,=N,. But from the sum rule N,+N,= 1, since
N,=0. It follows that Nx=Ny=(1/2). The electric field inside the cylinder is given by £, = PN

- 2&‘0 :
This problem demonstrates that the dipole field has such a long range that the electric field inside an infinitely large
body depends upon its shape.

Problem (2.13)

Consider two charges q1=Q and q2=- aQ. The charge q1 is located at (-b,0,0); the charge g2 is located at (b,0,0).

_5b

(a) Let a=2. Show that the equipotential V=0 is a sphere of radius R = 4?” centered at £y = 3

b) Let a= 1/2. Show that the equipotential V=0 is again a sphere of radius R = 2 but centered at zp = +22 .
quip g p 3 3

The equipotential V=0 can be replaced by a grounded metal sphere without disturbing the potential distribution outside the sphere.
This construction therefore provides the solution of the problem of a point charge brought up to a grounded conducting sphere.

Answer (2.13)

V, = (q—lJrg—;),whereql:QandqQ:faQ

T dmeg \ M1

r1=+/(z+b)2+y>+22 ,andry = \/(z —b)2+y2 +22 . Therefore V=0 when 75 =, or (r2)”> = a?(r1)” . A bit of
algebra gives

o?

241
m2+y2+z2+2bx(a +1)+b2_0 (1)
2
By adding b? (ﬁ) to both sides of (1) this equation can be written

a?-1
a2+1 2 9 9 2ab 2
b = —— 2
(o) - () @

a?+1
a?-1"’

2ab
la®—1] "

This is the equation of a sphere centered at zg = —b and having a radius R =

Problem (2.14)
Consider two charges q;=Q and q,= -Q. The charge q; is located at (-b,0,0); the charge q, is located at (b,0,0).

(a) Show that V=0 on the plane x=0. The region to the right of x=0 can be replaced by a conducting metal without disturbing the
potential in the region x<0. This construction provides the solution of the problem of a point charge brought up to a grounded
conducting plane.

(b) Show that the charge q;=Q is attracted to a grounded metal plane with a force

_ @
*= Treo 4_132 Newtons .

Answer (2.14)

The electric field at x=-b is just that due to a point charge -Q located at x=+b. Therefore £, = % ,and E;= E,= 0. Thus

Q
47men 4
the force on the charge pulling it towards the metal surface is just

2
= Q —— Newtons. .
4dmeg 4h?

This page titled 13.2: Chapter 2 is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and Bretislav
Heinrich.
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13.3: Chapter 3
Problem (3.1)

It is desired to construct a 100 pF capacitor using a mylar spacer 10 m. thick, £,= 3.0, placed between two metal plates. How large
an area is required for the metal electrodes?

Answer (3.1)

C= % = 3—‘f1‘1(8.84 X 10’12) Farads = 1071° Farads;
10

A=3.77x10"*m?=3.8cm?,
i.e. one requires electrodes approx. 2x2 cm square.
Problem (3.2)

A small drop of oil is characterized by a relative dielectric constant ,= 1.5 and a density of 800 kg/m?; its radius is R= 10" m. It is
placed between condenser plates which are parallel and which are separated by 1 cm. The oil drop is uncharged. A potential
difference of 100 Volts is placed across the capacitor plates. The relative dielectric constant of air may be taken to be €= 1.00.

(a) Estimate the dipole moment induced on the drop by the electric field.
(b) How large a field gradient would be required to suspend the drop in the gravitational field?
Answer (3.2)

(a) The potential function outside the drop has the form

bcose'

Vo = —Eyrcosf+ 5
r

The potential function inside the drop has the form

Vi1 = —arcosf.
At r= R these potentials must satisfy the two boundary conditions
(1) The potential function must be continuous;
and (2) The normal component of D must be continuous.
These boundary conditions require

a+ % =E
2 b E

e R® &
These equations have the solutions
_ 3E0 _ ET—l 3
a_(sr+2) b_(sr+2)RE0

The dipole moment on the sphere is therefore given by

e —1
=4 R3 d E
Pz TEQ <Er+2) 0

For the present case

10712 ) (0.5) ( 100) 19
y = — =1.59 x 107" Coulomb-meters.
b (g x10° ) \3:5) {102

(b) The gravitational force on the drop is

R3
(800)(9.8) = 3.28 x 10 *Newtons.

Fg:mg:
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In order to suspend the drop one would require

dE,

D =3.28 x 10 °N.
dz

d

This implies a field gradient of dEz‘

=2.07 x 10" Volts/meter. This is an enormous field gradient!
Problem (3.3)

This problem concerns the calculation of the dielectric constant for a material composed of a lattice of atoms each of which carries
a permanent electric dipole moment which is free to rotate. The calculation follows the article by L.Onsager,
J.Amer.Chem.Soc.58,1486-1493(1936). According to the Onsager model, each electric dipole, of strength p, is located at the center
of a sphere of radius R: inside the sphere the relative dielectric constant is 1, outside the sphere the relative dielectric constant is &;.
The spherical hole is supposed to represent the volume of the atom which carries the dipole. The average electric field in the
material far from the dipole under examination is uniform, it has the value E, and it is directed along z.

(a) Calculate the field in the cavity in the absence of the dipole moment; let this field be E..

(b) Calculate the field inside the cavity for the case when the dipole is present in the cavity but the average applied field strength is
zero, i.e. E=0. Let the field in the cavity due to the presence of the dipole be the reaction field R. Notice that the reaction field is
always parallel with the direction of the dipole. The field outside the cavity is a dipole field; what is the corresponding effective
dipole moment?

(c) The total field in the cavity due both to the presence of the dipole and due to the applied field E can be obtained by
superposition. The result is the vector sum of the cavity field, E., and the reaction field, R. However, R exerts no torque on the
dipole because it is parallel with it. The potential energy of the electric dipole because of the presence of the cavity field is given by

Ud =—p- EC = 7pEC Cosf

If pE is small compared with kT it can be shown, using standard statistical mechanics, that the average value of Cosf due to

thermal agitation is
pPEc
<cosf>=| —=
o8 ( 3KT )

Use this result to calculate the mean value of the polarization per unit volume. Let the number density of dipoles be N per m3.

(d) Use the results of part (c) to show that the dielectric constant of the medium is related to the individual atomic dipole moment,

p, through the expression
& Np’
e—1=
1-+2¢; eokT

This relation can be used to deduce the dipole moment of polar molecules from the measured values of the static dielectric
constant.

(e) A certain material contains a density of molecules N = % % 10% per meter3, and each molecule carries an electric dipole
moment p = %9:10_29 Coulomb-meters. Calculate the relative dielectric constant, €, at 300K.
Answer (3.3)

(a) The Cavity Field.

Outside the cavity Vo = —Ercos 8+ @

Inside the cavity V; = —E¢7 cosf
Atr=R: Vl = V2

from which E, = ﬁ .

(b) The Reaction Field.
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Outside the cavity the potential function is that of a dipole; for this part of the problem there is no external field, so that

b cos 8
V2 == r_z .

Inside the cavity the potential function, V;, must include the singular dipole field due to the point dipole plus a reaction
field due to the polarization of the medium:

0
1= b o8 +arcos@
471'80 7‘2
Atr=R: Vl = Vz
o Vs
Eg— —e——
or or
from which
1 0 2 —1
V= Peosy P ( £ )rcos@
4dmegy 12 dreoR3 \ 26; +1
and

1 3erp cosf
Vo=
dmeg \ 26, +1 r2

From these expressions one obtains

2p er—1
IR| = 3
47T50R 251‘ +1
and the effective dipole moment for the region external to the cavity is given by

. 3elp
(26, +1)]

»
cos @

p
where V2 = m 2

(c) The mean polarization per unit volume is parallel with the field and is given by
P =Np <cosf >

Consequently,

Np* [ 3e, Np* (& 2
3kT ( %, +1 ) KT\ 22, 41 ) B coulombs /m

(d) D=¢€E = €0E + P,
or (g-1) E = P/g.
Therefore

Np? &
(& —1) = gokT (25,+1) ’

or

Np? (& —1)(2&+1)
gokT &

(®)

Nt (1/3) (10%) (1/4) (10 (10°)

= =228
eokT  (8.84x107'%) (1.38 x 1072%) (300)

From this 2 —11.9¢, — (1/2) =0
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and
e =11.93
Problem (3.4)

The radius of the sun is 6.98x10° km. and its surface temperature is 6000°C, corresponding to an energy kT= 0.34 electron Volts.
Treat the sun as a conducting sphere isolated in space and calculate the net positive charge required to produce a potential of 0.34
Volts relative to zero potential at infinity.

Answer (3.4)

At the surface of a conducting sphere the potential is given by

_ Q1
V_47I'80R

Therefore, Q= (4e()(0.34)(6.98x10%) = 2.64x10™ Coulombs. This is a surprisingly small amount of charge. It corresponds
to a deficit of 1.65x10'7 electrons.

Problem (3.5)

A capacitor is constructed of two concentric metal cylinders. The relevant radius of the inner electrode is a, the relevant radius of
the outer electrode is b. The space between the electrodes is filled with air for which &= 1.00.

(a) What is the capacitance per unit length of this device?

(b) The above capacitor, whose length is L= 10 cm, is placed upright in a dish of oil, = 3.00, so that the space between the
cylindrical electrodes is filled with oil to a depth of 5 cm. What is the capacitance of this configuration if the radii are a= 5 cm and
b= 6 cm?

(c) The capacitor of part (b) is charged to a potential difference of 1000 Volts. How high will the oil rise between the capacitor
electrodes if the density of the oil is 800 kg/m3?
Answer (3.5)

(a) Let the charge on the inner electrode be Q Coulombs/meter, that on the outer electrode -Q Coulombs/meter. The field is
radial, so from Gauss' law

27t E; = Q/gy,
and

E =2

T 2meer

The potential difference between the electrodes is

b Q
AV = E.dr = In(b
v-/ T lu(b/a)
But Q= CAYV, therefore
2
c= 220 Farads/meter.
In(b/a)

(b) If oil is placed betweeen the electrodes the capacitance per unit length becomes
Coi = €,C Farads/meter.
For a system having a length of L= 5cm= 0.05 meters the capacitance is
2meg) (0.05
c= (2e0) (0.05) _ 15.2x 1072 F =15.2 pF
In(6/5)

The oil filled part has a capacitance which is 3 times this value: C;= 45.7 pF. The total capacitance is the sum of the
above figures:

Ciot = Coil +C = 60.9pF
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(c) The electrostatic field energy per unit length of capacitor is given by
2

b E
UE:/ (27rrdr)sr60?,

where B = —2— and AV = —2 In(b/a).

2megE, 2megE,
Thatis F = lnﬁ://a) % , so that
—_ /b & (AV)? 1 meoe(AV)?
BT, T (n(b/a)2 2 T In(b/a)

If the oil level between the capacitor electrodes rises by dz, the increase in electrostatic field energy will be given by

meg (e — 1) (AV)?

dUe = In(b/a)

since a slice dz thick of air (g,=1) is replaced by oil (g,= 3.0). But this change in energy must be equal to the work done
by the electrostatic forces: Fdz= dUg, so that

meg (e — 1) (AV)?

= In(b/a)

Newtons .

This force will support a column of oil whose height is H meters, where
F =n (b? —a?) Hpg
For our problem F = 7(1.1x10°%)(800)(9.8)H,
or F = 27.09H Newtons
Therefore H = 1.12 x 10 °meters = 11.2um .
Problem (3.6)

An electron is located a distance d in front of the plane interface with a material characterized by a relative dielectric constant &=
3.00.

(a) Calculate the force on the electron.
(b) How much work must be done on the electron to bring it from infinity to a distance a= 10'° m from the surface?
Answer (3.6)

(a) In the vacuum at the interface

- (2:9)
dweg \ T r

and
Dy ~ (Q - Ql) .
In the slab at the interface

_ 1 1o

dmeg e, T
and

D ~ Q”
Therefore Q — Q' = Q"
1
Qr@ =%,
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so that

and

1—¢
o r
@-o(17=).
For the present problem Q"= 3Q/2 and Q'= -Q/2.
The force on the charge Q is given by (z is measured towards the interface)

B Q2 \_ @
F:=Q (47?50(2(1)2) B 327r50d2'

This is an attractive force.

(b) The electron will be attracted to the interface, consequently the work done to bring it up from infinity is negative. The
binding energy is given by

—a 2
U=—/ F,dz= Q

)
00 32mepa
or

1.6)% x 107%8) (9 x 10°
U= e (X8 10—)10() ) =2.88 x107%Joules = 1.8eV
X

Problem (3.7)
(W.Shockley, J.Appl.Phys.9 ,635(1938)).

A capacitor is made using conducting concentric cylinders with a vacuum in the space between the electrodes. The radii of the
relevant surfaces are a,b where b>a. Place a charge q at position r between the electrodes. What is the charge induced on each of the
electrodes?

The solution of this problem is related to the calculation of the noise spectrum in vacuum tubes. The current through such a tube is
carried by discrete charges, electrons, and as each electron leaves one electrode it induces a characteristic current spike in an
external circuit. The time variation of the current pulse depends upon the electron transit time. The Fourier transform of the time
variation of the current pulse gives the noise spectrum.

Hint for the solution.

(1) Use the linearity between charge and Voltage to write three equations involving generalized capacitance coefficients (see
Equations (10.111)). One can think of the test charge q as being located on a very tiny spherical electrode.

(2) Construct two thought experiments:

(a) Put a charge Q on the inner electrode(#1), a charge -Q on the outer electrode(#2) which is grounded, and put no charge on
the tiny sphere (electrode #3); i.e. Q1= Q, Q2= -Q, and Q3= 0. The corresponding potentials are V1, which can be calculated,
V,= 0 (grounded electrode), and V3 which can also be calculated assuming that electrode 3 is so small that it makes a
negligible perturbation of the field between the electrodes.

(b) Put V1= V=0 and let the charge on electrode #3 be q.

The results of these two experiments enables one to deduce that the induced charge on the inner electrode is given by

In(b/r)
Qi =—ap
In(b/a)
Similarly, one can show that Q5 = fqiz((ZZ; . Thus Q1 + Q = -q corresponding to charge conservation.

Answer (3.7)
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Put a charge Q on the inner electrode and ground the outer electrode so that V,=0. In the space between the electrodes the
potential is given by

Q

V(T) - 271'60

In(b/r),

corresponding to the electric field E, = Q . The potential at the position of the uncharged electrode #3 is just V(r). One

has
=Q, W= < In(b/a);
’ 27‘(‘60 ’
Q2 = 7Qa ‘/2 =0
_ Q
@s=0, Vi= 3% o/
But
Q1 =CuV1 +Ci1aVo +C13V3
Q2 = C12V1 +CoVo + Co3V3
Q3 =C13V1 +Co3Va +C33V3
Therefore
Q= Cui g ta(b/a) + Cra -n(o/) (1)
_ Q Q
Q=0C2 ey In(b/a) + Cas ey In(b/r) (2)
_ Q Q
0 = Ciag—In(b/a) +Caay - ln(b/1) (3).
From () & =~

Now let V1=0, V=0, and Q3=q. Then
q = Cz3Vzand Q= Cy3V3,

from which

Q= () a=—apsa

When r=b Q;=0 as it should; no charge is induced on the inner electrode, but there is a charge -q induced on the outer
electrode. When r=a the full charge -q is induced on the inner electrode. The induced charge -q is transferred from the outer
to the inner electrode through the external circuit during the time required for the charge q to move from one electrode to the
other.

Problem (3.8)

Let an air-filled capacitor (¢,= 1.00) be constructed of two square shaped metal plates of length L on a side separated by a space D.
The edges of the two plates are parallel. Now let one of the plates be rotated slightly around one of its edges so that the two
electrodes make an angle 6 with respect to one another; along one edge the spacing is D and along the other edge the spacing is
D+L6. Estimate the capacitance of this wedged capacitor. This can be done by equating CTVZ with the electrostatic field energy
%0 f E%dr, and by making a plausible assumption about the electric field distribution between the wedged conductors. The
electrostatic field energy is an extremum (a minimum) for the correct field distribution and therefore its value is insensitive to small
deviations of the field from its correct distribution.

I assumed that
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v

B = R0

where RO= D, and where V is the potential difference between the electrodes. This assumption makes E perpendicular to the
electrode surfaces and it preserves a constant potential difference between the plates as x goes from 0, corresponding to one edge of
the plates, to x=L corresponding to the other edge. Unfortunately, div E is not zero so that the its potential function does not satisfy
LaPlace's equation. Nevertheless, this calculation will give an upper bound for the change in capacitance with wedge angle.

Answer (3.8)

Let x be the distance from the narrow edge of the wedge between the two conductors. At any point x one can use the volume
element

dr = L(R+z)0dz;
this expression is based upon a cylindrical co-ordinate system in which the z-axis lies at the apex of the wedge. If

v

Eg= —,
T R+x)0

then the field energy is given by (neglecting edge effects)
L 2 2 L
E()E €0LV / dx
Ug =L R +x)0dx = ,
. ./o ( 2 ) (R+x) 20 Jo (R+x)

eoLV2 RAL gy eOLV21< L)
du 0 ,

or

1 i
+R

E=" 9 Ji u 20

. ~ €oL L
from which ¢ 2 °Tln(1 + E) .

If % << 1, (small wedge angle), this gives

€0L2 €0L2

C=C=3g =~

2
the correct expression for a parallel plate capacitor. From the expansion In(1+xz) =2 — % +... the correction to the
P p p p p

2
parallel plate value Cy is given by
L Lo
C:CO (1—&) —CO (1—5) .

The effect of tilting the plates is to reduce the capacitance by an amount corresponding to the average increase in spacing
between the plates.

This page titled 13.3: Chapter 3 is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and Bretislav
Heinrich.
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13.4: Chapter 4
Problem (4.1)

A current I amps flows in the inner conductor of an infinitely long co-axial line and returns via the outer conductor. The radius of
the inner conductor is a, and b and c are the inner and outer radii of the outer conductor (see the sketch). The current density is
uniform in the two conductors. Calculate the magnetic flux density in all regions. The magnetization density can be set equal to

zero everywhere.

Answer (4.1)
This problem exhibits cylindrical symmetry so that it is ideal for an application of Stokes' theorem. Let z be the direction
along the cable. Then there is only a component Az of the vector potential (A = % c d—rL) . Moreover, by symmetry A,
cannot depend upon the angle 6, nor can it depend upon z (infinite wire).
oA = Ag(n).

In cylindrical co-ordinates

flr ’r‘flo u,
curl A = % % % % , - B has only a 8 component
A, rdy A,
OA,
Be —_— ? .

But since there is no magnetization and no time dependence
Curl B = p, J¢
fsurface curl B-ds = Ho fsurface Jf -ds

or
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§CB'dL:N0fsurface Jf'ds
Apply this to a circle of radius r:

Case (1)r<a szﬁ

2.2mrBy = o (L) (7””2) :u01(§)2

ma?

— (L
B@—(szZ)T‘
Sowhenr=0Bg=0

I
whenr=aBg=%.

Case (2)a<r<b

In this case [, Jr-ds=I

urface

S2nrBp =1

I
By = £

27r

I
When r=a By = %

When r=b By = ;%

Case (3)b<R<c

In the outer conductor

|Jf| = W(CQ{bz)

and the current flow is negative. Therefore this time one has

m(c2—b?)
Bo= (1 (55)]

I
SowhenrszQ:%

2 2
2wrBy = o [I— (") ]

Whenr=cBg=0

Case () R=C

Here 2mrBg = p,(I-1)=0.". By =0.

There is no field outside this co-axial cable. Notice that the tangential component of B is continuous across the boundaries.
Problem (4.2)

Two identical coaxial coils, each of N turns and radius a, are separated by a distance d as shown in the sketch. A current flows
through each coil so that the fields of the two coils add at the origin.

(a) Calculate B, at the origin

(b) Show that 42 = 0 atz = 0.

(c) Find d such that =0atz=0.

d’B.
d 2

Such a configuration is the simplest system for generating a uniform magnetic field. It is known as a Helmholtz pair.
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@= d =9 1
a
¢ -
z=0 z
o o
Coil #1 Coil #Z
Answer (4.2)
The field of a single coil along its axis is
2
BZ _ ,LLONI a
2 (a2+z2)3/2
where z is measured from the center of the coil. For the above pair of coils
B, — /LONIa2 1 n 1
2 4\2 , o] 32 4V2 , o] 32
[(Z—E) —I—a} [(z+5) +a}
(a)Atz=0B, = poNI [ —2—
2= Ho [£+a2]3/2
(b)
dB. —3(:-%) 3(2+3)
dz & dy2 a dy?2
R R L R C R L
Thusatz =0 di’ =0.
(©
2 2
d*B, -3 3 L Gmg) 15 (2+4)
dz? 9 5/2 a2 9 7/2 9 7/2
N O R (O B L (O e R [
Satz=0
o, () 5(£ ) o) (<)
dz2 [%+a2]7/2

x6d?>—6a2=6 (d2 —az)
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2
So L2 =0ifd=a.
Thus for a Helmholtz pair d = a.

The magnetic field strength at the center of the Helmholtz pair is given by

uoNI 3/2 o NI
B.(0)==—(3)"" =0.716 =——.
Problem (4.3)

A solenoid is 1 meter long and it carries 10* turns of wire. The average radius of the coil is 0.1 meters. The coil carries a current of
10 Amperes.

(a) Calculate the field at the center of the solenoid.

(b) If the wire of the coil has a cross-sectional area of 10°® meters? calculate the resistance of the coil. R = pL/A and for copper p =
2 x 10°® ohm meters.

(c) How much power is required to produce the magnetic field of part (a)?
This calculation explains why iron core magnets are used to generate fields of ~ 1 Tesla.

Answer (4.3)

_ 1o NI (z+L/2) B (z—L/2)
2 VR Y YR (L)

N is the number of turns/m, L the length of the coil.

B,(2)

AtZ:OBZ(O) :ﬂOTM#—
2 2
VR H(L/2)

Here N = 104/m, =10 Amps, % = %m, andR=0.1m

(2mx107%) . 3 .
(@..B.(0)= Noe 0.123 Tesla i.e. ~ 10° x earth's field!

(b) L = (27R)(10%) = 6.283 x 10° m .. R = 125.7 Ohms

(c) For 10 Amps one would require 1257 Volts and a power = VI = 12,570 Watts!! = 12.57 kWatts!
Problem (4.4)
A square loop of wire 1 cm on a side carries a current of 2 Ampéres.

(a) Estimate the magnitude of the magnetic field on the axis of the current loop and 1 meter from its center. The loop may be
treated like a point dipole.

(b) Estimate the magnitude and direction of the magnetic field one meter from the center of the loop but at a point in the plane of

the loop.
Answer (4.4)
The magnetic moment of the loop is M, = IA = (2)(10™) Amp m?.
3(mr)r
NowB:Z—;’r[ - —rﬂs]

(a) On the axis of the dipole m-r = Mgyr

So B, = (Z—;) (2T—A;I‘)) =4 x10 "1 Tesla
(The earth's field is ~ 10 Tesla so this is very weak).
(b) On the equatorial plane m-r = 0
B, = —ﬂ% =—-2x10""Tesla

Directed opposite to the dipole moment.
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Problem (4.5).

Calculate the magnetic field along the z-axis of a square coil which carries a current of I Amps (see the sketch).

YA
(_Lr L) ] (LrL)

I Amps

(-1, -L) ~ (L,-L)

Each side of the square is 2L meters long.
Answer (4.5).

Along the axis of the coil there will be only a zcomponent of magnetic field by symmetry. In order to get the total field it is
only necessary to calculate the z-component of the field generated by one side of the coil and then multiply by four. Consider
the right hand side.

LetdL=dyu, at (L,Y)

The position of the element of length, dL, is specified by r where r = L, +yuy . The position of the point of observation
along the z-axis is specified by R = zu, .

Therefore,

(R—r) = —Luy —yuy +zu,

and

Rox|= VT Iy 127 .

From the law of Biot-Savard one obtains

g dLx(R-x)

dB = yp P
from which
dB, — o Ldy
A (2 4yr422) ¥
and
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B :&I 212
Am (22 4+ L2) V22 + 212

This must be multiplied by 4x because the coil has four sides:

- 2/1,01 L2

T (2412 V22

B,(z)

»
N

ol ol
&l —0.90034

Atz=0B,(0) = oL

This value can be compared with B,(0) = %{ for a circular coil.

Problem (4.6).
(a) How far apart should two square coils be mounted in order to obtain as homogeneous as possible a magnetic field? See the
sketch.
x A
L
l 2d
e
Z
z=—d z=d
2 2
( One wants d dzB; =0 at the center of the coil system. With a little thought one can convince oneself that at z=0 the quantity ddjz

is exactly the same for each coil, so that the work of differentiation can be reduced by a factor two.)

(b) Over what distance along the z-axis will the field deviate by less than 1% from the field at the center of the coil system if L= 1
meter?
Such square coils are often more convenient to build than circular coils if the earth's magnetic field is to be cancelled over a large
volume.
Answer (4.6)

(a) From the results of Problem (3.5) one can write

2
B,(z) = 225 () + W) , where

W, = : TE
((z+d)2+L2> ((z+d)2+2L2)

depy = . .
v ((zfd)2+L2) ((zfd)2+2L2)1/2
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Gfiﬂ _ —(z+d) (:’; (2+d) +5L2) _ and
o (z+d )2+L2 <z+d +2L2)

2
40, (2—d) +5L)

)
= ((z—d) i ) ((z—d) +2L2)3/2

Note that at z=0 % (11 +1)2) =0 ; the field gradient vanishes by symmetry.

&’y N

2 =D’ where
N=— (9(z+d)2+5L%) ((z+d)* + L?) ((z+d)* +2L?)
+ (12(z+d)* +20L*(z+d)?) ((z+d)? +2L?)
+(9(z+d)* +15L%(2+d)*) ((z+d)* + L*)
and
D= ((z+d)*+ %) * ((z+d)* +2L%) **.
2 2
Atz= % = ddzwf so that for optimum uniformity We require the numerator in the second derivative to vanish at

z=0. This condition gives

n® 30t + (F)n* = (§) =0 )

where 7 = (d/L). The solution is % =0.5445057 (see the figure below). The coils should be placed 2d= 1.0890L
apart.

Square Heln hokz Pair

Num ermtor
1T

-

d/L

(b) The simplest way to examine the homogeneity is to plot the field function:

Lo\ (€2 1)/ (CHmP+2 (-2 +1)y/((—m7+2 )’
where (= (z/L) and where n= (d/L)= 0.5445057. At the center of the coil system

1

B.(¢) =

B,(0) = 242 (1.017958) Teslas.
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Heln holz Pair

Fild

1017

0997

0987

01 02 03 04 05
D istance\z/L

From this graph one finds that the field has decreased by 1% when (%) = 0.344. This means that the field varies by
less than 1% over a central region whose length is 0.688L. It turns out that the field is homogeneous to within 1%
within a volume whose diameter is 0.688L: i.e. within the sphere whose diameter is ~68 cm if L=1 meter.

Problem (4.7)

Consider a square loop of wire lying in the xy-plane as shown in the sketch. The loop carries a current of I amps and is centered on
the origin.
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YA

(2)
A
A
a
(3) (1)
¢ -
Z X
I Amps
- Y
(4)
- a >

(a) Show that the contribution to the vector potential at a point P(X,Y,Z) from side (1) has only a y component and that this
component is given by

P e y (X—a/2)2 +(Y —a/2)2 + 22
Y11= n

Y+ (a/2) —y/ (X-a/2) + (Y +a/2) + 22

(b) Show that the contribution to the vector potential at a point P(X,Y,Z) from side (3) has only a y component and that this
component is given by

Y- (a/2) -/ (X+a/2)2 + (Y —a/2)2 + 22

I
Ayg :_Z_Oﬂ' n

Y+ (a/2) —y/ (X+a/2) + (Y +a/2)2 + 2

(c) Show that the contribution to the vector potential at a point P(X,Y,Z) from side (2) has only an x component and that this
component is given by

wl [ X—@/2)—/ (X—a/2)2+(Y —a/2) + 22

X+ (a/2) —y/ (X+a/2) + (Y —a/2) + 2

(d) Show that the contribution to the vector potential at a point P(X,Y,Z) from side (4) has only an x component and that this
component is given by

ol X—(E%/2)—\/ (X—a/2)2+ (Y +a/2)2 +22
Axs=—In

47

X+ (a/2) — \/ (X+a/2)2+ (Y +a/2)% +2°

(e) Now consider the point P(X,0,Z) which is specified by the vector R = Xux + Zu, . Show that
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AX = 0:
1+ & 1— a
a2 2 a2
I 2y/(e-a/2)"+ 5 +2 24/ (a+a/2) +5 422
A, = &ln(( \/ _ ‘ ( \/ _ 1
4 1-— 1+
2\/()(*11/2)2+"72+Z2 2\/(w+a/2)2+§+z2

In the limit as a/R — 0, where R = y/X? + Z2 , the expression for Ay can be shown to go to the limit

A — Lo Ia> [ X _ po [ mpX
Y7 4r \R3) 4r\ m3 )’
where m,= Ia?> Amp-meters®. This is just the x-component of the expression A = % “‘R+R , the dipole vector potential.

Answer (4.7)

We shall show the calculation for side (1). The procedure for the other three sides is very similar. For side (1) the element of
length is given by

dL = dy, .

This element is located at r = 311, +yu, . The point of observation is located at R = X1, + Y1, 421, , therefore

R-r= (X—%) By + (Y — y)dy + Z,.

The length of this line is given by

R—r| :\/(X—%)2+(Y—Y)2+Z2 :

The contribution to the vector potential at P has only a y-component because the current element has only a y component:

ol dy

= , and
am \/(X—%)2—|—(Y—y)2+Z2

A _&I/a/z dy

Yoo 4rm J

2 (X)) (Y oy

This is a standard integral; it can be written

ol [ Y@/ -y (X—a/22 (Y —a/22 4+ 2

AYl = —In
Y+ (a/2) -/ (X-a/2) + (Y +a/2) + 22

4

(e) The expansion for Ay in the limit of (a/R) - 0 can be carried out as follows: ( it is convenient to use the notation

\/(m—a/2)2+a—2—|—z2 —\/z2+z2—am+£ =R
4 B 2

and
s 2 2, .2 a?
(x+a/2) +T+z =4/z°+z +a.1:+7 =R,.
(1 + %) (1 B %) a a a a
In — z =1n<1+—)+ln<1— )—1n<1——>—ln(1+ )

(1 _ %) (1 + 2; ) 2R_ 2R, 2R_ 2R,
Expand to first order in small quantities:
Tl
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since (a/R.) and (a/R+) are very small. One can finally write

a aX a2 \ V2
== (1o 2
(o/R-) R( R2+2R2>

I

a aX a?
—l1+=-=—),
R 2R?2  4R?

a 1 aX a?
R 2R? 4R?)’

I

-1/2
a aX a?
R)==|(14—=—=+—
@Ry =5 (14 5+ 37
where R = /X2 +72% .
It follows from this that to first order in small quantities
pol a’X
Y="""°%-
47 R3
Problem (4.8)

A short cylindrical solenoid has a radius of R= 5x10-2 meters and a length of L= 5x10-? meters. It is wound with N= 8x10*
turns/meter, and the windings carry a current of I= 10 Amps.

(a) What is the magnetic field at the center of the solenoid?
(b) What is the magnetic field strength on the axis of the solenoid but at the end face (z=L/2)?
Answer (4.8)

The magnetic field along the axis of a short solenoid is given by (z is measured from the solenoid center)

B,(z) = 1o NI (z+L/2) N (L/2 —2)
2 \e+L22 4R |/ (@-L/2? +R?

Atz=0 B,(0) = WNI L
(a) Atz 0) 2 Jwerer

”OZNI =0.503 Teslas..

Therefore B,(0)= 0.450 Teslas.
(b) At z= L/2= 2.5x102 meters:

NI L NI
B,(L/2) = £ < ) =0.707 (“OT> =0.356 Teslas .

Wi

For this problem

Problem (4.9)

A short cylindrical disc has a radius of R= 5x10"> meters and a length of L= 5x10 meters. It is uniformly magnetized; the

magnetization density is parallel with the axis of the disc, the z-axis, and the magnetization has the value My= 0.955x10°
Amps/meter.

(a) What is the magnetic field at the center of the disc?
(b) What is the magnetic field strength on the axis of the disc but at the end face (z=L/2)?
Answer (4.9)

The magnetic field distribution generated by a uniformly magnetized disc is the same as that generated by the windings of a
short solenoid. The magnetic field along the axis of a short solenoid is given by

_ NI (z+L/2) N (L/2-2)
2 \e+L22 4R |/ (@-L/2? +R?

It is only necessary to replace the product NI in this formula by the magnetization M,,.

B, (z)
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(a) Atz=0 B, (0) = L0t L
V/(L/2)R?
po Mo

s = 0.600 Teslas.

For this problem
Therefore B,(0)= 0.537 Teslas.
(b) At z= L/2= 2.5x10"2 meters:

M L M
B,(L/2) = £ =0 ( ) =0.707 (%) =0.424 Teslas .

2 /L2+R2

Problem (4.10).

Given a sphere which is uniformly polarized along the z direction i.e. M; = M, Amps/meter.
(a) What is H inside the sphere?

(b) What is B inside the sphere?

(c) What is the value of B, on the axis of the sphere but just outside the surface of the sphere?
(d) What is the value of H just outside the equator of the sphere?

(e) A neutron star is typically an object 10* meters in diameter having the density of nuclear matter (~ 10°! kg/m?). The maximum
magnetic field at its surface is estimated to be 108 Tesla. What is its average magnetization density, M,?

(f) A neutron has a mass of 1.68 x 10”7 kg. From (e) what is the average magnetic moment of a neutron in a neutron star?

Answer (4.10).

(a) The demagnetizing factor for a sphere is 1/3. Therefore H, = — Mo

3
() B, = o (H, +M,) = 2 oM .
(c) From div B = 0 The normal component of B must be continuous .". B, = % oMy .

(d) From curl H=0 (there are no currents) the tangential component of H must be continuous across the surface of the sphere.
It follows that H, = —% Amps/meter at the equator just outside the sphere. From the fact that M has no component normal
to the surface of the sphere at the equator it follows that the normal component of H must be continuous across the surface of

the sphere at its equator and therefore H has only a z-component just outside the sphere on the equator. Also on the equator
oMo

5 - The tangential component of B is discontinuous.

just outside the sphere B, =
(e) %,quo =10® Teslas.
o.My =1.19 x 10" Amps/m(i. e. Large!!)

(f) The number of neutrons/m?® = = #ﬁlom =5.95 x 10%

_11.9x1013 _ —34 2
(un) = Soscor —2:0x10 Ampm® .
The neutron magnetic moment is 9.7 x 1027 Amp m? so that on average only 2 x 102 of a neutron is aligned.
Problem (4.11)

The material of a very long, hollow, rod is uniformly magnetized as shown in the sketch. (Although the rod is shown as having a
finite length in the sketch, it is supposed to be infinitely long).
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(a) What is the value of the magnetic field B outside the rod?

(b) What is the value of the magnetic fields H,B in the central hollow region where M,=0?
(c) What are the values of B,H in the material of the rod where the magnetization is M?
Answer (4.11)

By superposition this problem can be reduced to the problem of nested solenoids. The outer surface discontinuity in the
tangential component of M is equivalent to a solenoid for which NI= M. This current sheet produces a field B1= pgMy. The
inner surface discontinuity in the tangential component of M is equivalent to a solenoid for which NI= - M.

(a) Outside the rod the fields B,H are both zero.
(b) In the hollow region the fields due to the two current sheets cancel so that B= H= 0.

(c) In the region between the two current sheets the B field is that due to the outer current sheet; B,= 1yM,. But by definition,
B,= po(Hg + My) , and therefore H,=0. Thus H= 0 everywhere because there are no real currents and no magnetic charge
density to generate an H-field.

Problem (4.12)

An infinitely long rod is uniformly magnetized except for a disc shaped cavity shown shaded in the figure. Inside the cavity the
magnetization is zero. What is the magnetic field strength at the center of the cavity?

Answer (4.12)

This problem can be worked as the superposition of a uniformly magnetized, infinitely long rod plus a uniformly magnetized
disc, but for the disc M,= - M,,. For the uniform rod B,= pyM,. Along the axis of the disc
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Bz( ):_HOMO (Z+d/2) + (d/2—Z) ,
2 V@rd22 1R\ (2-d/2)2 +R?
and at z=0
oM d
B,(0) = — °2 0 =.
(d/2)2+R

The total field at the center of the disc will be

d
Bz (0) = ,Ll,()MO 1-—

24/(d/2)? +R?
In the limit (d/R) - O the field at the center of the cavity is just Bo= pgMjy.
Problem (4.13)
A uniformly magnetized ellipsoid possesses magnetization components
Mx = 2 x 10° Amps/meter,
My =2 x 10> Amps/meter
Mz =4 x 10° Amps/meter
when referred to the principle axes of the ellipsoid. Demagnetizing coefficients for the ellipsoid are
Nx =0.2,
Ny =0.3
(a) Calculate the components of H inside the ellipsoid.
(b) Calculate the components of B inside the ellipsoid.
(c) Calculate the angle between B and M.
Answer (4.13)
The demagnetizing coefficients obey the sum rule
Ny +Ny+N,=1.

For this problem
Ny =0.20,
Ny =0.30,
N, =0.50.

Hx = —Nx  Mx = —0.40 x 10° Amps/meter.
() Hy = —Ny My = —0.60 x 105 Amps/meter.
Hz =Nz Mgz =—2.00 x 10° Amps/meter.
(b) B =po(H+M), therefore
Bx = po (Hx + Mx) = 0.201 Teslas.
By = o (Hy +My) =0.176 Teslas.
B, = po (Hz +Mz) = 0.251 Teslas.
()B-M = |B||M| cos#;
|M| =4.899 x 10° Amps/meter ,
|B| =0.367 Teslas,

M. B:+M,By+M.B. 1.758

cosf = MIB| = (4.899)(_3667):0.9786.
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So 6 =11.9°.
Problem (4.14)

A very large disc whose radius is infinite is magnetized along its normal as shown in the figure.

Cavity
/ Y

O/

—— ———

(a) What is H in the disc?
(b) What is H outside the disc?
(c) What is B inside the slab?

(d) A spherical cavity is cut out of the material of the disc. Use the principle of superposition to calculate the magnetic field B in
the cavity.

Answer (4.14)
(a) The demagnetizing factor for the direction along the disc normal is N, = 1. Therefore H, = - M,, .

(b) Outside the disc the field is zero by analogy with the equivalent electrostatic problem i.e. two infinite charge sheets

- +

- +

- +

On= — My — T on= Mo

- +

—Hz= - My +

- +

- +

- +

- +

- +

H,= 0 outside

(B, =p, (H, +M,) =0.
(d) Inside a uniformly polarized sphere B, = % oMy . Therefore in the cavity one must have B, = —%MOMO so that the

sum of the two fields gives zero when the sphere is put into the hole.

Problem (4.15)
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A very long cylinder of magnetic material has a radius R. The axis of the cylinder lies along the z-axis. The magnetization depends
upon the distance from the cylinder axis:

M, =My(r/R) Amps/ meter.
(a) Calculate the effective current density curl M both inside and outside the cylinder.

(b) Note that there is an effective surface current density on the surface of the cylinder due to the discontinuity in the tangential
component of the magnetization. Calculate this surface current density, J.

(c) Calculate the radial dependence of the magnetic field in the cylinder.

Answer (4.15)

1 . ruy 0
curl M = - 2 0 0|= 7% ,
0 M, 0
(There is no angular or z dependence).
@ Jg = —% = —M, /R ie. independent of position.

(b) At the outer surface there is a discontinuity in the tangential component of M. Use Stokes' theorem to obtain the effective
surface current density:

Jy=curl M

/ Jb-ds:/ curlM-ds:?{M-dL
surface surface C

Apply this to the loop shown below:

here M = 0

-

Current through the loop [Jy, - ds = J,L
Js is the effective surface current density.
fo M.dL =ML

JsL = MyL
or Js = M, Amps/m.

(c) Calculate the field along the axis of the cylinder. By symmetry there is only a z-component which is independent of z.
The uniform effective current density, —%, can be treated like a nested solenoid problem in order to calculate the magnetic

field along the cylinder axis.

The effective current sheet strength is NI = — (%) dr Amps/m.

This produces the solenoid field contribution dB, = —pug (%) dr.

Integrate fromr = 0 to r = R: B, = - p,M, Tesla. However, this is just cancelled by the surface current sheet which
produces B, = p,M, Tesla.

. On the axis B, = 0.
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Now use curl B = 11, curl M

or§,B-dL=py [,M-dL and integrate around the loop shown in the figure:

—_—» M; ()

——————— B, (1)

P

z = 0

from which B, = poM,

“+ By(r) = poMo(1/R)

and H, = 0 everywhere.
Problem (4.16)

A permanent magnet is formed in the shape of a dough-nut having an inner radius a meters and an outer radius of b meters (see the
figure). The magnetization density has the components M;=0, Mg= M, M,=0 in cylindrical polar coordinates, where M, is
constant.

YA

(a) Calculate the field H everywhere.
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(Answ: div M=0 everywhere, and there are no free currents. Therefore there are no sources for H and consequently
H=0 everywhere.)

(b) Suppose that a gap d meters wide is opened in the ring as shown in the figure. Calculate the field B at the center of the gap.
(Answ: By = oM, | 1 — —34 ) Teslas. )
\/4(b—a)2+d2
Answer (4.16)

A uniform magnetic charge density will appear on the faces of the cut due to the discontinuity in M. The surface charge
density on the left hand face is +My/m?; the surface charge density on the right hand face is -My/m?. These charge
distributions produce a field at the gap center given by

R
Hy = Mod/ 21‘(ﬁ11‘+32
Lo a2y

where R= (b-a)/2.

d
Hy=M, |1-—u-— |,

(b—a)?+d?

Bo= poHy directed along M, ie along -x in the above figure. This problem can also be solved by treating the magnetized plug
removed from the gap as a short solenoid: for a short solenoid of radius R= (b-a)/2 and of length d the field at its center is
given by

gty d
T2 @Ry

This field plus the gap field, BS, must equal the field in the gapless ring, - 1gMo, by superposition. Therefore

- d/2 o 4
Bg = —puoM (1 — —(d/2)2—|—R2> = —poMo (1 d2 +(b_a)2 ) )

the same answer as above.

This page titled 13.4: Chapter 4 is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and Bretislav
Heinrich.
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13.5: Chapter 5
Problem (5.1)

A very long solenoid is wound with N= 10° turns per meter. It is filled with a very permeable material, but one that becomes
saturated at a critical value of B: i.e. for B< 0.30 teslas the relative permeability is p,= 103, but for B> 0.30 Teslas the relative
permeability becomes very nearly equal to p,= 1.0.

(a) Make a sketch showing approximately how one would expect the B-field inside the material in the solenoid to vary with the dc
current through the solenoid windings.

(b) Suppose that a secondary coil of radius R=2 cm and 1000 turns was wound on the above solenoid. Calculate the emf induced in
the secondary coil if the current through the primary varies as

I(t) = I Sinwt,
where Ip= 1 mAmp (103 Amps), and w@= 27F corresponds to 60 Hz.

(c) Calculate the emf induced in the secondary coil if a dc current of 10 mAmps flows through the solenoid windings in addition to
the above ac current.

The controll of an output ac signal amplitude by means of a relatively small dc control current formed the basis for a device called
a magnetic amplifier. In effect, the efficiency of a transformer could be altered by a dc current and therefore large amounts of ac
power could be controlled by means of relatively small amounts of dc power. Magnetic amplifiers enjoyed a brief spell of
popularity in the late 1950's and the early 1960's. They were superceded by the developement of transistors which could handle
large amounts of power.

Answer (5.1).

(a) Inside the solenoid H= NI = 10°T Amps/meter. When the B field is less than 0.30 Teslas the relative permeability is given
by p,= 103, so that

B =pH = p, poNI =125.7 1 Teslas.

The current required to saturate the core is

0.30 _3
I= 1957 = 2.39 x10 " Amps =2.39 mAmps.

Upon saturation, the B-field increases only very slowly with the current because M remains fixed at the saturation
value:

B = poM+ puoH =2 0.3 Teslas

since poH is relatively small. At I= 0.1 Amps (~40x the current required to saturate the core) pgH= 0.013 Teslas, an
increase of only 3% in B.
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Idealized

More Realistic

I (mA)

(b) For a small current p,= 1000 and so for an amplitude of 1 mA the field varies as
B =0.126 sinwt Teslas.
The flux through the secondary coil is given by
¢ = (10%) (7R?) (B) = 0.158 sinwt Webers.

e= —% =59.6 coswt Volts,

since o= 27(60) = 377 radians/sec.

(c) The dc current of 10 mAmps would bias the core of the solenoid into the region where the relative permeability is only
1= 1.0. The voltage induced in the secondary coil would decrease by a factor of 1000: the output signal would fall to ~60
mV from its initial value of ~60 Volts.

Problem (5.2)

A long straight thin wire carries a current of 5 Amps; it runs parallel with the interface between vacuum and a superconducting
plane for which the relative permeability is jp,= 0. Calculate the force on the wire due to its image if the wire is a distance z=1 cm
from the plane. In a superconductor the field B is zero.

Answer (5.2)

The image current I' has the same magnitude as the driving current I, but is opposite in sign, and is located z from the
interface, but in the superconductor;

The current plus its image generate the magnetic field in the region outside the superconductor. The normal component of B
is zero at the superconducting surface as is required by div B=0 plus the condition B=0 in the superconductor. The
component of B or of H parallel with the interface does not matter since surface currents flow in the superconductor to shield
its interior so that H=0.

The field generated by I' at the wire carrying the current I is given by

The force on the wire per unit length is given by
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2 25) (47 x 1077
_ pol _ (25) ( - ) =25 x 10°Newtons / m .
dmz (4m) (107%)

The direction of the force is such as to repell the wire from the interface. The above force is sufficient to lift a weight of
approximately 25 miligrams per meter. This is pretty feeble; however, the force increases with the square of the current so
that for 500 Amps the force would support ~0.25 kg/meter.

Problem (5.3)

A permanent magnetic dipole, m, is brought up to the plane interface between vacuum, p,=1, and a superconductor, p,=0. The
dipole is located a distance z in front of the interface.

(a) Show that the image magnetic charge induced in the superconductor by the magnetic charge qn, a distance z in front of the
interface is equal to qn and is located a distance z behind the interface. The image charge is required in order to satisfy the
condition divB=0 and also the condition B=0 in the superconductor.

(b) Use the results of part (a) in order to calculate the force exerted on a magnetic dipole by its image when the dipole is oriented
parallel with the interface.

(c) Calculate the force on the dipole when it is oriented normal to the interface.

(d) Given 1 cc of permanently magnetized material, estimate the heighth at which it would float above a superconducting plane. Let
the density of the material be 4.5 gm/cc, and let its magnetization density be M= 1.59x10°> Amps/meter ( these parameters are
appropriate for Barium ferrite BaO.6Fe,O5 - this is a common ferromagnetic insulator called Ferroxdure).

Answer (5.3)

The field in the vacuum which is generated by a point magnetic charge and its image must be such that the normal
component of B vanishes on the superconducting surface (see the figure).

Hodm Modm
Amr2 W /475]:2
r r
Qm Am
Interface

In this way the conditions divB=0 and B=0 can both be satisfied. The tangential component of B need not be zero; surface
currents flow in a very thin surface layer (~ 10 meters thick) which shield the interior of the superconductor.

(b) Dipole moment parallel with the Interface.

The component of force normal to the surface is the same for each charge on the dipole, therefore there is no torque
acting on the dipole. The two forces acting on a given charge are:
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Interface
an attractive force
Hoq2, cosf
Fl - 2\ ?
4w (4% +D%)
and a repulsive force
2
1
p, — Hodn 1

AT 4227

The net repulsive force on the dipole is given by
P 2p0a5 [ 1 2z
T 4n 47?2 (4z2—|—D2)3/2 ’

2002, [ 3D?
F— MOQm( )

or

4T 32z4
But m= q,,,D so that the repulsive force can be written

_ po 3m?
T 47w 1624

(c) Dipole moment normal to the Interface.
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Interface

The net repulsive force on the dipole is given by

_ Hogm (L 1 _ 2 )
©Am \422  422(1+D/2)?  422(1+D/22)?)°

oMo gh (3D _ po 3m?
A 422\ 2 22 47 8z4

This repulsive force is twice as large as the repulsive force when the dipole is oriented so that it is parallel with the
interface.

(d) The weight of 1 cc of Ferroxdure is 4.5 gm or 4.5x107 kg. The gravitational force is Fg= 4.41x107? Newtons. The total
magnetic moment for this piece of material is

m =MV = (1.59 x 10°) (107%) = 0.159 Amp - m>.
The repulsive force when the moment is parallel with the plane (the stable configuration) will be

3 ) (2.53 x107?)

_ -7 2 _ —2
F=(10 )(16 7 4.41 x 102N,

z
or

z =1.02 x 10 *meters.
The magnet would float approximately 1 cm above the superconducting plane.

Problem (5.4)

A short solenoid is constructed of 100 turns wound evenly on a cylindrical form. The length of the windings is L= 10 cm, and the
mean radius of the coil is R=5 cm. Find an expansion in Legendre polynomials for the magnetic potential in the interior of the
solenoid, and estimate the radius of the region around the solenoid center within which the field is uniform to better than 1%. In the
expansion of the field along the solenoid axis you may discard terms of order z* and higher powers.

Answer (5.4)

The field along the axis of a short solenoid is given by
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1o NI (L/2+2) (L/2 —2)

2 VR + (R +2) \/R2 (L —2)

Note that the term in the brackets is a dimensionless number so that one can use z,R,L. measured in cm rather than meters.
For our case N= 1000 turns/meter, so that for a current of 1 Amp

B, = ), eqn (3.2.10).

By = X — 6.283 x 10 *Teslas ,

and

B, () = By G+2)  ,  (-2)
v/ (z+5)2+25  /(z—5)2+25
where z is measured in cm. The idea is to expand this function in powers of z.
Atz=0 B,(0) = Byv/2
dB.

dz o =0
a’B, 3Byv2
ey . — 1((’)0 = —0.04243B,
L :
dz? 0 =0
d‘B.| 3Bp
|y = ~T0003 = —0.0021213B,
etc.
But
1 d2 1 d'B,
Bov2+ 2| # 4o #
B(2) =Bov2 24 dzt | ”
Thus

B.(z) = BO\/_<1_%+16000 +...o(zﬁ))

This field can be obtained from a potential function

where
V(z) must satisfy V2V=0, therefore

1

4
gjl (9+20cos20+ 35 cos40)+

At 8=0 the radius r becomes equal to the cylindrical co-ordinate z, and since Cos6=1 this series becomes

a27'2 a3r3
V(r,0) =aircosf+ 1 (1+3cos26)+ T(3 cosf+5cos30) +

V(z) =a1z+ap2* + a3z’ +ag2* +... (2)

from which by comparison with eqn.(1) one finds
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a1 = —Bov/2

3.2:0
_Boﬁ
3 = 200

8.420,

and so on. Thus to terms of order z° one has

r3

V(r,0) = -Bov/2 (rcosﬂ— 1600 (3 cosf+5cos30).
ov 3r?
B, = —— =Byv2 — ’
5 0\/_(cos0 1600(3c050+5cos30))
10V . 3r2 . .
By = -y =Byv2 (—sm9+ 1600 (sm0+551n39)) .

The first two terms, i.e. B, = Bgv/2cosf and By = —By+v/2sin@, correspond to a uniform field B, = Byy/2 Teslas. The
correction to the axial field component, B, is given by

AB,  3r?
Boy/2 1600

since B, = B, Cosfl — By Sin 0 . The term in the brackets varies between -4 and +8.

(1 +2cos? 0+ 5 cosfcos 30+ 5sinﬁsin30)

The correction to the transverse magnetic field component, B,, where B, = B, Sinf+ Bg cos 8 is given by
B,  3r?

Boy/2 1600

The term in the brackets varies from -4 to +4. It is clear from these expressions that the deviations AB,,Bp will be less than

By/2 (g—g;) for all angles. The field will be uniform to better than 1% within a sphere of radius r= 0.816 cm, and uniform

(2sinfcosf+ 5sinfcos 30 — 5 cosfsin 36).

to better than 10% within a sphere of radius r= 2.582 cm around the center of the solenoid.

Problem (5.5).

A magnetic shield is made of a permeable material in the form of a long cylinder having an inner radius R; and an outer radius R,.
The relative permeability of the cylinder material is p,. If this shield is placed in a uniform magnetic field, B, that is directed
transverse to the cylinder axis what will be the field inside the cylinder? You may treat the cylinder as if it were infinitely long.
Inside and outside the cylinder the relative permeability is p,=1.

Answer (5.5)
There are clearly three regions involved in this problem:
(1) the region inside the cylinder, p,=1;
(2) the region inside the cylinder walls, p;;
(3) the region outside the cylinder, p,=1.

In each of these three regions V?V=0, where H= - gradV. Therefore, in each region the potential can be expanded in a series
of the form

o0

V(r,0) = Z (anr" + i—Z) cosné.

n=1

It proves not to be necessary to use terms for n>1. Inside the cylinder: V; = arCos6

. by cos 6
In the cylinder walls: V5 = agr cos 6+ % ,
one must use both terms because neither term becomes singular in the cylinder walls;

Outside the cylinder: \(V_{3}=-H_{0} r \cos \theta+\frac{b C o s \theta}{r}).
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Boundary Conditions.

At r=R; (the inner wall)

Vi=V,
wi_ W
ar P or
or
bo
=ap+— 1
=0t 1)
b
a=ppag— - - (2)
1
At r=R; (the outer wall)
Vy=Vj;
W _ o
brar = ar
or
bo b
+—=—Hy+— 3
ao R "R 3)
,U'rbO b
rag — =—-Hy— — 4
HrQo R% 0 Rg (4)

These 4 equations can be solved for the 4 unknowns a,ag,b,, and b. The result is

—4p.Hy
2 2( R \?
(#2727 (2))
The ratio of the field inside the cylinder to the field outside the cylinder is given by
Bin 4;“'7”

a =

Bouwt 2 2(m\2)
" ) = =D ()
or

Bin 4

Bout - i (1_ (%)2) .

The relative permeability for Supermalloy is p~ 10° for B< 0.7 Teslas. In a typical application for shielding a

photomultiplier tube one would have R;= 2.5 cm and Ry= 2.6 cm or % =0.962. For such a case

Bin  4x107°

= =5.3x10%.
Bow _ 0.0754 x

Problem (5.6)

A magnetic shield is constructed of a permeable material in the form of a long cylinder of length L. and having an inner radius Ry
and an outer radius Ry. The relative permeability of the shield material is ;. Let this shield be placed in a field By parallel with the
cylinder axis. Estimate the field at the center of the shield if L is much greater than the radii R; and R».

This problem cannot be easily solved in closed form; however, one can argue as follows:
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(1) Most of the field inside the cylinder will be sucked into the permeable material of the cylinder walls. One can estimate
the strength of B inside the cylinder wall from conservation of flux.

(2) Assuming that B is constant within the cylinder walls then the magnetization M will also be uniform. The discontinuities
in M at the cylinder ends will act as field sources. These sources can be used to estimate the field at the center of the cylinder.
As a crude first approximation one can assume that all of the magnetic charges on the cylinder ends are the same distance
from its center because L>>R.

Answer (5.6)

The region inside the cylinder originally contained the flux ¢ = Boﬂ'R%. This flux becomes concentrated in the cylinder
wall. The resulting B-field in the wall must be such that

Bwm (R% — R%) =BymR3.

Therefore By =

But By = /,Lo(H +M) =~ poM

since for a very permeable material H = #Bﬂ ~0.
0Fr

Consequently, M = Bw _ _ Bo/my
(@)
R1

The discontinuities in M give two rings of magnetic charge, each of average radius R= (R;+Ry)/2, and of total strength

2
Q =Mn (R} —R:) = MrR} ((%) —1> .
1

If the length of the cylinder is much longer than its radii, then crudely speaking, the field at the center of the cylinder must be
given approximately by two point charges, +Q and -Q, located a distance L/2 from the center of the cylinder: thus

, Amps/m.

. 2Q  2BoR}
an(L/2)*  pel?

or

B 2
B~ <ﬁ> . (13.5.1)
By L

Notice that this expression is independent of p,, but p; must be large enough so that H inside the shield material can be
neglected when compared with M. In order to obtain effective shielding the field B,, in the cylinder walls must be less than
the saturation field. For an iron based shielding material the field B at saturation is typically ~ 1 Tesla. If the driving field By
is the earth's magnetic field, ~107 Tesla, the ratio of the inner radius R; to the shield thickness d must be less than 5000. This

condition is easily met since for typical values R1= 2.5 cm and Rp= 2.6 cm the ratio % =25.
Problem (5.7)

A solenoid is constructed of N=100 turns of wire. The mean diameter of the windings is D=5 cm and the length of the windings is
L= 10 cm. This coil is to be used to generate a field of 10 Tesla in vacuum. In the following calculations the coil may be
approximated as an infinitely long solenoid.

(a) What current would be required to generate a field of 10 Teslas?

(b) Estimate the magnetic force acting to change the length of the solenoid windings. Do these forces tend to lengthen or to shorten
the windings?

(c) Estimate the tension in the wire of which the coil is wound.

Answer (5.7)
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(a) For a long solenoid in vacuium B =
example, L= 0.10 m and

”"LNI , where N= 100 is the total number of turns, and L is the length. For the present

47 x1077) (10%) I
Bz(ﬂ->< 01)( ) =47 x107%* I Teslas.

In order to generate 10 Teslas the current required is

I="7.96 x10° Amps.

(b) The energy stored in the solenoid is approximately given by

B D?\ NI
Ug=V :(” )No  Joules.
240 8 L
212
Therefore % =— ("TDZ) "OII\;I = __gzz B2

The solenoid will tend to contract along its length. The force on the windings is given by

= ()(25) (1074) (102) = 7.8 x 10* Newtons .
(327 x1077)

_|oUg
1 8L

F

This force would suspend a weight of 8000 kg! The turns of the solenoid must be very securely held in place.

(c) The field B is independent of the solenoid diameter. One can write

D2L
Up = ——B2,
80
so that
oUg _ 7DL B?

If the mean diameter increases by dD the length of the solenoid wire increases by dS= N7 dD, therefore

dUs 1 9Ug DLB’
dS Nz 0D  4Npy '

The tension on the wire will be given by

(50 x107*) (10°)
 (4)(4m) (10%) (1077)

=0.995 x 10° Newtons .

This force is approximately the equivalent of a 100 kg weight.
Problem (5.8)
A rigid loop of wire has the form of a triangle, The base of the triangle is 5 cm long and the height of the triangle is 5 cm. This

object is placed in a uniform magnetic field of B= 1 Tesla such that its area embraces no flux. What will be the torque on the
triangle if it carries a current of 1 Amp?

Answer (5.8).

The magnetic energy of the system contains three terms:

1 1
Up = §L11I% + §L22I§ +LioII5.

The first two terms are the self-energy of the sources of the uniform field and the self-energy of the triangle: these terms do
not change when the triangle is rotated. The last term is dependent on the angle between the plane of the triangle and the
applied magnetic field. The flux through the triangle is given by

¢y =BASing = (KASing) I,
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where I is the current associated with the source field B. This expression gives the mutual inductance coefficient L1y:

L12 = KASIII@,

and
68% =TI, KACosf = (I;BA)Cosé.
The torque on the triangle is just
T= 6;9]3 =I,BA cosf = 25 x 10~* Newton meters at § = 0.

Problem (5.9)

A charged particle moves in a uniform magnetic field B which changes slowly with time. ( Slowly here means that the rate of
change is slow compared with the cyclotron frequency).

(a) Show that the radius R of the particle orbit must change in such a way that

par - - RIE.

This change in radius is the consequence of the changing magnetic field that creates an electric field that exerts a force on the
particle.

(b) Show that the change in radius of part (a) corresponds to a change in the orbit area in such a way as to keep the flux through the
orbit constant.

(c) Show that the orbital magnetic moment associated with the particle motion remains constant as the field changes.

Answer (5.9)
(a) The force on a charged particle in a magnetic field is given by qvB where v is the transverse component of velocity. One
can ignore any motion along the magnetic field for this problem. From mechanics, and for a particle of mass m,

m’U2

R P
so that v = %BR. @)
If B changes with time there is induced an electric field since curl E = —%B . In cylindrical polar co-ordinates there
will be only a component Eg because the field is uniform and has only a z-component:

1d 0B,
——(rEf) = — .
r dr (rE6) ot
But since B, is independent of position Ey = —% ( aaBt 2 ) along the particle orbit. A moments thought will reveal that
the direction of Eg is such as to cause the particle velocity to increase, therefore
dv | qR dB
m—- = ===
at ~ DT T
or
R
= (q_> dB (2)
2m

However, from (1)dv= (=) (BdR+RdB)
so that from (2) %dB = %dR—i— %dB
and so %dR = —%dB

or BdR = —% 3)
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(b) The flux through the particle orbit is
¢ =7R?B.
dp=n (2RBdR-+R’dB).
But from (3) above
d¢ = (-R*dB+R*dB) =0.
In other words, the flux through the orbit is conserved.

(c) The magnetic moment associated with the orbit is given by
m, = (7rR2) I

where the current I is given by I = % . Thus

me= () (575) = 5

Using eqn.(1) this can be written m., = (%) (%) (BR) = %
Since the flux is conserved so is the magnetic moment.

Problem (5.10)

An electron in an atomic n=1 state can be described by the wave function

3/2
Y= 2 (i) e Zrla
Var \ Qo

2
where ag = ﬁ =0.53 x 109 meters ;

Z is the nuclear charge. The above wave function corresponds to an s-state which possesses zero angular momentum. The electron,
however, carries a spin magnetic moment of 1 Bohr magneton pg= 9.27x10724 Joules/Tesla oriented along the z direction. If this
magnetic moment is smeared out over the above charge distribution it corresponds to a magnetization density

M, (r) = upYPy*.

(a) Calculate the effective current density Jy= curlM caused by the spatial variation of the above magnetization density. Use
spherical co-ordinates. (Hint: do not be in a rush to evaluate M,(r) in terms of yyr*).

(b) Show that the magnetic field at the nucleus, i.e. at r=0, due to the spatial variation of the above magnetization density is given
by

2k

5.0 = (%) m.0).

This field at the nucleus is responsible for the hyperfine coupling between the nuclear spin and the electron spin.
(c) Evaluate the hyperfine field at the nucleus of a hydrogen atom, Z=1.
Answer (5.10)

(a) The magnetization density in spherical polar coordinates is given by

M; =M, cosf
My = —M, sin@

Neither of these components depends upon the angle ¢:

curln), =0
curln)f =0

OM;
curln)¢ = %(aré‘rw _W) Jo
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or
1 oMy 1 0M,
= —M, — = .
Is roY + or r 00
But
My = —M,sinf
% = —sinf (agz)
M, = Mgz cosb
M, .
W = —Mz s1n0,
and so
oM,
= —sinf .
Js sin ( o )
From the law of Biot-Savard one has:
- Mo J¢dT .
dB, = — sin @

where dr = (r*dr) (Sin#df)(d¢).

Inserting the expression for J, one obtains

(o (OM
dB, = ( 47r) ( - )drsm 0d6ds.

The integrals over 0,0 give %, and the integral over r simply gives the value of the magnetization density at r=0:

B.(0) = 2221 (0).

The field at the nucleus is given by

3
2uopup 1 [ z
B,(0) = —3 ;(g)-

(b) When the expression for B,(0) is evaluated for Z=1 the result is

B,(0) = (8) (1077) (9.27 x 10~24)
(3)(0.53)3 (107%)

= 16.6 Teslas. .

This is a very large magnetic field: a typical iron core laboratory magnet produces approximately 1 Tesla.

This page titled 13.5: Chapter 5 is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and Bretislav
Heinrich.
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13.6: Chapter 6
Problem (6.1)

An electromagnet is constructed of a soft iron yoke, see the diagram. The yoke radius is R= 2.54 cm, and the gap is d= 1.25 cm.
The distance from pole face to pole face along the dotted line is L= 55 cm. The number of turns on the coil is 1000 windings.
Estimate the current required to generate a field of 1.0 Teslas at the center of the magnet gap. A field of 1.0 T in the iron yoke
corresponds to a field H of 130 Amps/m.

—» (w—d=125 cm

L=55 cm

/

2R=5.08 cm —» | - |"

Answer (6.1)
$oH-dL =NI
Therefore, 130L + d/pg = NI.
or
(13) (0.55) 4 (0.0125)/ (47 x 1077) =10°I ,
and
1=10.0 Amps.
Problem (6.2)

Modern permanent magnet materials such as FeNdB can be used to generate substantial magnetic fields. Consider the configuration
shown in the diagram where the cross-hatched regions represent FeNdB permanent magnets.

https://phys.libretexts.org/@go/page/25305



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/25305?pdf
https://phys.libretexts.org/Bookshelves/Electricity_and_Magnetism/Book%3A_Applications_of_Maxwells_Equations_(Cochran_and_Heinrich)/13%3A_Problem_and_Answers/13.06%3A_Chapter_6

LibreTextsw

— -—— 2 d

2R —» ——

Soft ron Yoke

The saturation magnetization density in each magnet is My= 0.8x10® Amps/m., ie. B= pgMy = 1.01 Teslas. Let R=L= 1.0 cm., and
let d=1/2 cm.

Calculate the field B at the midpoint of the gap. The approximate effect of the iron yoke is to make each permanent magnet appear
to be infinitely long due to the magnetization induced in the soft iron. In soft iron having a very large permeability the
magnetization must be continuous at the iron-magnet interface because a discontinuity in M would produce an H- field which
would produce a large M in the iron and as a result B would not be continuous.

Answer (6.2)

The field generated at the gap center can be approximated using a superposition argument. If there were no gap the field

would be that due to an infinitely long solenoid having NI= My, ie. B= pyMo.

The field in the gap,B, plus the field at the center due to a magnetized section 2d long must equal pgM,. A section 2d long

possessing a magnetization density M, produces a field at its center given by the short solenoid formula B, = Lalhd
Vd*+R?

Therefore

and

d
BG = /J/(]M(] 1-— T .
vd +R
In this case d=1/2 cm and R=1 cm, so Bg= 0.558 Teslas.

R. Oldenbourg and W.C. Phillips,

(Rev.Sci.Instrum.57,2362(1986) and 57,3139(1986)), used 2d=1.9 cm and soft iron pole tips tapered to 0.35 cm in diameter
to produce a field of 2 Teslas in a 0.2 cm gap.

Problem (6.3)

This problem has to do with the fields produced in the region between two magnetized bits on a hard disc, see the figure. The gap is
g=10"® meters, the thickness is d= 10" meters, and the width of each magnetized region is w= 0.4x10°® meters. the magnetization
is My= 6.4x10°> Amps/m.
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T P(x,2)
d
- M
| ~ -
+ | H X
A
MU MO
— "—g

The end of each magnetized region bears a surface charge of M per square meter due to the discontinuity in the magnetization
density.

Calculate the field at P(x,0,z) on the centerline of the gap between the two magnetized regions due to the magnetic surface charges.
Answer (6.3)

On the centerline H has only a z-component by symmetry.

Let r= (g/2)uy + yuy + zu,,

and R= Zu,.

The vector from the element of magnetic charge dq=dydzMy to the point of observation is
p=R-r=—(g9/2)ux —yuy +(Z—2)u, ,and|p| =/(g/2)” +y*+(Z—2)* .

For one of the end faces

M, [82 W/2 1
H,=—- / dz(z —z / dy .
e PG B ey e s ey

Now
w/2 dy w
/_W/2 (y2 +a2)3/? B a?y/(w/2)? +a?’
therefore
H, — Yov /d/2 dz (Z=2)
dm Sz ((8/2)+(Z2-2)*) \/ (Z—2)" +(g/2)* + (w/2)?

Let v= (Z-z)*+(g/2)?, then the integral becomes

° Moyw /*(Z-*'d/2)2+(g/2)2 4 1
= — vV —
87 J(z-a/2)%+(g/2) vy/v+(w/2)?

This is a standard integral:
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H, = %{tanhl {%\/ (w/2)? + (g/2)> +(Z—d/2)2] —tanh ™" [%\/ (w/2)? +(g/2)? + (z+d/2)? )] } .

(This is for one face of the gap magnetic charge distribution- it must be multiplied by 2 to obtain the total field).

For (w/2)=20x1078, (g/2)=(1/2)x10®, and (d/2)= (g/2), and if Z= 1.0x10® meters B,= poH,= 0.206 Teslas. For the above
parameters B, is a maximum for Z=0.71x10% meters. The maximum value of B,= 0.224 T. At Z=2x10"8m the field has
dropped to B,= 0.121 T.

This page titled 13.6: Chapter 6 is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and Bretislav

Heinrich.
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13.7: Chapter 7
Problem (7.1)

In his original experiments on radio waves Hertz used two spheres approximately 0.5 meters in diameter and separated by
approximately 0.5 meters. These spheres were charged to a potential difference of 2x10° Volts; as a result one sphere carried a
charge of Q= +Q= 5.56x10% Coulombs, and the other sphere carried Q= -Q Coulombs. The two spheres were suddenly
connected together electrically by means of a spark gap (ionized air is an excellent conductor), and the charge oscillated forth and
back between the spheres at a frequency which was determined by the geometry but which was of the order of 100 MHz. You may
model this system as a point electric dipole oscillating at 100 MHz, where the dipole amplitude is Py= 2.78x10°® Coulomb-meters.

a. Calculate and compare the terms in the expressions for the electric and magnetic fields generated by an oscillating electric
dipole as measured at a point in the equatorial plane 1 meter from the dipole (6= 7/2).

b. Calculate and compare the terms in the expressions for the electric and magnetic fields generated by an oscillating electric
dipole as measured at a point in the equatorial plane 1 km from the dipole.

Answer (7.1)

1 P P
CBy = sin @ 2.
4d7eg CR2 2R

By=B,=0,

Atf = % E.= 0. For R= 1 meter, f= 108 Hz, o= 6.28x108 radians/sec

M 5 szs = 2.5 x 10* Volts/meter.
TED

) 461’—1{2 =5.2i x10*  Volts/meter
TE) C

3 ; EP&R = —1.1 x 10° Volts/meter
mEQ

Even at R= 1 meter the field is dominated by the radiation term.
By=-(3.7-17i)x 10 Teslas, i.e. approximately four times the earth's magnetic field.
(b) R= 1 km = 103 meters.

(1 L —25x 107°Volts/meter

47rEo R3 -

P, o102
) preri 5.2ix107*Volts/meter.

3) —L — — 110 Volts/meter

ey R

B, =-3.67 x 107 Teslas.
Notice that the radiation field is now much larger than the near field components.
Problem (7.2)

Consider a small current loop of radius b. It carries a current I(t) = I, sinwt. Calculate the electric and magnetic fields observed at a
point P located at R relative to the center of the current loop. There is no net charge density anywhere on the loop i.e. p; = 0.
Calculate A for the observer at R(X,Y,Z,t) and keep only the terms to lowest order in (b/R) both in the distance from an element dL
R

on the current loop and in the retarded time tp =t — c
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Y A

I=I0 Sin®t

Show that to first order in (b/R) the components of the vector potential are given by

Mo Y Sinw(t—R/c) wCosw(t—R/c)
ax= ) () (S
_ B0 oo X sinw(t—R/c)  wcosw(t—R/c)
Ay = g (7b"To) (R) ( R cR
or
B0 oy sinw(t—R/c) wcosw(t—R/c)
Ay = o (7rb Io) sinf ( R + CR
and

Ag=Ag =0. Also V = 0 because divA = 0.
Show that for very large R the fields are given by

(Mo 2y sinf d_“)I
Bo = (4#) (wb%) 2R (dﬁ)tR

B o o\ sinf [ d*I
B (42) =) (%)

where tp = (t — %) .
Answer (7.2)
Start from the general expression for the vector potential:

AR)— po [ J(r)dr
dr ) |R—r]|

In carrying out the integral the integrand vanishes except on the wire.

_ & I(tR)dl

AR
(R) 4r | |R—r|

Now d1l = bd ¢ [—sin¢u, + cos ¢u,]
and [R—r|° = (X —bcos¢)? + (Y —bsing)> + 2% = X2+ Y2+ Z2 — 2bX cos ¢ — 2bsin @Y + b2
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|R-x|=R[1- g end ]

Therefore

2
P L {1 +

bX cos ¢ n bY sin ¢ o sinw (£ — E n bX cos¢ n bY sin¢
47TR 0 C

R2 R? cR cR
But sin|w (t — %) +w] = coswdsinw (t — %) +sinwd cosw (t — %)

bX cos ¢ bY'sin ¢
cR cR

and wd << 1 i.e. of order % <<1

Here § =

thus coswd = 1

sinwd ~ wd
sin[w (t - %) —|—w6] =sinw (t - %) + wd cosw (t - %)
So

~poLb [P bXcos¢ bYsing
A= R 0 d¢$n¢{(1+ R R

[, ( R) ( R) (wbxcosqS wasinqS)]}
X [sinw|t—— | +cosw|t—— +
c c cR cR

The only terms which survive the integration over the angles are

s R
smw(t—?)

o= 0m) ()| ¢ o2 = -atm)

Similarly

_ #o b
471' R 0

Ay +ch0s¢+bYsm¢>]  ginw (t_§+bxcos¢+bYs1n¢>

R2 R2 cR cR
But sinw (t — % —|—5) = coswd sinw (t — %) +sinwd cosw (t - %)

~ (‘””XCOW 4 Wh¥sing ) cosw (t — %) +sinw (t - %)

" d¢ cos ¢ [1

cR cR

Ay = (ﬂ) (M) Ozwdgbcosqb{[l—i- I)X;%qb +M] sinw (t— 5)

47 R R? c
bX bY si
+ (e SR cosw (6 )
bX cos ¢ [ wbX cos ¢ wbY sin ¢ R
+— ( = T —=x )cosw(t—?)
bY sin¢ [ wbX cos ¢ wbY sin ¢ R
+ R? ( cR + cR )cosw(t—?)}

The only terms which survive the integration are

Ay = (§2) (omb”) (§) [ + Sreosw (t— £)] = a(X/R)

But
% =sinfcos ¢
% =sinfsin¢
and
Ax = —asinfsin¢

Ay =asinfcos¢
A, =0.
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Since
1, = (sinfcos ¢, sinfsin @, cos §)
Uy = (cosfcos ¢, cosfsing, —sinb)
u, = (—sing, cos ¢, 0),

then

A-4,=0, A-Gy)=0, and A-iGy;=oasinf.
By comparison with the above one finds

in — &
sme(td) (t—2)

Ay = (Z—fr) (I07rb2) sinf e = -

and A, = Ag=0.
Also V = 0. Let m, = Iymb?
u, ray rsinfu,
curl A = m % % %
0 0 rsinfA,
1 O(sinfAy)

rsin 6 20
— 1 B(TA¢)
r  or
0
1 9,
B = rsinf @(smﬁ 4)
; R
_ (Mo 2mgcosf | sinw (t_?) w R
_(471') R D et G

. R
4 . smw(t—?) R 2 . R
By = (4) m sinf T rcosw (t— 7)) —Spsinw (t—?)}
By =0
B, — 0Ay o ind w R W s R
¢——T——(E)mosm Fcosw(t—?)—ﬁsmw(t—?)
and E;, = Eg = 0.
For large R only the terms in 1/R are important.
By = (Z—;’r) 7b%sind (—%) Ipsinw (t — %)
_ (Mo \ mb’sing ( d*L
Bo - (47r) 2R (dtz )tn
Similarly
_ (M) mb’sing (421 s _
By =—(3) "% (dt2)tR e - By =—cB,
Problem (7.3).

A magnetic dipole transmitter consists of 10 turns of wire wound on a form whose radius is 10 cm. An alternating current whose
amplitude is 100 Amps and whose frequency is 100 MHz is passed through the coil.

(a) What is the maximum magnetic moment of the above coil?

(b) Assuming that the above coil can be approximated by a point magnetic dipole, calculate and compare the terms in the
expressions for the electric and magnetic fields generated by an oscillating magnetic dipole as measured at a point in the equatorial
plane 1 meter from the dipole (8= 7/2).
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(c) Calculate and compare the terms in the expressions for the electric and magnetic fields generated by an oscillating magnetic
dipole as measured at a point in the equatorial plane 1 km from the dipole.

Answer (7.3)
(a) The maximum magnetic moment is m,= IA , or in this case m,= (1000)(.017)= 31.4 Amp.m?.

(b) The fields generated by an oscillating magnetic dipole are given by

B, = Z—O2cos¢9<mZ + M )

m R® cR?
Mo . m, Iilz Iﬁz
By = —sinf
0= 4ot (R3 +cR2 Jrc2R)
By, =0
_ Mo . Iilz II'iz
Ey =—c (Esm0<cR2 +C2R))
E.=Ey=0

For this problem 8= 7/2, Cos8=0 and Sinf=1. Also R= 1 meter and w= 27f = 6.28x108 radians/sec.

(1) j—;% =3.14 x 10 % Teslas

) & :‘j? = 6.58ix10 ®Teslas

since == = 2= = 65.80:

z =

3) Z_jr ;’R =—-13.78 x 10 %Teslas

since 71, = —w’m, = —1.24 x 10"Y , and E, = (4134 — 19704)Volts/meter.
(c) For R= 1 km = 10 meters

(1) 22t =3.14 10 " Teslas .

) & C‘{‘? — 6.58ix10 2 Teslas.

3) &

62; =—13.78 x 10 " Teslas , and E4 = (4.13 — 1.97ix10"*) Volts/meter.
Problem (7.4).

An electron is at rest at the origin of co-ordinates. It is suddenly given an acceleration of a = 1.76 x 107 m/sec? for 10"'4 seconds
after which it continues with a uniform velocity. This acceleration, which is directed along the z axis, was produced by a 1000 V
pulse applied across a gap of 1 mm at t = 0. An observer is located at X = 1 meter, Y= Z= 0 m.

(a) Make a sketch showing how the x-component of the electric field measured by the observer varies with time (observer's time--
his clock is synchronized with that at the origin).

(b) Ditto showing how E, varies with time.
Answer (7.4).

Think of putting both a stationary charge of +1.6x10'° C. and a stationary charge of - 1.6x10™! C. at the origin: the net
charge is zero so that these together add nothing to the fields. However, the + charge and the moving electron together form a
dipole p,= - qz(t) where q= 1.6x107'% C. The time varying dipole generates the fields

Dz Z.)z
2 cosf + —=
<R3 ch)

. P2 o) Pa
sin (—=+-—=+== |-
" ( R® cR? c2R)

1
E, =
471'60

Egz

47!'60

The left over static charge at the origin generates the static field
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_ 1 —q
o 47‘('60 R2

Ex

at R= (1,0,0).

The time scale Ty for this problem is the time required for light to travel 1 m; To= 3.33x10" seconds. The velocity of the
electron after the acceleration is V= 1.76x10% m/sec. Therefore on the time scale of interest here the electron has moved only
VTo= 5.9x10® meters, thus the change in position is negligible compared with the observer distance of 1 m. over the time
scales of interest here (~107® secs., z= 1.76x107° m), one finds

p,=— (1.6 x107") (1.76 x 107°) = —2.82 x 10" **Cm.

Pz — _0.94x107%C.
c
p_; = —3.13x 10 "?C/m, during the acceleration.
c

These fields are directed along +z for an observer at R= (1,0,0). It is clear therefore that the acceleration spike in E, will be
very large compared with the other two terms in Eg.

The observer at (1,0,0) will see a steady field of E,= - 14.4x107'° V/m. An electric field spike will be observed beginning at
To= 3.33x107 secs after the impulse: this spike E,= 28.2x1071% V/m will last for 104 secs. After the spike has passed the
component E, will remain at the level of 8.46x10'> V/m. over the time scale of interest here. It is clear that this residual
component is very small compared with the radiation spike.

In summary: the acceleration field of 282 x 10 V/m which lasts 10™'4 seconds is directed along —1iy because the
charge is negative. Therefore for an observer at P(1,0,0) the electric field is directed along z. The acceleration begins at
t=0. However, the time required for the field to reach the observer is % =3.33x 107 seconds (a distance of 1 meter
at the velocity of light). Therefore at t = 3.33 x 10™ seconds the observer will see a transverse pulse which lasts 104

secs. This is superposed on a steady electric field of E, = -14.4x1071% V/m. (Steady on the time-scale of interest here.)

Ez A
2.82 nV/m
-14
- 10 secs.
| | .
0 2 4 Time
(nanoseconds)

Problem (7.5).
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A particle carrying a charge q revolves in a circle at a constant speed v = bw. This motion can be decomposed into two coupled
motions

r =bcoswt

y="bsinwt

Let b be very small compared with the distance to the observer so that this radiation source can be treated like two orthogonal point
dipoles gx and qy.

(a) Consider an observer at P = (R,0,0). Show that this observer will see a radiation field polarized along y and given by

_ gbw’sinw(t—R/c)
Ey = W Volts/m.

(b) Consider an observer at P = (0,R,0). Show that this observer will see a radiation field polarized along x and given by

_ qbw? cos w(t—R/C)
T 4meoc®R

Volts/m.

(c) Consider an observer at P = (0,0,R). Show that this observer will see circularly polarized light whose electric field components
are given by

gbw? cos w(t—R/c)
EX = 411'€0—C2R Volts / m.
Ey — M Volts /m.

4me,c2R
Answer (7.5).

This motion can be regarded as a superposition of two linear motions. The electric field (radiation field) amplitude produced
by an accelerated charge is given by
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A

0 - 0
Ey = 4;5 % = ﬁ p;rrl , a evaluated at tg = t - R/c For each of the above cases 0 = /2
o
— 9
Eg = dmeoc’t

The above results follow immediately since a, = -bw? coswt and ay = - bw? sinwt. The observer at (R,0,0) will see radiation
only due to py. The observer at (0,R,0) will see radiation only due to p,. The observer at (0,0,R) will see radiation from both
Px and py. The observer located along the z-axis will see circularly polarized radiation because if

Ex :Egcosw<t—%> ,

and
R
E, =Ejpsinw (t— —) ,
c
these two fields together form a vector of fixed magnitude Eq rotating at the angular frequency .

This page titled 13.7: Chapter 7 is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and Bretislav
Heinrich.
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13.8: Chapter 8
Problem (8.1)

A long straight non-magnetic wire carries a steady current of I Amps. The resistance of the wire is R Ohms/meter. Use Poynting's
theorem to show that the energy flow into the wire is I°’R/meter.

Answer (8.1)

At the surface of the wire the magnetic field is tangential. From CurlB = p,Jf (No M, no time variation) one has, using
Stokes' theorem,

2maBg = pol
SoBgz%ongzﬁ
I
EZ
o S --— H into the pape.

The electric field is also tangential E, = IR Volts/m.
.S = E x H is normal to the wire surface and S,, = STP; . Energy flow/m = (S,)(27a) = I’R Watts/m.

Problem (8.2).

One meter of wire is bent into a circular form to make a magnetic dipole antenna. The wire carries a current I(t) = I, sin wt where I,
=2 Amps, » = 27f, and f = 50 MHz. At what rate does this loop radiate energy?

Answer (8.2).

For a magnetic dipole at the origin, m,, one has

B, = (%) 2cosf [% —I—C%}

— Fogs m, | m, | my
By, = 47rsmt9 [R3 + on? + c2R:|

i . m, m,
Ey = —cBy = — (7*) csinf LR2 + ﬁ]
(part of By that is proportional to the time derivatives).

Very far from the magnetic dipole one has only the radiation field terms ~ 1/R:

Ey=— (%) sineé,h};
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By = (Z—fr) sin(9cﬁlz

m,
R

or Hy = 4—17rsin0
S = E x H has only a radial component

ERRY
. m,
= —#°2sm20( Z)z )
(4m) AR

r

If I = I, sinwt then m, = (7a2) I, sinwt

M, = —w (7ra2IO) sin wt.

Let m, = 7ra’lo. In this problem 27a = 1 m so m, = 0.159 Amp m?.

At R and at the angle 0 the time averaged Poynting vector is given by

402
Ldm[)

(Spy = %Sin2 07

=0.036355L  Watts /m?
Integrate this over a sphere of radius R. The element of surface area is dA = 277R? sin 6 do
< radiated power P = (0.0363)(27) [ sin® 6df Watts
but [ sin® 0d6 = 4/3
- P =0.305 Watts
Problem (8.3)

An electric dipole whose strength is p;= 10”7 Coulomb-meters oscillates at a frequency f= 50 MHz. Let the dipole be oriented along
Z.

(a) Estimate the electric field amplitude measured by an observer on the x-axis at a mean distance of 5 meters from the dipole.
Compare the near field terms with the far-field, or radiation term. Note that the p term is in quadrature with the other two terms so
that it contributes only about 2% to the electric field amplitude.

(b) How big is the phase shift between the time variation of the dipole and the electric field measured by the observer?

(c) What intensity would the observer measure at the coordinates (5,0,0); i.e. what is the value of <Sx>)?

(d) What would be the intensity of the radiation measured by an observer on the z-axis 5 meters from the oscillating dipole?
(e) At what total rate does this dipole radiate energy?

(f) This dipole can be modelled by two spheres each having a radius of 0.1 meters and separated by 0.5 meters center to center. One
sphere carries an initial charge of Q= +2x10”7 Coulombs, the other sphere carries an initial charge of -2x10”7 Coulombs. The two
spheres are suddenly connected by a conducting wire and the two charges oscillate back and forth. Estimate how long is required
for this system to radiate away e™! of its initial energy. ( The stored energy is proportional to Q?; the rate at which energy is radiated
away is proportional to Q2 because p,= Qd. It follows that the energy stored on the two spheres will decay exponentially in time).

Answer (8.3).

(a) p, = po e’

where o= 27f= 3.14x108 radians/sec, and % =1.047m™1.

1 p p
2 0 =2 —Z_
dmey <R3 +CR2>

1 3 3
sinH(&+—p2+ = )
€0

E =

e RS R R
Ey=0
cBy = sin (p_z2 IZZ )
TEQ cR? c’R
B, =By=0
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On the x-axis 6= 7/2, and Cos6=0, Sinf=1. Consequently, one has only to worry about the electric field component,
Eg. Taking out the common factors one has

3 L1 _
first term: = 125 =0.008
second term: 7? =—0.042¢

third term: —R =-0.219

The total field is proportional to -0.211 - 0.042i. The quadrature term makes only a ~ 2% correction to the field. For an
observer along x and 5 meters from the dipole the electric field is polarized along z: it is given by

|E,| =193 Volts/meter.

(b) The phase shift between the time variation of the dipole and the electric field at the observer is

R
Ad= “’c — 5.235 radians = 300°

(c) For an observer at (5,0,0)
Es = —90(2.11 +0.419i)
H, = —0.2387(2.193 +0.4191)
Therefore
(Sx) = 1Real (E(,H;) —10.74(4.627+0.176 +0.035i) Watts /m?

(Sx) =51.6 Watts /m?
(d) For an observer at (0,0,5) the angle 8 is zero, and consequently E¢=0 and By=Hy= 0; thus <S,>= 0.

(@ (P) = +7%p3(£)" = 10.8kWatts

Problem (8.4)

A 10 turn circular coil of wire is centered on the origin and the plane of the coil lies parallel with the xy plane. The coil has a mean
radius of 5 cm and it carries a current I(t)= IpSinwt where Ip= 100 Amps, and w= 27f where f= 20 MHz. An observer in the xy
plane, and 1 km distant from the coil, measures the emf induced in a piece of straight wire 1 meter long due to the radiation field
produced by the oscillating current in the coil.

(a) In what direction should the observer orient the wire in order to obtain the maximum signal?

(b) What maximum receiver power would you expect the observer to measure using a matched receiver? The radiation resistance
of a short wire of length L meters (L/A<<1) is given by R, = 8072 (%) Ohms.

(c) Calculate the total average rate at which energy is radiated by the oscillating magnetic dipole formed by the coil.
Answer (8.4).

(a) The wire should be oriented parallel with the xy plane and perpendicular to the line joining the observer to the coil. The
electric field has only an E4 component.

(b) For this problem one can ignore the near field terms and calculate only the radiation field terms. These are

By =

Tesl
47r eslas,

Ey = —cBy Volts/meter.

In this problem m,= mge™®" where mp= 7.85 Amp-meters?, = 1.257x10° radians/sec., £ =0.419m ™! and A=15 m.
For an observer in the x-y plane the angle 6= 7/2 so that

Bp=-222"—2 —1.378 x 10 ' Teslas
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The electric field strength at the observer will be Eg
wire will have the spatial variation I(z) = I sin(%’r [

—cBf=41.3x1073 Volts/m . The current induced in the

% — z]) for z>0 with a similar variation for z<0. The average

power delivered to the antenna will be
<P, >=12)Eo [ desin(Z[L —2]) = BoIy2= (1 —cos(Z2)),

or for small L/A < P; >~ Eg I (%) (LTZ) . Half this power is delivered to the load:

Eoly () (&) =R, where R =207 (%)" = 0.877  Ohms.
I = 2.468x10"> Amps. The power delivered to the matched load is < Py, >= 213 =2.67 x 10 Watts .

(c) The total rate at which a magnetic dipole radiates energy is given by

c w4
Py = fh (—) mg Watts =19.0 Watts.
34m\c
2
This contributes an amount Z Ohms to the coil resistance where % =19.0 Watts . This gives Z= 3.8x10"> Ohms

since the current amplitude was assumed to be 100 Amps. This means that very heavy wire should be used for the
oscillator tank coil if one wishes most of the input power to be radiated as electromagnetic energy rather than
dissipated in the coil as heat.

Problem (8.5).

Two identical electric dipoles are driven by the same oscillator at a frequency of 20 MHz but there is a phase shift of (B radians
between them. The dipoles are both oriented along the z-axis, but one dipole is located at (5,0,0), the other is located at (-5,0,0).
Describe the angular variation of the maximum radiation field intensity produced by these two dipoles as measured by an observer

confined to the x-y plane and located a constant distance of 1 km from the origin; i.e. make a plot of the time-averaged Poynting
vector as a function of the angle ¢ measured from the x-axis for (a) f=0 radians, and (b) 8 = % radians.

Answer (8.5).

One has only to worry about the far field terms generated by the oscillating dipoles, however the phase at the observer is very
important in this problem.

Dipole #1:

B, = 47150 (%)Z%GW(F[@D exp(if)

Dipole #2:

2 . R-+d cos ¢

E! = ! (ﬂ) Do -iw(e-[==2])
4deg \c/ R

In writing these expressions explicit account has been taken of the fact that the distance from the observer to each dipole is

slightly different. But slight as it may be compared with R, the difference in distance is a large fraction of a wavelength (A=

15 meters). The total electric field measured by the observer in the x-y plane is given by

E, — 1 (E)Zﬁeiw(tm/c)ew/z (ei§dcos¢+iﬁ/2 1 ei% dcos¢ —iﬂ/2) ’
471'60 C R

or

Eg = 2E(e(t-R/)elf/2 cog ( ¥ dcos o+ 5/2) ,
c

— 1 (@)
WhereE0_47r60(c) R -

The time averaged Poynting vector is proportional to the square of the electric field strength; for one oscillator
Ej

< Sy >= 7 where Zy= 377 Ohms. We may therefore write
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() =4 < Sy > Cos? (%dCos¢+ﬂ/2).

(a) B=0, and d= 5.0 m. (w/c)= 0.419 cm™ so
(S) =4 < Sy > cos?(2.094 cos ¢).

A polar plot of Cos%(2.094Cos¢) is shown below.

NTENSTTY

o
N
LA

(b) For a phase shift of /2 between the oscillators one finds
(S) =48, Cos? (%dcomj) + %) =48 cos? (2.094 cos¢+ %) .

A plot of the cos? (2.094 cos¢+ %) pattern is shown below.
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L

Problem (8.6).

100 Watts/m? of monochromatic laser light having a free space wavelength of A= 0.5145 pm is used to illuminate a stationary
hydrogen atom. For this problem atomic hydrogen can be modelled by an oscillator having a single resonant frequency given by
the n=1 to n=2 transition at 10.18 eV. the oscillator strength may be taken to be unity

(a) Estimate the total power removed from the incident beam by the hydrogen atom.

(b) How much energy would be scattered per second into a photomultiplier tube having an aperature of 3 cm and located 10 cm
from the atom? The axis of the photomultiplier tube is oriented perpendicular to the incident beam in such a direction as to
intercept the maximum scattered power.

Answer (8.6).
(a) Calculate the resonant frequency associated with the n=1 to n=2 transition in the hydrogen atom:
10.18eV = 16.31 x 10~ Joules.
hfy =16.31 x107*°, so

fo =2.461 x 10"Hz and A = 0.1219um.
wo = 27fy = 1.546 x 10'® radians/sec.

The equation of motion for the bound electron in the hydrogen atom can be written

d? ;
mﬁ +kz=—eEge ™,
where k/m = w3 . Under the influence of a driving field at circular frequency o the electron amplitude is given by
(e/m)Ey

)

Now calculate the electric field amplitude in the incident beam. The frequency of the incident light is f= ¢/A=
5.831x10'* Hz, and w= 3.664x10" radians/sec. The power in the incident beam is
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EHy _ EBj 2 2
5 57, 0°Watts/m?,

<S>
where Zy= 377 Ohms. From this expression Eq= 275 Volts/m. For this field amplitude the electron amplitude is
Z0= -2.14x101° meters, corresponding to

an induced dipole moment amplitude pg = - ezg = 3.43x10® Coulomb-meters. The averaged power radiated by the
oscillating atomic electron is

1 4
Pp=2— (%) p} =23.53 x 10 Watts
3 4meg \ ¢

A photon at 0.5145 pm carries an energy of 38.64x10°2 Joules. The hydrogen atom scatters the equivalent of 6.1x10™!
photons per second. One would have to wait approximately 3200 years in order to get only 6 photons! ( 1 year=
3.15x107 seconds).

(b) The area of the photomultiplier tube is 7r’= 7.07 cm?, therefore % =dQ = I3 =0.0707 steradians. The power
intercepted by the tube will be given by

1 4
Pr ( ° ) (ﬂ) p3dQ, since sinf =1

- 87 4d7eg c

Therefore Pr= 1.99x103! Watts. In order to get one count per second one would need N= 19.5x10" hydrogen atoms.
This corresponds to 7.2x10™! liters at NTP or 7.2x107® cc of gas at NTP. Such an experiment would be feasible using 1
mm cubed of gas at NTP (10~ cc); the dark count for a good tube is of order 1.0 counts per second at room
temperatures.

Problem (8.7).

A very thin plane, uniform, sheet of dipoles is located in the y-z plane. The dipole moments are aligned along the z-axis and they
vary in time like e7®t . The polarization density for such a sheet can be written

P,(x,y,2,t) = Pod(x)e "

(a) Show that this time-varying polarization density generates a vector potential which can be written in the form

X>0: A,(X,Y,Z,t) = #ei(kan :

PiC
X<0: Az(X,Y,Z,t) = %Toe“(kxw';).
(Hint: one can use the particular solution for the vector potential in terms of the current density. Note also that A cannot depend
upon either Y or Z from the symmetry of the problem; this means that one can carry out the calculation for Y=2=0. You will run

into an indeterminate constant upon carrying out the integral; this does not matter because any constant, no matter how large, can
be added to the potential without altering the fields calculated from it.)

LIV _ 0. Use the

(b) Use the above vector potential to calculate the scalar potential from the Lorentz condition div A + iy

potentials to calculate the corresponding electric and magnetic fields.
(c) What is the rate at which energy is radiated away from this sheet of dipoles?

Answer (8.7).

c s . 0, . .
The vector potential is generated by the total current density Jiot = J¢+ curl M + Rp . For this problem the current density

is entirely due to the term % ; this term has only a zcomponent, so the vector potential which it generates will have only a z-
component.
OP, . —i
J, = 6: = —iwPyd(x)e ™,
therefore
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dxdydz (—iwPy) §(x)e W (t-R/<)

A(X,Y,Z,t) = £ =

47

Space

where

R= (X—a)+¥ -y’ +(z-2?)

From the plane symmetry the vector potential A, cannot depend upon the co-ordinates Y,Z; it is convenient to take Y=7= 0.
One can use polar co-ordinates in the plane and write
2 2
R=+r"+X",
and dydz= 27rdr. The integral over x can be carried out with no effort because of the §-function. One obtains
. wy/r24+x2
00 —lwt i

Lo . . 2nrdre e'T <

A, (X,t) = —(—iwPyq)

4m 0 V2 + X2

The integral can be carried out with the help of the substitutions

u =+v7r2+X? and udu = rdr.

A,(X,t)= —%e’i“t/ due'“v/c,
2 X

The constant is ill-defined; ignore it because a constant has no effect on the fields calculated from the vector potential.
P .

A,(X,t) = (%) e!(XI=t) \where k= w/c.

For X>0 this represents a wave propagating to the right.

For X<0 this represents a wave propagating to the left.

(b) The scalar potential can be calculated from the Lorentz condition

) 10V
div A + 6_2 W =0.

For this example, divA=0 so that the scalar potential is also zero.
The electric field has only a z-component which is given by E, = — agz .
The magnetic field has only a y-component which is given by By = — %;z .
For X>0: E, = @ei(kxwt) Volts/m

By = ——ik'uopocei(kX"”t) = _—iwp,gPo elkX—wt)  Meglas.

2 2

For X<0: E, = @e’i(kxwt) Volts/m,

By — thpoPoc itkxtwn) _ IWHORY ihXtwt)  poglas

2 2

(c) The plane sheet of polarization radiates a plane wave in each direction which is shifted in phase by 90° with respect to the
polarization sheet. The average rate at which energy is radiated in either direction is

C
<|Sx|>= 3 Ho w’P?  Watts /m>.

Problem (8.8).

A very thin plane, uniform, sheet of dipoles is located in the y-z plane. The dipole moments are aligned along the x-axis and they
vary in time like e, The polarization density for such a sheet can be written

Px(X,Y,2,t) = Pyd(x)e ™.
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This problem differs from Prob.(8.7) in the orientation of the dipoles. It is still true that A cannot depend upon either Y or Z
because of the planar symmetry.

(a) Show that this time-varying polarization density generates a vector potential which can be written in the form

X>0: Ax (X, Y, Z, t) = Lo iXwt)

X<0: Ax(X,Y,Z,t) = "OTPOCe—i(kX-mt).

(Hint: one can use the particular solution for the vector potential in terms of the current density. You will run into an indeterminate
constant upon carrying out the integral; this does not matter because any constant, no matter how large, can be added to the
potential without altering the fields calculated from it.)

(b) Show that the electric and magnetic fields corresponding to the above potentials are zero.
Answer (8.8).

This problem can be solved by direct integration after the manner of Problem(8.7). A more elegant and usefull method starts
from the differential equation for the vector potential:

1 0A,
2 o
The free space solutions of this differential equation are:

(i) on the right,x>0; Ax = Agel(—«t) |

V2 A,

= —poJy =iwpg Pgefi“’tts(m)

(ii) on the left,x<0; Ay = Age iketwt)
where k= w/c. These plane waves satisfy the homogeneous wave equation
1 0Ax
2 _
Vidima e ="

The amplitudes of the two waves must be the same by symmetry. Near x=0 one requires

8%A w2 .
ax; + (;) A, = iwpg Pyd(z).
Integrate this equation over a vanishingly small interval around x=0, from x=-¢ to x=¢. The result is
0A, OA, w2
- —) O(e) =iwpePy.
ox | ox _ﬁ(c) (€) =iwpoPo
lim——| =ikA,
e—=0 e
OA
lim—=| = —ikA,,
e=0 Ox |_ .

and the term of order € goes to zero in the limit as € — 0. Therefore,

21kA0 = iw,u,()Po

and
tocPg
Ay=——.
0 2
(b) The scalar potential can be calculated from the Lorentz condition
10V
divA+——=0.
1V A+ 2 Bt

Consider the potentials for x>0; the potentials for x<0 can be handled in the same way.

div A — iWNZOPo gilloeot),
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consequently
V = C2H_OPOei(kw—wt) — &ei(km—wt) .
2 2¢q
0A
E=—gradV - =
gra 5
so that

Ex=— ikPy ei(kx—wt) + iw'u’OPOcei(kw—wt) .

260 2
iwpgPoc  iwpgPoc®  ikPy
But 2 T T2 T2
sothat Ey =0

Furthermore, curlA = 0 so that there is also no magnetic field component.
Problem (8.9).

very thin plane, uniform, sheet of dipoles is located in the y-z plane. The dipole moments are aligned along the x-axis and their
time variation can be described by

eilay—wt)
The polarization density for such a sheet can be written
Px(x,y,2,t) = Pod(x)e!(@—b),
Calculate the electric and magnetic fields generated by this space and time varying polarization density.

Hint: It is very difficult to calculate the vector potential by direct integration of the expression

o
J ™
4r | |R—r|’

A(R,t)

It is better to work directly with the differential equation

2 L 82Az
VA, - 2 o2

= poiwPy 5(w)ei(qy_“t) .

For x>0 let Ax = Agel(lxray—wt)
For x<0 let A, = Agel(Tkxtay-—wt)

These functions satisfy the homogeneous equation and represent plane waves propagating away from the dipole plane. The left and
right propagating plane waves have the same amplitude by symmetry; this can be deduced directly from the integral for A(R,t).
Near x=0 one finds

8%A,
Ox?

N [(%)2 _qﬂ A, = i Pod(z),

where the factor (%" has been cancelled out on both sides. Integrate this equation from -e to +¢ where ¢ is allowed to go to
zero. This gives

0A,
ox

0A,
ox

10 (Age) [(%)2 —q2] — iwpePy,

€ —€

HoPo
2

which may be used to find Ay = (%), where (%)2 =k? 4> (the term proportional to & goes to zero with ).
Answer (8.9).

Following the procedure outlined in the problem, one obtains
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wp P : .
for x>0: AX = (%) el(kx+qy wt)

for x<0: AX = (%kp()) ei(—kx+qy—wt) .

. . Ar P\ _
For x>0 one finds div A = 8(97 = (“"Tﬂo) eilkatay—wt) .

10V
2 ot

B _
for x>0; V = 2—;116’(’“”‘11/ wt) |

from div A + =0 this gives

For x<0 a similar calculation gives

E=—gradV — % , from which

. 2 i
for x>0 B, = —2¥ — ofy _ IRy (q—) ellkxtay—ot)

6‘x 31‘, - 260 k 4
i\ P ik —wt
Ey =% :_2_8031( etqy—wt)

and B = curlA, so that

The amplitude of the electric field is

w\ 79\ Po
B - B~ (2) () 2
| | X + Y ¢ k 250
therefore cB,= |E| which is the correct ratio for a plane wave propagating through empty space. A similar calculation shows
that a plane wave propagates to the left; its B field is the same as the wave propagating to the right. See the diagram below.

k=0/c (m) g\ Po k=0/c
9, |E| = \c (k) 2€0
BZ BZ
ol - (9) (g)ﬂ
|q c) \k) 284
> >
k X

Problem (8.10).

The electron on a hydrogen atom is characterized by the resonant frequency f, = 15 x 10> Hz. The dipole moment induced on each
hydrogen atom by an electric field can be written p = aE where « is the polarizability.
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(a) Estimate the polarizability of a hydrogen atom for an electric field oscillating at a frequency of 10'® Hz.

(b) Consider a hydrogen atom at the origin. A plane wave is incident on the atom where E, = E, e {&%0 where E, = 1 Volt/meter
and o = 27 x 108 rad/sec. How large are the electric field components measured by an observer 1 meter distant and located in the
x-y plane?
Answer (8.10).
(a) The equation of motion of the electron on the H atom can be written
d’z ;
m— +kz=|e|Ege ™"
d t2 ‘ | 0
or

2z k e .
_— —=———F —wt‘
7 + mz ™ 0€

The resonant frequency is 3 x 10'°Hz therefore & = (37 x 10'°) ? (rad/sec)? = 02 .

it _ =(el/m)Eo
If z=2pe™™" then zy = (@)
2 .
The dipole moment is P, = —|e|z = %Eoe”“t ,
e2/m e2 . 2 2
o= ~— since @ >> Q.
@)

Atf=10""Hz © = 6.28 x 10'® and o = - 0.714 x 10™* Coulomb meters.

The induced dipole moment is P, = aE,. For an observer in the x-y plane

0=5 .. cos@=0
sinf=1
There is no radial component of electric field!
1 [P, P, B,

0= 47eg ﬁ—’_ cR? + c’R

Now £ =2.09 x 10" (£)* =4.39 x 10%

c
So the quantities 1 & £ are negligible c.f. (%)2

45
By = — ™00 )W (4 39 4 10%0) = —2.82 x 107 Volts/meter.

4me,
Problem (8.11).

A short thin-wire center-fed dipole antenna of length L meters is oriented along the z-axis with its center at the origin as shown in
the sketch.
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The current distribution on the antenna is given by:

z2>0:

2<0:

Show that the radiation resistance of the antenna is given by

2
R = 2072 (%) Ohms .

Hint: The distance from the element d§ to the observer is given approximately by

&cosl
r=R—€cos§=R 1_T ;

here &/R is a very small quantity. Expand all relevant terms as a power series in (§/R) and keep only terms proportional to (&/R).
Also use the approximation that e %45 9/¢ can be set equal to (1 —1 w?gcos 0) .
Answer (8.11).

_ ﬂdﬁl—(f) 7iw(t—%+5°_:”)
A= 4m (R —¢cosb) ¢

L/2 .
o gcosa %ﬁ —iw(t—R/c)
{_47TR /_L/2 d¢ (1 + R ) I(€)e™ cosbye .

)

12

A,

t—R/c)

Drop the term e~#( ; it is just a factor throughout.

Let e ™£050/¢ — (1 —jwé cosf/c) . Then setting k=w/c, one finds
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, Holp L/2 B 2¢ £cosl . olo
A, = R ¢ (1 I 1+ R (1 —ikécosf) + iR

2¢ &cosl .
/L/2d§ (1—1—?) (1+ R ) (1 —3k€cosh)

where % << 1 and it is assumed that k§<<1. With these approximations

Az _ I‘LUIO (E) efiw[tfR/c]'

" 47R\ 2

In spherical polar co-ordinates

polo (L) cos® i ryq

Ag = Hooo () €057
S (2> R * ’
_ _Holo (L sind 4 gy
Ao = 47 (2) R € ’

B= curlA. In this case B has only the component B. The radiation component of this field is proportional to 1/R and is

B, =it (1) (£) O i,
4 \ 2 c/ R

The electric field is

+ Hol sinf ,—iw[t—R/c
By = By = —i%32 (§) (w) Spe I,

Hy = By =~ (§) (2) Sgte w4

The time average of the Poynting vector, <Sg> is

2
_1 _ 1 Moly 12 o sin? 4

Integrate this expression over the sphere of radius R to get the total radiated power:

212
(P) = (1—”2) (CHy) (%) Watts .

IOZRR

5> therefore

But cpo= 120, and by definition the radiation resistance Ry is such that (P) =

2
Ry = 2072 (%) Ohms .

This page titled 13.8: Chapter 8 is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and Bretislav
Heinrich.
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13.9: Chapter 9
Problem (9.1).

A plane wave is polarized with its electric vector along z. The wave propagates along the y-axis. The electric field is given by
Es(y,t) = Egel™ %% Volts/meter.
This wave is propagating in vacuum; its amplitude is E, = 5V/m and its wavelength is 0.10 meters.

a. What is the frequency of the wave?

b. How large is the magnetic field associated with this wave and in what direction is it oriented?

c. What is the average rate at which energy is transported by this wave (per square meter)?

d. This wave encounters an electron. At what rate does the electron remove energy from the wave?

e. The wave propagates through an electron gas whose density is 10'° per cubic centimeter. If each electron acts like an
independent scattering center estimate the distance the wave will travel before its amplitude has been reduced to (1/e) of its
initial value.

Answer (9.1).
a) = ck in free space
o f=%=3x10"Hz = 3GHz

b) B is along x:

B, — %ei(ky—wt)

- Hy = 20 gilky—wt) — Heilky—wt)
CHo

CHy =B 5 5 5
C 0T Ty T (3x10%) (4mx107) 120m 377

Hp = 13.26 X 10~3 Amps/meter .
(©) Sy =E.Hx = (5) (13.3 x 107%) cos® (ky — wt)

(Sy) = (3) (6)(13.3) x 10 *Watts /m* = 33.16 x 10~® Watts/m.
d) For the electron ma = —|e|Ege

¢l

ca=——Fye ™

m
The energy scattered by an accelerated charge and integrated over all angles is given by

2
AW _ (2} (1) L2
dt _(3) (4#&0) = @
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Time Average: <dW>—(l)( L ) E:aEg

3 4me, méc

=9.80x 10750,

or (4¥) =0.88 x 10731 B2

E, =5 V/m initially so in this case

dw
<W> = 22.05 x 1031 Watts.

aw.

2
it = akj for 1 electron.

e) Now =~

There are 10'° electrons/cc = 10%! electrons/m> = N. Consider a section of the wave having an area of 1 m? and look at
the energy change in traversing a distance dy:

The energy change in dy is
AW = — (aE?) (Ndy) = —NadyE?
But the Poynting vector is given by (time average)
<§>= 2EcZ = 2?(;
<8> (y+dy)—(S(y)) =—NaE® dy
or dy <= <d5> = _—NaE? dy

or % =_NaFE?.

E2
But (S) = 55~

d<S> _ _E dE

dy 1207 dy

Lté_E — _NoE?

or 4£ =—Na(1207)E = —377TNaFE

where o = 0.88 x 10’31% and N = 10%! electrons /m? .

E=Ege /T

where 1/L = (377)(N) a=0.33x10 "m™!

or L = 3.01 x 107 meters = 3.01 x 10* km.

So the wave can travel ~ 30,000 km before its amplitude has dropped to e”! of its initial value.
Problem (9.2).

A plane wave is propagating thru empty space with a wavevector given by

k= 6.283M per meter.

V2
The electric vector has a strength of 7 L o Volts/meter.

a. Calculate the frequency and wavelength of this radiation.

b. How large is the magnetic field B associated with this wave.

c. At what average rate is energy being transported by this wave (Watts/meter?).
d. What is the average stored electrical energy in the wave? (Joules/m®)

e. What is the average stored magnetic energy in the wave? (Joules/m?).

Answer (9.2).
Assume that the wave is polarized with E along z - this will ensure that k-E = 0. Then

E, = Eoei(kxx+kyY) .o lwt
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_ 2m _ 27 -1
where k, = Vi and ky = N meters ™.
But curl E = —%3 =iwB

A, 0, u, %

|02 6 2 |_ E,

curl E = x oy || — %
0 0 E 0

iwB, = —ikxE, By = - (%) E,
Now £ =27 . f =3 x 10° Hz i.e. 300 MHz

and A = 1 meter.

HX — Bx —_ Eo _ei(kXerkywat)
\mu, Crov/2

B
Hy = 2%

___Eo ei(kxxtky Y—wt)

Ho CpoV?2

where cp, = (3 x 108)(471' X 10'7) =120 7 = 377 Ohms. The Poynting Vector is S = E x H and it is directed along k. Since E
and H are perpendicular

2

By o
|ExH| = C_HUCOS (kxx+kyy —wt)

2
Time Average < § >= j—;n = ﬁ;m =1.326 x 10°Watts /m?

—1
Amplitude [B| = /B2 + B} = 2 = 0 —3.333 x 10 " Tesla

Bl _ 1 _2.652x10~*Amps/m .

Amplitude |H| = = 3

(d) Energy density stored in the electric field is given by

€0E2
W =
E= 2
g, E2
WE = O cos? (kxx +kyy —wt)
e E2 E?
SAvg <wp >= 00 _ 0

T~ @) (10)
=2.21 x 107 Joules /m3.

(e) The average energy stored in the magnetic field is given by

1Bol® e

<wp >= 4#0 1

E} =2.21 x10"*Joules /m?

Problem (9.3).

The electric field of an electromagnetic wave
E =Ejuy cos [1087r (t - %) +9] V/m
is the sum of
E; = 0.03%, sin 10%7 (t - %) V/m

and E; = 0.04%, cos[10°7 (t—2) — %] V/m

https://phys.libretexts.org/@go/page/25308



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/25308?pdf

LibreTextsw

Find E, and 6.
Answer (9.3).
The electric field can be written
E, = Eycosfcos10®r (t — f) — E;sinfsin10%7 (t — f)
Also E1, =0.03 [sin 1037 (t — %)]
and Fy, =0.04 [cos(%) cos10%w (t — f) —l—sin(%) sin1087 (t — f)
o By + Eyy =0.02c0s 103 (£ — £) +0.0646 sin10° (t — %)
.. compare with above. E, cos 6 = 0.02
-E, sin 6 = 0.06464

~.tanf = —%* =-3.232 - 0=—T2.81°=—1.271~x.

and Ey = 22 = 0.06766 v/m .

CO:

Problem (9.4).

An optical device called a A/2-plate (half-wave plate) is characterized by two axes which can be labeled x and y. The velocity of a
plane wave polarized along y is different from the velocity of a plane wave polarized along x. The plate thickness is such that a
phase shift of 7 is introduced between waves polarized along x and along y. Consider an incident plane polarized beam of light
such that the electric vector makes an angle ¢ with the x-axis. Show that the plane of polarization of the exit beam will be rotated
through 2¢. This mechanism is used in experiment to make fine adjustments to the plane of polarization.

(Hint: Decompose the electric field vector of the incident plane wave into the sum of two plane waves; one having the electric
vector polarized along x, Ex= Eqgcos¢, the other having the electric vector polarized along y, Ey= Eqsing).

Answer (9.4).

Eo

Y

This can be written as the sum of two plane waves:

Ex = E, cos(kz-wt) cos ¢ = E, cos¢ coswt (at z=0)

Ey = E, cos(kz-wt) sin ¢ = E, sing coswt (at z=0).

If the y-axis is slow then the exit waves will have the form
E, = Ej cos ¢ cos(k,d — wt)
Ey; =Eo sin¢ cos(kyd — wt).

However, vy = == and Vy = ﬁ , where n,,n, are the indices of refraction for propagation of light along the x and y axes.

y
One has o = vyky and @ = vyky so that if y is a slow axis ky > ky.

therefore Ey = E, sing cos(k,d-ot+m),
or Ey = - E, sing cos(k,d-ot).

But E, = Egcos¢ cos(k.d-ot), so these electric field components correspond to a plane wave in which the direction of
polarization has been rotated through 2¢ (clockwise). A similar argument also gives 2¢ clockwise if x is the slow axis: the
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phase of the resulting wave is just shifted by 180°.
Problem (9.5).

A quarter wave plate is similar to the half-wave plate of problem (9.4) except that the thickness is adjusted so that in its passage
through the plate light polarized parallel with one principle axis is shifted by 7/2 in phase relative to light polarized with its electric
vector parallel with the other axis. (See the sketch).

yA(slow)

Eg

Let light be incident on the % - plate which is polarized so that its electric vector makes an angle ¢ with the fast axis. Show that the
transmitted light will be elliptically polarized. For what angle ¢ will the transmitted light be circularly polarized?

Answer (9.5).
Atz =0E, =E, cos¢ cosot
Ey = E, sing cosot,
Plane polarized incident light.

At exit wherez=d

Ex =Eo cos ¢ cos(kxd — wt)
Ey =Egsin¢ cos(kyd — wt)
. ™
= Ky sin¢ cos (kxd —wt+ 5)

since y is the slow axis for which ky >k, This follows from the relations w=wvxkx = (ﬁ) kx and
w=vyky = () kv ie. by = (22).

Thus Ey = —Eg sin ¢ sin(kyd —wt) .

These components can be written

Ex = Eg cos ¢ cos(wt —kxd)
Ey = Ejsin¢sin(wt —kxd)

0 Egcos¢ |0
w/2 0 +Esin¢g
/4 E\/—,Z"’ —l—%singb
s —Eycos¢ |0
i 0 —Eysing
—m/4 E"C—\/(;_S(b —%sinq&

The light will become circularly polarized for ¢= 7/4.
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Ellpticaly pohrzed 0=30

E
4

05

Problem (9.6).

A charged particle moves in a circular orbit of radius b meters centered on the origin and lying in the x-y plane. The co-ordinates of
the particle can be described by the relations

x =bcoswt
y = bsinwt
where o= 27f = 3x10'° radians/second. The motion is equivalent to the superposition of two point dipoles
Pz = Po coswt = Qbcoswt
Py = Pp sinwt = Qbsinwt
where pp= 10"*° Coulomb-meters.

a. An observer is located at x=0, y=0, z=1 meter. How will the electric field at the observer vary in time? What intensity of
radiation will be observed?

b. An observer is located at x=0, y=0.707, z=0.707 meters. How will the electric field at the observer vary in time? What intensity
of radiation will be observed?

¢. An observer is located at x=0, y=1, z=0 meters. How will the electric field at the observer vary in time? What intensity of
radiation will be observed?

Answer (9.6).

(a) The observer is at right angles to both dipoles. The radiation fields are given by (R=1 meter, Sin6=1)

1 rwy\2
Ex = po— (:) Po cos(wt —R/c)

1 w2 )
Y=o (:) po sin(wt —R/c)

The electric field is right hand circularly polarized. The intensity of the radiation will just be given by

g B _1(m 2(3)4
= ZO - ZO 4:71'80 C ’
independent of time because cos?(w[t — R/c])+sin?(w[t —R/c]) =1 . Zy= 377 Ohms, thus S, = 2.149x10°'

Watts/m?. Notice that the intensity does not fluctuate with time for a circularly polarized wave.

(b) For the observer at (0,0.707,0.707) the electric fields will be given by
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Ex = (%)2p0 cos(w[t —R/c])

w\2 sin(w[t—R/c])
;( )potT

Therefore

B — 1 (w)2 0sin(w[t—R/c])

Y_47'('6() ; 2

Eg =

1 (w)2 sin(w[t —R/c])
4dmeg \ C Po 2 '
This electric field corresponds to right hand elliptically polarized radiation.

In a co-ordinate system rotated so that the new Z-axis is pointed along the line joining the observer to the origin one
has

Bx = o (%) pycos(ult—R/e)

and

1 (w)2p0 sin(w[t —R/c]) .

E,-— (¥
T dmeg \ ¢ V2

The time averaged intensity is given by

B2 E?
I
<S>=57 V37

where Zy= 377 Ohms, and Ex,E,, are the electric field amplitudes. In this case E, = Ex / V2 , so that
3
<8 >= (Z) (2.15x107"%) =1.611 x 10 °Watts /m’.

(c) An observer at (0,1,0) sees a radiation field due entirely to the dipole oriented along the x-axis. The electric field will be
linearly polarized and

1 /w2
E, = Treo (z) po cos(wt —R/c).

The corresponding intensity will be just half the intensity measured by the observer on the z-axis:
(S) =1.074 x 107" Watts /m?.
Problem (9.7).
Consider the sum of 5 phasors:
S = it 4 20 | Bid 4 olid | i
This is the sum of 5 waves: the phase shift between each pair of waves is ¢.

a. Calculate the sum for ¢ =0

b. Calculate the sum for ¢ = 75

c. Calculate the sum for ¢ = /5

d. Calculate the sum for ¢ = 2&

e. Make a sketch of S as a function of ¢.

A graphical construction is useful for summing phasors. Notice that one has to do with a geometrical series.
Answer (9.7).
(a)S=5.0
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() S = €™ (14 €™ + 24 4 ¢i4 4 ¢id)
()

S =2.657 + 3.657i
S| = 4.520
Angle = 54.00°

Im
S
-
Real
(©¢=1==36°
S =-1.00 + 3.078i
Angle = 108.00°
S| =3.236
Im‘
S
o
Real
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Im A

N

Real

(e) (i) When ¢ is a multiple of 2 S = 5.0
ii) The sum is a geometric progression
(i) g prog
S — it (1 1 et +e2i¢> +e3i¢+e4i¢)
()
(ei¢—1)
|S|2 — §5* — 1—cos 5¢

1—cos ¢

i¢
=e

Absolite Valie of the sum of 5 phasors

L1 1.1

3
-

-—‘-.'.__..’
--._____‘._‘-
'_#_'__,...r

R N
D
--___________\‘\‘
.--""""’-f‘—_

VYA RN

0 1 2 3 4 5 6 7 8
Phase Angle (radians)

1

a

Notice that for N phasors

|S|2 _ 1—cosN¢
1—cos¢
So when ¢ = 0 or 27 |[S|* = N2 .
. _ _ 2z 2 _ ; 2
These high peaks drop to zero when N¢ = 27 or ¢ = <+ and |S|” = 0 for multiples of .
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There are peaks at ¢ = (odd integer >3) x +-=(g) (%) -
9271.2
2N*?

However cos(%) ~1-—

. |S|2 = 42N22 ~ ( A1) N2 | 5o these subsidiary peaks drop off as .045, .0162, etc. and |S|* drops off rapidly with phase

g &
angle
Absolinte Valie of the Sum 0f 100 Phasors

120 T 1
100
) [ ]
— 80 \ )
60 \
40 | \ -
20 \/“
VA A
0 01 02 03 04 05
Phase Angk (radins)

Problem (9.8).

Eight atoms are located on the corners of a cube whose sides are a long. One corner of the cube is located at the origin of co-
ordinates, and the sides of the cube are parallel with the co-ordinate axes. The polarizability of each atom is ¢, i.e. in the presence
of an electric field the atom developes a dipole moment given by p= E. Let an incident free space plane wave of the form

E, = Eoei(kx—wt)
fall on the group of 8 atoms, where k= 27/a.

(a) Write an expression for the electric field which would be measured by an observer whose spherical polar co-ordinates are (R,0,
¢). Your answer should be in the form of the electric field amplitude generated by an atom at the origin multiplied by the structure
factor, S.

(b) Explicitly evaluate the structure factor for this problem for an observer confined to the x-y plane (8= 7/2). Make a plot of the
absolute square of the structure factor as a function of the angle ¢ ( a quantity proportional to the intensity of the scattered
radiation).

Answer (9.8).

The electric field component Eg at the position of the observer due to the atom at r, is given by

B, = —onf (ﬁ)2%efiwwk/c)ei[(krko-rm]
471'80 C R

where
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W . 27 .,
ki=—u, = —_ux,
C a
and
W .
kf— —ur
C

But 0, = sinfcos ¢uy +sinfsinpuy +cosbu, ,
so that

= %((1 —sinf cos ¢)u, —sinfsin puy — cosbu,)

(ki —ki)

or
(ki —k¢) = 22 ((1 — Sinf cos ¢)it, — sinfsin ¢ty — cos b, )

The total electric field amplitude measured by the observer is the sum of the fields scattered by each atom; it will be
proportional to the structure factor

S = i ei(kl—kf)~rm

m=1
where
r =0
Iry :aﬁx
r3 =a (U +uy)
ry =afy
rs =a (0, +1,)
re =a(ux + 0y +1u,)
r; =a(uy +u,)
rg =a(ly, +1a,).
S =1+ Tsindcosd) 4 0% (1 _sinfcosd —sinfsin @) + et (00sind) 4 1% (1 —sinfcosp — cosf)

aw

+€'¢ (1 —sinfcos ¢ —sinfsin g — cosf) +e i (sinfsin ¢+ cosf) +e w05,

For the case 0= 7/2 the structure factor becomes

i wa sin ¢ i wa(1-Cos ¢) . wa(l—cos ¢—sin @)
S=2(1+e"'""¢ +€~ ¢  +é e

Butk=2 = % ; therefore “* = 27, and

S =9 (1 + e~ 2mi Sin ¢ + eZm‘(l—cos @) + e2m‘(1—cos $—sin ¢)) .

A little tedious algebra (no gain without pain!) can be used to put the absolute square of S into the form
SS* =16(1 + cos(27 sin¢) + cos(27 cos ¢) + cos(27 sin ¢) cos(27 cos ¢)).

A polar plot of the quantity SS* shows the way in which the intensity varies with angle for an observer in the x-y plane. In
this plot SS*Sin¢ is plotted against SS*Cosg.
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NTENSITY

80.T

Problem (9.9).

A plane wave whose electric field is given by
E, =Eo ei(kxfwt)

is incident upon 5 hydrogen atoms which are spaced a distance a = 1.5 x 10 meters along the y-axis as shown in the sketch. The
frequency associated with the electric field is 10'® Hz.

An observer in the x-y plane is located very far away in a position specified by the angle 8 shown in the sketch.
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(a) Calculate the structure factor for the scattered radiation.
(b) Make a sketch of the angular variation of the intensity measured by P as 0 ranges from 0 to 7/2.
Answer (9.9).

The electric field amplitude at R due to a single atom is independent of 6 and the electric field is polarized along z. However,
the fields from the 5 atoms interfere because for fixed time of observation, the phase of each wave is shifted. The structure
factor is given by

S=1+4e 1" +e, " +———fe 47
where q = (k; —k;) .
In this problem
ki = 21y
k¢ = £[cos O, +sin fay]
C.q= % [(COS@— l)ﬁx —|—sin0ﬁy] .
The atomic positions are given by

r,=nauy

aw
q-r, =n—sinf =ne.
c

Thus S =1 +e ¥ 4 726 4 ¢i¢ 4 ¢2i¢

(the first term corresponds to n = 0),
orS=14+2cos¢+2cos2¢,

or § =1+ 2 cos(“sin6) 42 cos(2%sin 6)

In this problem # = %’r % 10" anda = % x10%m .
% =m and

S =1+ 2cos(wsin ) + 2 cos(27sinh)

(See the figure below).
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Structure Factor

> N

Y

N W

f

a \/

2

3

/

2 -5 <14 05 0 05 1 15 2
Angk O (rmadins)

The intensity measured at P is proportional to |S|%, or to S? in this case since S is real. Note the strong forward scattering
pattern (see the figure below).

Square of the Structure Factor

30

25 3

20

15

10

0 -w w-
2 -15 -4 05 0 05 1 15 2
Angle in radians

Problem (9.10).
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k =0/c

X

This is a repeat of the previous problem but the scattering centers are not equally spaced. A plane wave is incident from the left
E,=Eo ei(kxfwt)

The atoms are at:

r =0
Iro — 87aﬁy rs — (%) ﬁy
ro=— () r5=— (58,

This is a more or less random spacing which preserves an average spacing of a.

Calculate the dependence upon the angle 8 of the intensity of the scattered radiation which would be observed at a distant point P. a
=1.5x101%m and w = 27 x 108 rad./sec.

Answer (9.10).
ki = i,
ki = £[cos iy, +sinfuy]

5.q= (ki — ki) = &[(cos 6 — 1), +sin by
q

q-r; =0 '1‘22%(%) sinf
q-r3= (1—76) () sin6
Q= (2) (2)sing
ars— - () (%) sind
2 =(%) (10%) a=3x10710 R

S=1+e'8msinf/7+e "167sinf/7 +e'dnsind/7 +€'12nsind/7

S = [1+cos[ (&) sinb] + cos[ (LX) sin6] + cos[ (4F) sinb] + cos| (12%) sin ) |

https://phys.libretexts.org/@go/page/25308
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+i [— sin[(%") sin6‘] —sin[(%") sinH] —|—sin[4—7"sin0] +sin[(7) sinG}

The structure factor can be written S = a + ib, then the intensity required is proportional to

|S|* = SS* = a? + b?

The result of the calculation is shown in the figures. The main peak at 6 = 0 persists because all signals remain in phase no
matter where the scatterers are located along the y axis. The main effect of the irregular spacing is to reduce the structure in

the "wings" i.e. the oscillations at angles larger than 30°.

Complex Structure Factor

> N

Real part of S
W

- .
[J L]
- Y
- -
- -
. Ll
- -

w -
L] -
L] -
- -
- -
- -
. L[]
- -
- -
- L]
- -
- -
$ %

1 \ /
0 }/
-1 1

2 <415 <4 05 0 05 1 15 2
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Square of the Structure Factor
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Problem (9.11).

®
a(l,-1)

a(-1,-1)

Four scattering centers are arranged on the grid shown above. A plane wave is incident from the left:

E, =Eo ei(kxfwt)
rad/sec. The parameter a = % %x107%m and 2 =m. Calculate the dependence of the scattered intensity on

where © =27 x 10'8
the angle of observation 8 when the observer is very far away (R >> a).

Answer (9.11).
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The structure factor is given by S =) exp(—iq-ry)

where q = k; - k;

In this case q = < [(cosf —1)u, +sin b,

L S=e'T [(cos@—1)+sinf] +e " [(cosf—1) —sinf] +e "= [—(cosf —1) +sind]
+ et [(cosf—1) +sind)

orfor %2 =7

S =2cosm[cosf+sinf —1]+2cosm[cosd —sinf —1]

This is real because of the symmetry around the origin. S is plotted in the figure below.

“
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5
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— B .
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p 15 . ol 3 e
g : . o | e o o :
] i . . . . . |
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w0 - . . . . o
o 10 . . . . .
f, 5 . . . . o
w : . . . . o:
(@] 5 . . . . .
()] i . . . . o]
s‘f&I : . .ﬁ.. . . -~ . o:
= B ...' ..: ...o'. ... : '.'
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13.10: Chapter- 10

Problem (10.1).
(a) Use Stokes' theorem to show that the Maxwell equation curl E = — %3 can be written in the form
0
E.dL=—— B-dS (1)
C ot Surface S

where the surface S is bounded by the closed curve c.

(b) Apply the above equation to a loop which straddles the boundary between two materials to show that the tangential component

of E must be continuous across the boundary.

Answer (10.1).

@) curl E = —%3
Integrate over a surface S bounded by a curve c:

Jyewl E-dS=-2Z [ B.dS
But from Stokes' theorem
JsCurlE-dS = §, E-dL , and the result follows.
(b) Apply the above to a loop L long and of negligible width, d.

#2
oL

#1

Then §, E-dL =Ej) (0L — El) ¢ oL
ang
- % (Bperp- 0Ldd) = 0
therefore
E2)tangential = 1) tangential
Problem (10.2).

(a) Use Stokes' theorem to transform the Maxwell equation

oD
1H=J¢+—
cur. £+ o

into
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fH-dL:/S (Jf—l—%)) -ds,

where the surface S is bounded by the closed curve, c.

(b) Use the above equation to show that at the surface of discontinuity between two materials the tangential component of H must
be continuous.

Answer (10.2).
(@) CurlH = (Jf+%3)

JsCwlH-dS = [(J;-dS+£ [;D-dS.

But by Stokes' theorem:

/CurlH-dS:?{H-dL
s

from which the result follows.

(b) Apply the above theorem to a loop straddling the boundary. The loop is L long and §d wide.

#2

§ 6H-dL = H,) tangéL — H1) SL + terms 2nd order in 6d

tang

fs(Jf+%)'d8=(Jf+%) 0Léd = 0asdd —0

normal

H2 ) tang = Hl) tang

Problem (10.3).

a. From div B = 0 show that the normal component of B is continuous across the boundary between two different materials.
b. From div D = p; show that there will be a surface charge density on the surface of discontinuity between two materials. Show
that the magnitude of this surface charge density is given by
pr =Ds ) normal — Dl) normal
where Ds);ormal @1d D1 )p0rmar are the normal components of the vector D.
Answer (10.3).
(@)divB =0
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fV divBdr =0

But by Gauss' theorem [, divB d7 = [¢B-dS
where S is the surface bounding the closed volume V.
Therefore [(B-dS =0

Apply this to a pill box of area dA and thickness L. which straddles the boundary between material (1) and material (2)

#2

Jil Box Bb-O(}JC.S =[B2)ormal — B1) } JA + terms of 2nd order in 6L

(As shown, B, - 112 makes a positive contribution and B; - t1; makes a negative contribution).

Therefore [Bs) -B) 0A =0 for arbitrary §A and

normal

normal normal ]

Bz) Bl)

normal — normal
(b) div D = ps

.. for any closed volume V bounded by a surface S

[,y divD dr = [}, ppdr

But by Gauss' theorem:

[, (divD)dr = [(D-ds

Apply this to a pill-box which straddles material (1) and material (2):

Then [ D-ds=[Dy) 6A —Dy) SA]

normal normal

+ higher order corrections of order LJA.

[D2 )normal - Dl) normal] 0A = Pf5A5L
So [DQ)normal - Dl) normal] = pf&L =Ps,

where (pf d.) does not depend upon the length §;, and therefore represents a surface charge ps. A discontinuity in the normal
component of D means that there exists a surface charge density.

Problem (10.4).

A plane wave falls at normal incidence on the plane surface of a large, deep, body of water. The real and imaginary parts of the
index of refraction for water are n = 4/3 and k = 108 corresponding to a time dependence ~ e"®t . The amplitude of the electric
field in the incident wave is 1 V/m. Let the z-axis be directed into the water, and let the X, y axes lie in the surface of the water. Let
the electric field be polarized along x. The index of refraction of airisn =1, kK = 0.

a. Write an equation for the space and time variation of the electric field in the incident wave.
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b. Write an equation for the space and time variations of B,H in the incident wave. What is the amplitude, H,, of the H field?

c. Write expressions for the space and time variation of the reflected wave. Let the reflected electric field amplitude be Eg. Write
the reflected magnetic field amplitude in terms of Eg.

d. Write expressions for the space and time variations of the electric and magnetic field waves (H field) transmitted into the water.
Let the electric field amplitude at the water surface, at z = 0, be Et. Write the magnetic field amplitude in terms of Er.

e. State the boundary conditions which E, H must satisfy at the surface of the water.

f. Apply the boundary conditions of part (e) to obtain the reflected electric field amplitude, Eg, and the transmitted wave electric
field amplitude, Ert.

g. What is the intensity of the incident wave? i.e. At what rate, in Watts/m?, is energy transported to the water surface?

h. At what rate is energy absorbed by the water?

i. What will be the electric field amplitude at a depth of 2 m if the wavelength of the light is 1/2 micron?

Answer (10.4).
(a)
. X
Air A Water
Ex = 1V/m
I -
- Z
i(kz-0t)
Ex = e
(b) By _ B 1 gi(kz—wt)
B i(kz—w i(kz—w
H, = ﬁ — %e (kz—wt) _ 121We (kz—wt)  Amps/m .
. 1 1
Amplitude = 55~ = 3= Amps /m .

) Let the reflected electric field be
E, = ERefi(szrwt)
(note change in sign of k).

_ _ _Br _—i(kztwt)
Then Hy = T50-€

(d) In the water the propagation vector is given by k = ¢ (n+ik)
L Ex = ETe_“%zei(n_:z_“’t)

0B

Now curl E = = iwB =iwp,H
u, u, u, 0
iwpwoH=|0 0 % = aasz
Ex 0 O 0

https://phys.libretexts.org/@go/page/25313
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- Hy = 1 O0Ex i(2)(ntix)Ex - (n+in)E
e T iwuo T poc X
and

_ [ ntik —kZ i(nZ —wi
Hy_(ﬂ()c)ETe ce(c )

(e) At the interface the required boundary conditions are
(1) Tangential components of E must be continuous.
(2) Tangential components of H must be continuous.
(f)Atz=0
Incident Wave E, = (1)e ™!
1wt
Hy = %e 1w
Reflected Wave E, = Ege ™t
— _Er _—wt
HY — _ e e w

Transmitted Wave E, = Epe ™t

HY — (n-+ik) ETe—iwt

Cho
Continuity of Ex: 1 +Eg =Eg (1)
Continuity of Hy: i — i—i = (i;i:) Er
orl —Eg = (n—|—ifi)ET (2)
Solve eqns. (1) and (2) to obtain:
- 2 _ 2[(n+1)—ix]
Br = (I4n)+ik ~ (n41)’+x?
But & ~ 0 so By = —££ — & — (.86 Volts/
ut k20 so Br =705 =7=0. olts/m.

Also Ep ~ (niﬂ)

and Eg =Er —1 =-0.143 Volts/m.

(NOTICE THE PHASE CHANGE IN THE ELECTRIC FIELD!!)

(g) Rate of transport of energy to the water surface is

S, = E.H,
1 1 1 ,
(S.) = (5) (1) (&) =75 Watts /m
=1.33mW /m?>.

(h) The rate of energy reflected from the surface is

(Br) _ (0.143)
Clyy - 754

<8, >R=%(ER) =0.027 mW/m?= 27 yW /m?.
. Energy absorbed in H,0O = 1.30 mW/m?.

(i) Atz =2m

|Ex| = ETe‘“47’/’\ = ETe—0-251 =0.78 Er
. @ 2m the electric field strength = 0.67 V/m.
Problem (10.5).
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vacuun coppez

Ex= Ep Cp= 6.45x107/0Ohm-m

Y

A wave having an electric field amplitude E, = 1 V/m falls at normal incidence on a plane copper surface as shown in the above
sketch. Its frequency is 10° Hz.

a. Write expressions for the electric and magnetic fields in the incident wave. How big is H,?
b. Calculate the magnitude of the vacuum wave-vector.
c. Calculate the wave-vector in the metal (k) in the expressions:

Ez — ETe’L‘(km27wt)
Hy = HTei(kmz—wt)

d. Calculate the amplitude of the electric field at the surface of the metal i.e. Er.

e. Calculate the magnetic field amplitude at the surface of the metal i.e. Hr.

f. Calculate the time average Poynting vector for the incident wave i.e. <S>

g. Calculate the time average Poynting vector for the energy flow into the metal i.e. <S>
h. From (f) and (g) calculate the absorption coefficient ¢ = <Sp,>/<Sy>.

i. Calculate the average rate of energy dissipation as Joule heat in the metal. Show that the integral of this quantity from z = o to «
is just equal to <Sp,> from (g) above.

Answer (10.5).

@k=4<= "’3”:—110? =2.094x1072 m™?
E, = Eyeilkewt) — gilkz—wt) gince By =1 V/m.
Hy = 72ei(t) = (2,653 x 1072) elle)
since Z, = 377 Ohms.

(b) See above. k = 2.094 x 10" /meter.

(c) In the metal:

u, u, u, 0
curlE=| 0 0 % = 6:;’ = twuoH,
E, 0 0 0
u, u, u, _ o5y
cullH=|0 0 2|=| o |=0oE
0 H, 0 0
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Sk Hy = —0Ey
orH, = (ﬁi) Ey.
io ky, .
So & = = or kZ, = iwpgo
k%, =i (2m x 10%) (47 x 1077) (6.45 x 107)
=1 (5.093 x 10%)
b = (££) (2.257 % 10%) = (1.596 x 10%) (1 +1).
N.B. km is very large c.f. k = w/c. Approx. 10° larger!!
X
A
vacuun copper
E,= Ep Op= 6.45x107/0hm-m
A
—(L—kb
Eg E
H = — T
Y Z0 ‘
LEx = Er l
5 A
- O Hr
k _ _Ee
Hy Z0
-
Z
HY

Atz = 0: a) Continuity of E;: Eg +Er = Et
b) Continuity of Hy: 7* — 2 = Hy
orEo —Er =ZoHr

“.2Eo = (Br +ZoHr) = [1+ 52 | By

9Ep = (Bt — ZoHy) = [1 _ i‘ZO] Er

But Hy = (li_a) Er

oy
DB M B o
. EO 1+1}:Z0 EO 1+1:ZO .
m m

&= () <107 () = (55 -
=3.133(1—4)x10°°

2 ()= (3:133x107%) (1 +1) .
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So “’Zﬂ =(3.133) (107%) (6.45 x 107) (377)(1 +1)
= (7.618 x 10°) (1 +1i) .
This is much larger than 1.

. & ~ _2 —i2kn

c Ey T ioZy oZy

=1.313 x107%(1 —1i).

ER_‘[J“ZCT"HN 142k ] 0y
= U N PO

to approximately 1 part in 108!

e) From part (c) Hy = (ﬁ_”) Ex .- Hp = 11_0) Er

and Hy &~ (ﬁ—” (— %Z—m>
N.B. To first order in ( ) the magnetic field amplitude in the metal is INDEPENDENT of o, !!

The factor 2 comes from the sum Ht = H, + Hg, where Hy = =~ & Hy lzo all
But E, = 1 V/m & Eg = -1 v/m (to 1 part in 10°)
SHr = Zlo =5.305 x 1072 Amps/m.

() For the incident wave (So) = 3 Real {ExHY}

_E _ a1 _ -3 2
= ﬁ =5, —1.326x10 watts/m?*.
(g) At the metal surface (z = 0)
1
<Sm> 5 al {ETH;,}
1 2
EReal{ (1.313 x1079) (1 —i)Q}
0
1.31
= ( ; 3 x 10~ ) =3.48 x 1072 Watts/m?.
0
(h) = (Spn) / (So) = 2 x107° = 2.627 x 107°.
(i) In the metal the current density is given by
Jy =ocE, = ocEre! i(kmz-wt)
The Joule heat/volume (time averaged) is
d 1
d_? = EReal{JmE;}
1 ) .
= EReal{aETe’(kmz_“’t) -E:’;e"(kmz_‘”t) }
1 (k)2
ZEReal{a|ET| m }
Butky, =v(1+1i) andk} =~(1—1i) ok Kk =21y

and y = 1.596 x 10* from part (c)
&i(ky —ki) = —2v

. 4Q 2 _
.7:§|ET| e 2z,

. _ U‘ET‘Z 0 —2vz _ U‘ET‘Z
Total rate of heat production = —— fo e Vdz= e
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L0 __(6.45x107)
-+ Total =4 (1.506x10%)

(1.313)? x 10 '?)(2) = 3.48 x 10~ Watts/m?.
=< Sy > (from (g)) .
Problem (10.6).

Light having a wavelength of 5145 A (0.5145 um) falls upon a plane copper surface at normal incidence. The intensity of the light
is 10° Watts/m? (i.e. 100 mW in a laser beam 1x1 mm in cross-section). The complex index of refraction for copper at 5145 A is
V& = (1.19+2.60¢) for a time dependence of e®'.

(a) Calculate the amplitudes of the electric and magnetic fields in the incident wave.

(b) Calculate the amplitudes of the electric and magnetic fields in the reflected wave.

(c) Calculate the intensity of the reflected wavej;i.e. calculate the time-averaged value of the Poynting vector.

(d) Calculate the wave-vector of the light in the copper. What is the phase velocity associated with the wave in the copper?
(e) Calculate the amplitudes of the electric and magnetic fields in the copper but near the surface at z=0.

(f) Calculate the time averaged value of the Poynting vector inside the copper but near the surface at z=0.

(g) How far into the copper does the light penetrate before its intensity has decreased to 1% of its intensity at the surface?

(h) Calculate the time averaged energy density, <W>, stored in the electric and magnetic fields in the copper but at the surface z=0.
Show that (S,) = £ <W > Watts/m?.

Answer (10.6).
(a) Incident wave:

E, = Eoei(szwt)

Hy _ Eei(kz—wt),
Zyg

where k= w/c and Zy= pyc = 377 Ohms.
2
<8S, >= %Real(ExH;) = 2E—Z°0 =1y =10° Watts /m?.
Therefore, E% =75.4 x 10%, and Eo= 8.683x10° Volts/m, and Hy= 23.03 Amps/m.

(b) From the boundary value problem

Ey, 1+, 1l+n+is

Er 1-ye (1-n)—ik

For this problem n=1.19 and k=2.60;

r = -0.621- 0.45i, and therefore r= - Re!? where R=0.767, and Tan¢= 0.725 so that ¢= 35.93° = 0.627 radians. The minus
sign means that the direction of the reflected wave amplitude is reversed relative to the amplitude in the incident wave.

|Er| = R|Ey| = 6.66 x 10° V/m,
and
|Hr| =R |Hy| =17.66 Amps/m.
(c) The intensity of the reflected wave is given by
Ir = R?Iy = 0.588 x 10° Watts /m?.
(d) In the copper k? =&, (%)2

2
k=2 =21 1921 x10'm.
c A

ko = (n+ik)% = (1.453 +i3.175) x 10'm"L.
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In the copper the fields are proportional to
e—K( “)z ei(n £ 2—wt) .

The phase velocity is £ =2.52 x 10° m/sec.

© % =Te" = 1+2\/E - (n+12)+m‘
Te'’ = (0.379 —i0.450),
and T= 0.588 and 6= - 49.9° = - 0.871 radians.
|Er| = TEo =5.11 x 10* V/m.
(n+ik)

Hy = - —Er = (37.33 +10.361);
0

2
|Hy| = "ZK Er= %E’T =38.75 Amps /m.
phase=0.271 rad= 15.51°.

(f) In the metal
E, = ETe—/e(%)zei(n%z—wt)

(Il + 1”) ETe—n(%)z ei (n%z—wt)

Hy, = 70 ,

so at z=0 these become
E, = ETE_Wt
and

+i i
Hy = %}E'I\e_lwt .

1 1 (n—ik)
<8, >= —Real(E,H;) =< S, >= —Real ( Ep——=E} |,
2 2 Zo
nE?
<8, >= 2—ZT =0.4119 x 10° Watts/m?.
0

5 2
<SZ>|Reﬂected + <SZ>|Transmitted =1.0 x10" Watts /m .

(g) The electric and magnetic field amplitudes are multiplied by e(%) and therefore the intensity is multiplied by

o 26(2)z

If e 2+(%)% = 0.01 then 2 £z = 4.605.
But @/c= 1.221x10. m™ , therefore z= 0.725x1077 meters, or z= 72.5 nm, or z= 0.0725 pm.

The free space wavelength of the light is 0.5145 pm, so that the light penetrates ~ (%) , approximately 1/10 of a free space

wavelength.
(h) At the surface of the copper the electric and magnetic field amplitudes are given by
E, = Ere ™',

(n+ik)

ET e*iwt .
Zy

Hy, =

(Wg) = iReal(E,ﬂDz) =(Sz) = %Real(&:gE’% ((n2 — h‘,2) —2n/<c)),
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<Wp>=2 1 0 (n? — &%) E2.

n? 4 K2
<Wp>= % Real (H,H;) = i—ou 2

2 T
45

Ho
Butz0 ,uoc = , and

<Wpg>= 4(n +/~;)E%.

<W>=<Wg >+ <Wp >= 3n2E2 =1.63 x 107* Joules /m?>.
2

n Ceon 9 C\ n7¢gyp C
S,) = —E2 = E:(—) E_(—) W >,
2 2ppc T 2 T n 2 T n W=

where for this case c/n= 2.52x108 m/sec.

Problem (10.7).

k = Hg € Mo

An s-polarized electromagnetic wave is incident on a plane interface at the angle 0 (see the sketch). The amplitude of the incident
electric field is E,, that of the reflected electric field is Egr, and the transmitted electric field is E1. The material for z > 0 is
characterized by a relative dielectric constant, €, which is real (no losses in the medium). The material is characterized by the
magnetic permeability of free space.

(a) Write expressions for the components of E and H in the incident wave e.g.
Ey _ Eoei[(ksine)x+(k cos ) z—wt]
etc. where k =w/c.
(b) Write expressions for the components of E, H in the reflected wave.

(c) Write expressions for the components of E, H in the transmitted wave.
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Egr __ | cosf—n cos ¢
(d) Show that 2% — [—]

cos 6+n cos ¢
where n = /g, and sin¢ = ana

Er 2cosf
" | cosb+ncosg | *

e) Show that the normal component of B, B,, is continuous across the boundary at z = 0.
Z
(f) Construct a graph of (?E—:) vs the angle of incidence, 8, for €, = 4.
Answer (10.7).
(a) Incident Wave:

Ey = EOei[(ksinG)X-&-(kcosﬂ)z—wt]

—-E
H, = ZOO cosfe

i[(ksin)x+(kcost) z—wt]

H, = E_OSin 0ei[(ksin9)x+(k cos 6)z—wt]
(¢}

where Z, = 377 Q = c,.
(b) Reflected Wave:

Ey _ ERei[(k sin 0)x—(k cos 6) z—wt]

Hy = % cos eei[(ksirﬁ)xf(k cos 0)z—wt]

0

H — E—RSin il (ksind)x—(k cos 0)—wt]
S/

0

(c) Transmitted Wave:

Ey — ETei[(k sin 0) z+(km cos ¢) z—wt]

Hy —nCcos ¢ ETei[(ksinQ)x+(km cos ¢)z—wt]

0
H = sin 6§ ETei[(ksinG)x+(km cos ¢)z—wt]
Z ZO
. . OF, .
Since curl E = iwuoH or - = —twpoH;

OB, .
and -~ =iwpgH,

. OHx  OH, _ .

and Curl H = —iwe.€E or & = iwe;goEy
. 9’E, O%E, w\2

e G

or k?sin? 0+ k2 =B, (%)’
orkh=e(2)" o kn=yE($)=n(2)
kpn sing = ksind = (%) sinf
c.sing =sinf/n
Atz=0E,+Eg = Er (1)

_EO cosf . Eg cos@ B _nc0s¢
Zo Zo Zo

13.10.12 https://phys.libretexts.org/@go/page/25313



https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/25313?pdf

LibreTextsm

or —Ey+FErp=—

n cos ¢

Er (2

cos
. 2Egp 1 n cos ¢
" Er cos 6

_ n cos ¢
2Eo = (1 1R ) Ep
. Er _ |[cosf—ncosop .
E, |:0059+ncos¢ ] where n = VEr

Er 2cos 6 _ sin’® §
(d) g, [c0s9+ncos¢:| , where cos ¢ = 4 /1 — =

(e)Atz=0
on the left: H, = (Eo +Eg) %

sin @

on the right: H, = Ep 7

Therefore, because of eqn (1), the normal component of B, = poH, is continuous across the interface.

()
Reflectivity vs angle of incidenc
for S-polarized ligh €r=4
0
02
~.
m L
W“Dﬁq
> -0 4 e
2 -
D06 .,
8
— *a,
“ 08
. .
..'-
-1
0 /4 n/2
Angle of incidenc
The ratio % is plotted in the figure. Notice that
0
(1) The phase of the electric field is reversed in the reflected wave i.e. the total electric field at the interface is smaller
than the incident electric field amplitude;
(2) The reflectivity approaches 1 at large angles of incidence i.e. as the beam becomes parallel with the interface plane.
It is a common experience that surfaces appear more reflecting at shallow angles.
Problem (10.8).

Let p-polarized radiation, A= 0.50 pm, be incident from vacuum on glass at an angle of incidence of 45°. The index of refraction of
the glass is 1.5 and the glass is lossless. Let the plane of incidence be the x-z plane, and let the surface of the glass be parallel with
the x-y plane and located at z=0.

(a) Write expressions for the incident fields (E,H) assuming a time dependence e
Ep=1V/m.

. Let the incident electric field amplitude be

(b) Write expressions for the reflected fields. Let the reflected electric field amplitude be Eg.
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(c) Write expressions for the transmitted fields. Let the transmitted electric field amplitude be Er.
(d) Solve the appropriate boundary value problem to obtain the complex ratios Eg/Eq and E1/E.

(e) Calculate all of the components of the time averaged Poynting vectors for each of the incident, reflected, and transmitted waves.

Answer (10.8).

Glass

Vacuum

e
SN~

ANNNNNNNNN NN NNNNNNNNNNNNN

olg

n=1.5

k=0

£ = 20 = 47 x 10° rad/sec =1.2566 x 10'm ™" ;

the component along x is ¢ = % 2 —0.889 x 10'm™! ; the component along z is k= g= 0.889x10” m™!.

. =

(a) Incident Wave:

Hy — 20
0=—
Zy
1
Ex — equelqze—lwt
Eo iox iy i
Ez — equelqze iwt

Eo .. .
— equelqze—lwt

Hy, =
0
(b) Reflected Wave:
Hg
Hp = =~
R ZO
Ex _ __Requeflqzeflwt
V2
Ez _ __Requeflqzeflwt
V2

Hy — eldxe—iqz e—lwt .
0
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(c) In the glass ¢* + k2, = n? (%)2 ’

therefore k2,

2

(n*—3) (¥)", since ¢ = £ (w/c)?,

and ky, =1.3229 (%) =1.6624 x 10" m .

The angle of refraction is such that tan ¢ = ki =0.534, ¢=28.13°.

In the glass Ep = 2222 .

n .

B, ( kri ) Epei®pikn it

ne

Ez ( :}1 ) ET eiqxeikmzefiwt
n«
c

nEt ... .
HY _ equelkmze 1wt’
Zy

where

o= =0.882and - = 0.4714.
(d) Boundary Value Problem.
(i) Continuity of Hy:
Ey Ex _nuBr
Zy Zo Zy
(ii) Continuity of E,:

Ey, Epg
— — — = (0.882)Er.
VARV et
Therefore Eg + Egr =1.5 Eg

Eo — Eg = 1.247 Er
from which £ = 0.0920 and =~ = 0.7280.
0 0

(e) Time averaged Poynting Vectors.

(i) Incident Wave.

1
<Sx >= —§Real(EzH>{{)

E2
<8y >=—"_=9.38 x10* Watts /m>.
202\/2
Ej
<8, >=

=9.38 x10™* Watts /m?.
z02\/§ /
(ii) Reflected Wave.

< Sy >= Ex =17.94 x10® Watts /m?
* Z02\/§

ER 6 2
<8, >=— =17.94x10"" Watts /m~.
202\/5

(iii) Transmitted Wave.

1 E2
<8 >=—-3 B T

2n w/c Zy T Z02v/2
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< Sy >=4.97 x 10" *Watts /m?.

1 ky E2
<8, >=——2 2R 13231
2n W/C Z(] 2Z0

<S8, >=19.30 x10"* Watts /m?.
Problem (10.9).

Reverse the configuration of Problem (10.8); i.e. let p-polarized radiation be incident on a glass-vacuum interface from inside the
glass. The interface is parallel with the x-y plane and it is located at z=0: the glass is on the left in the half-space z<0. Let the index
of the glass be n=1.5 (the imaginary part of the index may be set equal to zero, £K=0). The vacuum wavelength of the light is A=
0.50 pm, and the angle of incidence is 45°. The magnetic vector of the incident light is polarized along the y-direction.

(a) Calculate the z-component of the Poynting vector in the vacuum at z=0.

(b) Calculate the amplitude of the vacuum wave at z=0 if the incident wave electric field amplitude is Eg= 1 V/m
Answer (10.9).

(a) The wave-vector in the glass is given by

or

k=n (ﬂ) .
c
For this problem (%) =1.2566 x 10" m~! and k= 1.8849x10” m™'.

The wave-vector component along the interface (along x) is

k
g=ksind5° = — =1.3328 x 10’ m .

V2
On the vacuum side of the interface the fields are proportional to
eiqm eikq,ze—iwt
where g2 + k2 = (%)2 ,
therefore

2
K2 = (%) —¢®=—-0.1974 x 10" m 2.

Notice that k? is negative. This means that the square root is pure imaginary.

— )im! —ia =i,/ (n2/2) —
k, (4.443><10)1m lo =i (n /2) 1.

The wave in the vacuum is a pure exponential, it does not oscillate in space. The fields are confined to a distance of the order
of 1/ near the interface, i.e ~ 1 A. In the vacuum

HY _ HTequefazeflwt

where a= 4.443x10% m™. In the vacuum curlH = -ioeg E, therefore

. 9H,
—’L(UE()E = _8_ = aHy
z
oH,
—tweg B, = — 9 iqH,,
L

or
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B, - (_a) By
wEo

E,=— (i) Hy.
€0

The time averaged Poynting vector at the interface is
1
<S, >= EReal(EXHg})

o

1 i 2

< S, >=-Real| —|Hr|" ] =0.

2 we

There is no energy flow from the glass to the vacuum. The light is totally reflected.

(b) From the continuity of the tangential components of E and H one finds

Hy +Hg =Hry

nZyHy, nZoHg i . (83
— =|— |Hr=iZo | — | H
V2 Ve (w) ! ‘°(w/c) !

1

=L ince - —
or H —Hy = 2nHT , since /e

T2
Consequently, Hy +Hg = Hp
Hy —Hg = $Hr,
from which
H 6 .
L = —(1.80—0.60i) = 1.897¢ .
Hop (3 —|—1)
where ¢=18.43°,
and
Hgr 1 . Hr . —if
— ==(3—-1)=— =(0.8—-0.6i) =e!
=B = (08-0.6) =™,
where 6= 36.87°.
2
NB. }I;—I; =1 as expected.

The electric field amplitude in the glass is given by

Z
Ey = <—0) Hy,
n

so if Eg= 1 V/m, then Hy= 3.98x1073 Amps/m. The vacuum wave amplitude is given by
Hr = (1.897¢ %) Hy =7.548 x 10 ¢ Amps/m,
and
Er = ZoHr =2.846e % V/m, where ¢ =18.43.
Problem (10.10).

Light of wavelength A= 0.50 pm falls from vacuum on a plane glass interface; the angle of incidence is 60°. Let the plane of
incidence be the x-z plane, and let z be directed into the glass; the interface is located at z=0. The complex index of refraction of
the glass, n+ik, has components n=1.5, k=0. The incident light is plane polarized but the electric vector has equal amplitudes, Eo,
for the component perpendicular to the plane of incidence (the s-polarized component), and for the component parallel with the
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plane of incidence (the p-polarized component). Calculate the reflected electric field amplitudes and show that the electric field in
the reflected light is plane polarized, but that the plane of polarization has been rotated relative to that of the incident light.

Answer (10.10).
From Snell's law
sinf = nsin ¢

where 6= 60°.Thus

sing =0.5774
¢ =35.26"
cos¢ =0.8165
cosf=1/2.

For the s-polarized component

R = Er _ cosf—ncos¢

——— =-0.4202.
Eg cosf@+ncos¢

For the p-polarized component

Hrg _Egr _ ncosf —cos¢

Rp:H_o_ E; ncosf+cos¢p

—0.0425.
The reflected light is polarized almost perpendicular to the plane of incidence. The angle which the electric vector makes
with the plane of incidence is o, where

0.4202
0.0425

tana = so that a = 84.2°.
The amplitude of the electric vector is 0.422 E,.
Problem (10.11).

Light of wavelength A= 0.5145 pm falls on a plane copper interface; the complex index of refraction for copper, \/&, = (n+ix) ,
has components n=1.19, and x= 2.60, for a time dependence e . Let the copper-vacuum interface lie in the x-y plane at z=0. The
plane of incidence is the x-z plane, and the angle of incidence is 60°. The incident wave is plane polarized and its electric vector is
oriented at 45° with respect to the plane of incidence. Take the amplitudes of the s-polarized and p-polarized components to be
equal to E. Calculate the reflected wave electric field amplitudes and show that the reflected light is elliptically polarized.

Answer (10.11).
In the copper one has a spatial variation of the form

eiqz eikz

where 2 +k% = 6r(%)2

and g = () sin60° = 0.8660 (£).

Therefore k* = (&, —0.75) (%)2 .

For copper &, = (n+ik)* = (n? — k?) 4 2nik ,
ore, =—5.344+16.19,

and k? = (—6.09 +i6.19) (£)?

K* = 8.686¢1345 (£)7,

so that k = 2.947¢"¢ (£) where ¢ = 67.27.
This can be written k = (ng +irkg) (%)

where ng=1.139 k4= 2.718.
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For the s-polarized wave

Er  cos—(ng+ike)

= =0.880e 16214,
Ey  cosf+(ng+ikg)

For the p-polarized wave

Hr & cosf—(ng +iKy)
Hy grcosO+ (ng +ikg)

=0.637€169-59

The reflected waves can be described at z=0 by

Ey — 0.880E06_i(wt+162'143)

and £, = _0'637E067i(wt769,5g>),
or By =0.637 E ge (wt110.41)

where the x' refers to a co-ordinate system in which the x'-axis lies in the plane perpendicular to the reflected wave wave-

vector.
These expressions mean
Ey = 0.637Eq cos(wt +110.41°)
Ey = 0.880E cos(wt +162.14).
The phase shift between these two components is

¢=162.14-110.41 = 51.73°.

Shift the zero of time so as to make the component E, vary as Cosot:
E, =acosuwt
E, =bcos(wt+51.73),

where a= 0.637E, and b= 0.880E,,. These relations are plotted below for Ey= 1 V/m.

Reflected Light

1 T T T T T T T T T T T T T T
...--'“""*\
05 — {
o :
> K :
Ea) o :
)
I : o
05 { -
I \'ﬁw“"“..
4 T N
-1 05 0 05 E 1

This ellipse can be put in standard form by a co-ordinate rotation through the angle 6:

E¢ =Ex cos0+Ey sinf
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Using these relations the electric field components in the rotated frame can be written:

E, = —Ex Sinf#+ Ey cos¥.

E¢ =0.637 cost) coswt +0.5451 sinf coswt — 0.6909 sinf sinwt
E, = —0.637 sinf coswt+0.5451 cosf coswt —0.6909 cosf sinwt
These have the form

E¢ = A cos(wt +a) = A cosa coswt — A sina sinwt

where
Acosa =0.637cosf+0.5451sin6
Asina =0.6909 sin
and
E, =Bsin(wt +a) = cosa sinwt + sina cos wt
where

Bcosa = —0.6909cosf
Bsina = 0.5451 cos @ — 0.637siné.

These give two expressions for Tan a which when equated provide an equation for the angle of rotation 6.

0.637sinf —0.5451 cos@ _ 0.6909 sinf
0.6909 cos 6 "~ 0.637cos0+0.5451sin6’

Solutions are 6=-31.01° and 6= 58.98°. Use 6= -31.01°

so that CosB= 0.857, Sin6= - 0.515.

These can be used to write

E¢ =0.265 coswt 4 0.356 sinwt = 0.444 cos(wt — 53.3°)
E, =0.796 coswt —0.592sinwt = —0.992 sin(wt — 53.30) .

The light is elliptically polarized. The ratio of the major to the minor axes of the ellipse is 2.23, and one of the principle axes
of the ellipse is rotated 31° from the plane of incidence of the light. The electric vector is rotating counter-clockwise when
viewed looking into the reflected beam along the +z direction.

Problem (10.12).

Consider a block of dielectric material of thickness d immersed in vacuum. A wave having an amplitude E, is incident on the block
as shown: the angle of incidence is 6 = 0.
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E
‘ 0 l-l-OrEr

- —>
z=0 z=d

Calculate the amplitudes of the reflected and transmitted waves Eg, E.
HINT: Inside the dielectric block there is both a forward and a backward moving wave: ie. in the block
E. — aei[kmz—wt] + be—i[kmz+wt]
=
One must satisfy boundary conditions at both z =0 and at z = d.
Answer (10.12).
. . 2

In the dielectric block k2, = &, (£)

o km = (n+ik) (£) if & is complex.

We require curl E = iop H

.. since there is only an x-component of E

OE . .
inoHY _ X =ik, |:ae1[kmszt] _ befl[kaert]iI

0z
Incident Wave:

E, = Eoei[w/c z—wt]

Hy _ &ei[w/cz—wt]

0

Reflected Wave:

EI — ERefi[w/C z+wt]

Er
Hy = - —2 ilw/c z+wt]
Y Zo €

Boundary Conditions at z = 0

(1) Continuity of Ex Eg + Eg =a+b (1)
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P E E ck,
(2) Continuity of Hy ¢ — 2% = —2 [a—b]
orEg —Ep = = [a—b] @) @

Now at z = d one can write the transmitted fields as
E, = ETei[w/c(z—d) —wt}

H. = E_Tei[w/c (z—d)—wt]
y ZO

~atz=dE, =Erand Hy = Ey/Z,

But in the dielectric at z = d one has

E, = (aeikmd _|_be—ikmd) et

Hy — Cl;m ( an elknd _1, e—ikmd) 0wt
wZy
Therefore from continuity of Ex one obtains
aelknd | heiknd — Ep (1)
and from continuity of Hy
ckm (ikpd . ikwdy _ BT
m b m i
wZo (ae e ) Z
or
aelkmd _petknd — (é) Er ¥
From (3) and (4) one has
aeiknd _ pe-iknd — (L) [aeikmd +be—ikmd]
ckm
b _ 2ik,d 1_(c1:n)
a 1+(22)
and from (1) and (2)
o cky, cky b
2B =a{[t+ (%)) + 1= (%) @)}
or
a 2 (1 + ﬁ)
E_o B 9, @ ki 9_ ki \ L2ikyd
+ o +—=)+(2— T )e
b 2 (1 - %)
Eo —w y Cky _w _ kn ) 2ik.d
(e r)+ (- )
W km 2ikmd
B () = () e
Boo (24 +%)+ (25 — ) eritnd]
ET _ 4eikmd
E o w ckm w ckm ikmd
0 {(24—%4-7)4-(2—%—7)62]“ ]

If €, is real k,, = nw/c and
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(&) _ [( (1-n?)[1—e**md]

Eo n+1)2—(n—1)262i’“md]

( EBr ) _ Anetmd
Ey [(n+1)2—(n—1)2e%*md]

The above two equations are oscillatory functions of the wavelength.
if 2ky,d = 27, 4, 67, etc.

then 2 =0 2 = +1

If 2kynd = 7, 37, 57, etc.

Er (1_"2) : .
then B, — (o) L€ amaximum
Br _ _£oni
Ey (n241)

The variation with frequency of the reflectivity and the transmission coefficient are plotted below for a real dielectric

constant &= 2.25 (n= 1.5).

Real Part of the Reflectivity rEEo

1
o5 n=1.¢%
\EE 05
=]
o,
05
-1

o 2 4 6 8 10 12 14 16
1.5(wd/c) =kmd
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Imaginary Part of the ReflectivityrEEo

. 1
=
> n=1.5
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g
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1.5(®d/c)= kand
Absolute Value of the ReflectivityrEEo
1
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Problem (10.13).
Let a material be described by electric and magnetic linear response: i.e.

D =¢(w)E,
and

B = p(w)H,
where both €(w) and p(w) are complex numbers. These are usually written

e(w) =¢epe, = &1 +iey

and

p(w) = poptr = pi1 + pia.

For a time dependence e ** the imaginary parts of the response functions, £,(») and py(), are greater than zero.

(a) According to Poynting's theorem the rate of increase of energy stored in the fields is given by

aw dD dB
7Ry T

the imaginary parts of € and p must be greater than zero for any finite frequency. This
conclusion follows from the restriction that the time average of % must be greater than or equal to zero according to the

Show that for a time dependence e~**

second law of thermodynamics.

(b) Show that for a time dependence e~®* a plane wave solution of Maxwell's equations can be found in the form

Ez — Eoei(kmz—wt) (1)

Km o ik
Hy = —2 Egel(kn?t) (2)
wi
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where k2, = &, 1, (%)2,
and ky, = /&t (£) = (N+ik) (£) , where K>0
for a wave damped towards the interior of a semi-infinite slab.
(c) Calculate the time averaged value of the Poynting vector corresponding to the fields of eqns.(1) and (2). Show that

1 (N/‘1+KH2) 2 —ZKZ o
(S:) = 2CWUEH (2=, (3)

Notice that for a passive medium <S,> must be greater than, or equal, to zero; this means that (Nu; +Kpus) >0 . For a
nonmagnetic material p;= 1y and p1,=0; thus for a non-magnetic material eqn.(3) states that n> 0 (for this case N=n).

(d) Calculate the time averaged energy densities corresponding to the waves of eqns.(1) and (2). Show that
2 w
<Wg>= Real(EEE ) = %e’ﬂ{(?)z, 4
and
pHH N copg 2 | 2 2 2K(£)s
<Wg >= Real( >— 40(u+u )(N +K)|E0| (%) (5)

Expressions (4) and (5) do not appear to have much in common except the factor |E0|2e_2K (£)7. However, from the

definition
(61 +1i€9) (w1 +ipz) = (N +iK)%eouo

plus some tedious algebra, it can be shown that

[ (N*—K*)p+2NKp,
o ( (k3+123) foto, (6)
and
2NKp, — (N?—K?) iy
=| —————— . (7
€2 ( ) gopro- (7)

These can be used to write

Eouo (N>—K?)p, +2NKp, 2_—2K(%)z
<Wg >= (—(M%W%) |Eo|“e . (8)

(e) Calculate the total time averaged energy density associated with the electric and magnetic fields of eqns.(1) and (2). Show that
since < W >= (Wg) + (Wp) it follows that
50#0 N(NMﬁLKﬂz

(2 +13) [Eo |2 ) ©)

<W >=——

If this energy density is to be non-negative, it follows from eqn.(3) for <S,> which must be greater than or equal to zero, that
N>0. By comparison of eqns.(3) and (9) one finds also that

<8, >= (%)<W>.

I know of no fundamental microscopic reason why the real part of the index of refraction should be confined to positive
values. It is true, however, that for the metals that I have checked, Fe,Co,Ni,Cu,Ag,Au, and Al, the real part of the index of
refraction, n, is greater than zero over the energy range 0.1 to 100 eV. For example,

(i) Cu: n is a minimum at 1.80 eV where n=0.21 and x£=4.25; the index then increases with energy but becomes less than 1
for energies greater than 9.0 eV.

(ii) Ag: n is a minimum at 3.5 eV where n=0.21 and x=1.42; the index then increases with energy and becomes again less
than 1 for energies greater than 25 eV.

(iii) Au: n is a minimum at 1.40 eV where n=0.08 and x=5.44; the index then increases with energy but becomes less than 1
for energies greater than 22 eV.
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(iv) Al: n is a minimum at 12.0 eV where n=0.033 and x=5.44; the index then increases with energy but drops below 1 for
energies greater than 95 eV.

Answer (10.13).

(@) Let E, = Eye ™! = Eycoswt
then Dx = (g1 +iey) Ege ™!
or

Dy = e1E¢Coswt + e2Eq Sin wt.

dW, aD
=L _p == Ej coswt (—e1wEy Sinwt + eawEy coswt)
dt dt
dw;
th = —we; Eg sinwt coswt + wezEg cos® wt.
dw, ;
Therefore < th >=wer 5" .

AWy

It follows that if < T

> >0 then ey >0 for any finite frequency.

Similarly, Hy = Hye " = Hy coswt ,

and By = uHy = p1Hg cos wt + paHp sinwt .

dB
d_tY = wHy (—p1 sinwt + pg coswt) ,
therefore
aWp dB
dt dt
dw,
dtB = wHE (—p sinwt coswt + pp cos” wt)
and
dWp Hp
ST@ T YR

dWpg

It follows that if < =

> >0 then pe > 0 for any finite frequency.

(b) Maxwell's equations for a time dependence e ** can be written
curl E = iwpH = twp, uoH (2)
curl H = —iweE = —iwe, o E (i)

where from (i) divH=0 and from (ii) divE=0 because the divergence of any curl must vanish. The fields E,H therefore satisfy
2
V2E = —Er iy (%) E,

2
VH = .4 (ﬁ) H.
c
Let E be polarized along x and H be polarized along y. Then plane wave solutions of the above equations are
E, = Eoei(kmszt)
and

Hy =H, ei(kmz—wt)

or
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Hy = 2 Eoe!®*%) from eqn. (i),

where k2, =6r,ur(%)2
ork,, = (N+iK) (%) ,
where N +iK = /g;pty .

It is necessary to use the branch of the square root for which K>0, since this branch corresponds to a disturbance which dies
away with increasing z.

<8, >= %Real (ExH}),

1 o, Ko e
<8, >= —~Real (Eoe’kmZ Ege ‘kmz)
2 wp*

1 N —-iK i w
< Sz >= 2—Real( ( ! ) ('ul +1H2) |E0|2€_2K(?)Z>,
(¢

Bt
N K w
(S,) = 1 (Np+Kp) |Eo|?e2K(%)z,
2¢ (2 +143)
d) (Wg) = (BR) = 1Real(E,D}), or

(Wg) = —Real (Egei(kaﬂdt) (€1 —1ie2) Ea‘efi(k:"%“’t) ) ,

| =

1 ) .
<Wg>= ZReal((sl —i€9) |E0|2el(km—km)2)‘
But (ky, —kj,) = 2iK (£) , therefore
<Wg>= %|E0|2e_2K(%)Z.
H2
<Wp >=< —”2 >,

(s +iiz) Jom i |E0|2e—2K(%)z).
w? Byt

1
<Wpg>= ZReal(

But kyk;, = (N? +K?) (%)2
and pp* = (13 +p3) ,
so that

2 2
1 (N +K ) |E0|2e—2K(%)z

where 2 =1/goup.

(e) Just add together <Wg> and <Wpy> and use eqn.(6) above to get

N (Nu; +K "
o oo NY ;:1 2#2) By P 2K(2)2 )
2 (ki +u3)

Problem (10.14).

Radiation having a frequency of 1 MHz falls at normal incidence from vacuum upon a thick copper sheet. The copper sheet is
parallel with the x-y plane and the surface of the sheet lies at z=0. The resistivity of copper is p= 2.0x10% Ohm-meters at room
temperature.

(a) How much energy is absorbed per square meter by the copper sheet if the electric field strength in the incident wave is 1 V/m?
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(b) What will be the energy absorbed per m? if the incident radiation falls on the surface at an angle of incidence of 45°? Let the

incident radiation be p-polarized.

Answer (10.14).
x A
Vacuum Copper
Ex= Eg
A o
|
L _Eg «©
A Z0 -
Z
ER
w Hy= Zo
— -
C ;
In the metal
curl E =itwpoH
curlH =oE
divE =0
divH =0
therefore
curl curl H = iwopgH,
and curl curl E =iwouE,
where
kfn =iwouyg,
or
wpoo . (14i)
km = ]_ =
y ) ="
Also aaEZx =iwpoHy
or
([ wpo [ dw (1-1)
Ex_<km)Hy_(c) g,

For this problem @ = 27x10° radians/sec
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£ =0.0209/m

6=4/72==0.71x10"* m =71pm
HoO

and & =1.49x10°%.

In the incident wave Eg= 1 V/m, and Hy = ?—2 =2.65x103 Amps/m.
Just inside the metal surface Hy =2 2Hy = 5.31 x 1073 Amps/m.

Therefore B, = (1.49 x 10-°) (377) 52 (5.31 x 107%)
E,=(1.49x10"%) (1—4) V/m.
(S.) = Real(H,E;)
(Sz) =Real((2-65 x1072) (1-49 x 107°) (1 +1))
(S;) =3.95 x 10 "Watts /m?.

(b) The incident wave is given by

HY — HO eiqx eikz e—iwt

E. = ZOHO eiqxeikze—iwt
= ———
V2
E —_ ZoHy eiqxeikze—iwt
7 = .
V2

The reflected wave is given by
Hy _ HRe—ikze—iwt

ZOHR . . .
eque 1kze iwt

E,=—
V2
E, = — ZoHgr eiqxe—ikze—iwt.
V2
In the metal —V2H = jwopoH
therefore
q* + k2, = iwopg
i (4w x1077) (27 x 106
@ +kp = ( )(8 ) =3.95i x 10% /m?
2x10”
and
q= ‘”2 =0.0148/m, i.e-q?=2.18 x107*/m?.
C

In other words, q° is completely negligible compared with kfn. This is, for all intents and purposes, the same problem as part (a).
The energy absorbed from the incident wave will be 3.95x10° Watts/m2. For completeness, if

. . ’k . .
Hy = Hre' ¢¥n? | then Ex = — =2 Hrpe'™e'*”  where Hy 2 2/Z, and Z¢= cp.

This page titled 13.10: Chapter- 10 is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and
Bretislav Heinrich.
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13.11: Chapter- 11
Problem (11.1).

A strip-line is constructed from a metal strip 1 mm wide (W= 1 mm) separated from a ground plane by an oxide layer whose
thickness, D, is 20 pm. The relative dielectric constant of the oxide layer is €= 8.00, and its relative permeability is p,= 1.00.

(a) What is the velocity of an electromagnetic wave on this line?
(b) What is the characteristic impedance of the strip-line?

(c) A pulse on the line is 10 meters long and corresponds to a constant potential difference of 10 Volts. How much energy is stored
in the pulse?
Answer (11.1).

(@) v? = i = §—2 = % ; v=1.06 x 10® m/sec.

(b) In the dielectric material one finds curlE= iwpo H for a wave having a time dependence e**. Therefore

OE .
6—; = iwpoHy,
and
E, = (‘*’kﬂ) H, where kv = w.

Thus IE{—’; = vy = 133.2 Ohms.

In the strip line the potential is V= E,D, and the current is given by I= WH,. It follows that the characteristic impedance is
given by

E.D D
¥

= = =(133.2)=2. hms.
H,W (W>( 33.2) 66 ohms

(c) The electric field in the insulator is Ex = % , SO

10
, = ———— =5x10° Volts /m.
20x10°6
__Ix = 3.754 x 10* Amps/m
YT 1332 ps/m.
The energy density stored in the electric field is given by
E° &
Wg = 87 = %60Ei = 4¢¢E2 Joules /m®.
The energy density stored in the magnetic field is given by
H? H2
Wp = = FoZy Joules /m3.
2 2
But 2X = < ;) orH ZLEE
"~ M Yo T

so that Wg = 4¢9E2 Joules /m?.
The total energy density is W = Wg + Wp = 8¢ E% .
So W= (8)(8.84 x 101%)(25x10'%) = 17.86 Joules/m>
The volume which contains this energy density is given by
Vol. =(10) (1073) (20 x 107%) =2 x 10" m?.

The total energy stored in the pulse is 3.54 x 10 Joules.
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Problem (11.2).

The space between the conductors in a co-axial cable is filled with polyethylene which has a relative dielectric constant €= 2.25.
The characteristic impedance of the cable is 50 Ohms. A 10 meter length of cable is used to connect a pulse generator to a load of
R Ohms. The incident pulse amplitude is Vi,

(a) What is the amplitude of the reflected pulse if the cable is terminated by 50 Ohms?

(b) What is the amplitude of the reflected pulse if the cable is terminated by zero Ohms?

(c) What is the amplitude of the reflected pulse if the cable is terminated by an open circuit?
(d) What is the amplitude of the reflected pulse if the cable is terminated by 100 Ohms?

(e) What is the inductance per meter of cable?

(f) What is the capacitance per meter of cable?

Answer (11.2).

The velocity of a pulse on the cable is v= % = % =2.0 x 108 m/sec , and the characteristic impedance is Zy= 50
. . . .. Vo _ r-1 _ R
Ohms. The reflection coefficient is given by Ve = i where r = 7

(a) R= 50 Ohms, therefore r=1 and Vg= 0.
(b) R= 0 Ohms, therefore r= 0 and Vg= - V).
(c) R= oo Ohms, therefore r= c and Vg= +Vj.

(d) R= 100 Ohms, therefore r= 2 and Vv’: =1

3
(V2= % and Zg = 4/L/C so that
1

L/C=2500 and LC=—-—.
/ 4 %10

2500

2 _
Consequently, L* = 10"

and L = % pHenry/m .
L
C=——=100pF/m.
2500 pF/
Problem (11.3).

A typical co-axial cable has a characteristic impedance of 50 Ohms (Z, = 50 Ohms). The dielectric material can be regarded as
lossless and &, = 2.25. The cable is connected to a 50 Ohm pulse generator and is terminated by a resistance R Ohms (see the

figure).
40 -
Y i\
L) S
A
50 Ohms R
o O
B
Generatoz

An oscilloscope is connected across AB: its impedance is effectively infinite so that it does not disturb the propagation of pulses on
the line. The distance between AB and the end of the line is 40 meters. The generator emits a rectangular pulse whose amplitude is
5 Volts and whose length in time is 10”7 seconds.
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(a) What is the velocity of pulses on this cable?
(b) Let R = 0. Make a sketch of the signal measured using the oscilloscope across AB.
(c) Let R = 0. Make a sketch of the signal measured using the oscilloscope connected across the resistor, R.
(d) Let R = 50 Ohms. Make a sketch of the signal measured across AB.
(e) Let R = 50 Ohms. Make a sketch of the signal measured across the resistor, R.
(f) Let R — oo (an open circuit). Make a sketch of the signal measured across AB.
(g) Let R — oo. Make a sketch of the signal measured across the open end of the cable.
Answer (11.3).
(a) For this cable &, = n? = 9/4 therefore n = 3/2. The velocity of propagation v = L£=2x 108 m/sec.

(b) Shorted Cable. At AB one sees the original pulse followed by the reflected pulse after a time delay of 80/v = 4 x 10”7
seconds (40 m out and 40 m back). The reflected pulse is inverted.

Vi

+5 Volts
-
time
-7 -5 Volts
- 4x10 -
secs
The reflected pulse is absorbed in the generator because the generator impedance is Z, = 50 Ohms.
(c)Shorted Cable. Nothing will be seen across the short at the end of the cable (R = 0).
(d) Cable terminated by Z, = 50 Ohms. One will measure only the initial pulse. There is no reflected pulse.
Vi
+5 Voltse
P
_7 time
At= 1C
secs
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(e) Cable terminated by 50 Ohms. The voltage across the 50 Ohms will just look like the incident pulse but delayed by 40/v
=2x 107 secs.

(f) Open circuit. At AB one will see the original pulse followed 80/(2 x 108) = 4 x 1077 secs. later by a similar pulse. The
reflected pulse will then be absorbed in the generator.

Vi

+5 Volts
P
time
-7
4]
secs

This is a standard technique for generating a delayed pulse.

(g) At the open end of the cable one will measure a single pulse whose amplitude is twice that of the original pulse. (One
measures V, + Vg). There will be a time delay of 2 x 107 secs.

Problem (11.4).

A certain co-axial cable is characterized by a velocity of v= 2.00 x 10® meters/sec., and it has a characteristic impedance of 50
Ohms. The cable is terminated by a capacitor C= 100 pF. A 10 Meter long rectangular pulse whose amplitude is 5 Volts is launched
along the cable. Make a sketch of the reflected pulse. Carefully indicate the voltage and time scales; let the reflected pulse reach the
observer at t=0. What is the maximum voltage in the reflected pulse?

Answer (11.4).

A 10 m pulse has a time duration of 5 x 10" seconds. The time constant associated with the capacitor is CZy= 5 x 10 secs.,
therefore the capacitor will become fully charged during the time that the pulse is applied to it.

(i) Initially the capacitor behaves like a short circuit; the reflected pulse will have an amplitude of -5 Volts. This amplitude
decays to +5 Volts as the capacitor becomes fully charged and looks like an open circuit. Note that when fully charged the
potential across the capacitor is Vo+Vg= 10 Volts.

(ii) At the end of the incident pulse the capacitor, which has been charged to +10 Volts, deposits its charge back into the line
at a rate determined by C and the characteristic impedance, Z,.
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VR
A
+10 V[
+5 V|
| .
50 nsec time
_5 V -

Problem (11.5).

A certain co-axial cable is characterized by a velocity of V= 2.00 x 10% meters/sec., and it has a characteristic impedance of 50
Ohms. The cable is terminated by an inductor L= 0.25 pH. A 10 Meter long rectangular pulse whose amplitude is 5 Volts is
launched along the cable. Make a sketch of the reflected pulse. Carefully indicate the voltage and time scales; let the reflected pulse
reach the observer at t=0. What is the maximum voltage in the reflected pulse?

Answer (11.5).

The time duration of the pulse is 5 x 108 secs.= 50 nsecs., whereas the time constant associated with the inductor is
T= ZLO =0.5x1078 secs. =5 nsecs ; thus the inductor will become fully charged with magnetic energy during the

course of the pulse.

(i) At t=0 the inductor looks like an open circuit because it resists a change in the current flowing through it. The reflected
pulse will therefore have an amplitude of +5 Volts, equal to the amplitude of the incident pulse. The reflected amplitude will
decay with a time constant 7 = L/ Z; as the current through the inductor reaches a steady state value. When the current has
become constant, the inductor looks like a short circuit and the reflected pulse amplitude is -5 Volts.

" . L . . - . 2V;
(ii) The steady state value of the current through the inductor is just twice the current in the incident pulse, i.e. Iy = Z—OO

Amps, corresponding to a short circuit. Upon termination of the pulse, this current collapses to give an initial voltage

I L 24
—L—=—Z2L =% (22) =—2W%.
V=lg=—7h 0<Z0) Vo
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VR‘
+5 Vi
0 nsec
-
time
-5 V|
-10 vL

Problem (11.6).

A certain co-axial cable is characterized by a velocity of V= 2.00 x 10% meters/sec., and it has a characteristic impedance of 50
Ohms. A piece of this cable 21 m long is used to connect a 250 MHz oscillator to a load impedance Zy..

(a) What load impedance will be presented to the generator if Z; is a 50 Ohm resistor?

(b) What load impedance will be presented to the generator if Zp, is a 1.00 pH inductor?

(c) What load impedance will be presented to the generator if Zy, is a 100 pF capacitor?

(d) What impedance will be presented to the generator in the above three cases if the co-axial cable has a length of 20.0 meters?

Answer (11.6).

At 250 MHz and for v= 2.00 x 10® m/sec. the wavelength on the cable is A = 22;_:?; = % meters .

(a) Terminated by the characteristic impedance. The generator looks into 50 Ohms.

(b) At 250 MHz. the impedance of a 1.0 pH inductor is given by Z; = iLw = 1571i Ohms, since w= 1.57 x 10° radians/sec.

Z, .
7§ =131.42
47(21
2ikl =i Y _ o5z
A
which is equivalent to a phase shift of 7. Since the impedance seen by the generator is
Zg 1+4b/a
Zo o 1-— b/a ’
where
b -1 .
b_ (Z ) o2kl
a z+1
and
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z Zo s
one finds £ = 175122 = —0.998 — 0.0636.
Zg _14b/a 40319,
Zp 1-b/a

or Zg= -1.59i Ohms. The load appears to the generator like a capacitor with C= 400 pF!
(c) The load impedance is a 100 pF capacitor.

For the capacitor Z. = = = —i6.366 Ohms .

cw
2L

z=—=-—30.1273
2y

As before e 2K = -1 so that

1-z
b/a=——=0.9681+41i0.2505.
/a 1tz 0.9681 +10.2505

Zg 1+b/a .
— = =17.
Zo  1-bja T

from which Z5 = ¢392.8 Ohms. .
The load appears to the generator like a 0.25 pH inductor.

(d) A 20 m cable contains an integer number of wavelengths, therefore the generator will look into the load impedance
exactly as if the cable had zero length.

(a) Zg = 50 Ohms.
(b) Z; = 11571 Ohms (Inductive).
(c) Zg = -i6.37 Ohms.
Problem (11.7).

A co-axial cable is characterized by a characteristic impedance of Z, = 50 Ohms and a velocity of propagation of 2 x 108 m/sec. It
is used to connect a 10 Ohm load to a generator. Calculate the impedance as seen from the generator for a cable having the

following lengths, L:
(@L=WN8
(b)L=N4
(c)L=3M8
(dL=M2

(e) Calculate the Voltage Standing Wave Ratio, VSWR.
Answer (11.7).

For a load of Z, = 10 one has a normalized impedance Z = % =0.20

_z—1_ 08 2 2,
Tz +1 0 12 3 3

()L = % - 2kL _ o —mL/A _ o-in/2 — 4

. Te—2kL — 21

1+Te kL 142i/3 3421  (3424)(3+2i)

T 1 Te 2  1-2i/3 3-21 9+4

UL Zg

https://phys.libretexts.org/@go/page/25599


https://libretexts.org/
https://creativecommons.org/licenses/by/4.0/
https://phys.libretexts.org/@go/page/25599?pdf

LibreTextsm

 5412i
7 13
. Zg =502Zc = 19.23 + 46.15i Ohms

=0.385+0.923:

i.e. a large inductive component
(b) L - )\/4 e-ZikL e e-i47TL/)\ - e-i7|' - _1

. Te 2kl = 2/3 (real)

. _12/3 _ 5/3
--ZG_1—2/3_ 1/3_5

. Zg = 250 Ohms (purely real and relatively large!).
(L= 3?)\ e 2ikL e—i47rL/)\ _ eiTr/2 =4i

- Te—2kL — _2i
c. 3

1-2i/3 3-2 (3-2i)(3-2i) 5-12

Z = = =
“T 142i/3  3+2i 9+4 13

. Zg = 19.23 - 46.15i Ohms
i.e. there is a large capacitive component.
_ A o—2ikL _ —idnL/A _ —i27 _
L=5 e =e MaL/X — g=i2m — 17

oTe?hl =T =—2/3

_1-2/3 4
G~ 1123~ 5 =0.2
.~ Zg = 10 Ohms.

i.e. The generator looks directly into the load.
(e) The standing wave ratio is given by

1+|T]  1+2/3
1-T] 1-2/3

VSWR = 5

In a slotted line there would be no change in the position of [V ,;,| when the load was exchanged for a short.
Problem (11.8).

Given a co-axial cable for which Z, = 50 Ohms and v = 2 x 108 m/sec. A piece of this cable of length L meters is used to connect a
load impedance Z; to the generator: Z; = (10 + 20i) Ohms.

Calculate the impedance seen by the generator for

@L=%
(b)L=32
©L=%
dL=3

(e) Calculate the Voltage Standing Wave Ratio, VSWR.
Answer (11.8).
Zy, = (10 + 20i) Ohms

a-(2)

Czp—1 14265  —4+2i 241
T zp4+1 0 14245 642 3+i
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(—2+4)3—3) _ —5+5i _ (~1+i)

9+1 10 2

T = 1 37l
V2
Now e-2IkL = g4mL/A - (q) % _ % e~ 2kL _ o—mi/4
(b) % _ 16 e 2kL _ o—3mi/4

1
L _ 5 _-2ikL _ ,—57i/4
5= G © =e

—_

d) =3 e =e?m=11

N =

So

—2%kL 1 _im/2 _ i
(a)Fe —ﬁe / _ﬁ

14 Te R 14i/v2 2+

1-Te 2kl 1—3/y2 2—i

(V2+i)(V2+3)  1+424/2
3 -3

. Zg =502¢ = (16.67 +47.14 i) Ohms.

2G

(b) Te 2L = % ( purely real )

14+1/4/2
2g = +—N— —5.83
1-1/v2
“Zg = (5.83)(50) = 291.4 Ohms (Purely real!).
(©) Te 2kl — %e—iw/Q _ _ﬁ
_1-i/V2 V2

STV VIt
(The reciprocal of case (a))
26 = # ,and Zg, = (16.67 - 47.14 i) Ohms,
and now the generator load has a capacitive component.
(dTe 2L =T 24 = % =7z

" Zg = Zy = (10 + 20i) Ohms.

14T 1412
() VSWR = {51 = 72 = 5.83

Problem (11.9).

A 50 Ohm piece of co-axial cable of length L meters is used to connect a load to a generator. The load impedance is given by
Z; = (10 + 100 i) Ohms

Calculate the impedance seen by the generator for

(a) L/A=0.0732

(b) L/A=0.250

(c) L/A=0.3232

(d) L/A = 0.5000

(e) Calculate the Voltage Standing Wave Ratio, VSWR.
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Answer (11.9).
. 1410d
zL = % +2i= %
_ozpzl  A/542% 2450 +0.921i
=20 = ome — 3 —0-924e '
(a) e 2L = 70921 . =2kl — (.923 purely real

_ 1+Te 2K 14.9235+40.00095
T 1_Te 2k~ 1-—.9235—i0.00095

Zg = (1257.8 +i 16.9) Ohms. Almost resistive!
(b) e 2L —g=im — 1 - Te 2kl = 225 _ 0 559 (.7354

R 7] (25.16 —£0.34) Ohms.

3451
 (1-0.559)—0.735i  (.441—.735)(1.559 — .7350)
6T 71550 10735 2.971
26 = 25220 and Zg = 2.48 - 24.75i Ohms

Capacitive Loading.
(©) % —0.3232 ¢ 2kL _ e—i47rL/)\:e‘4-W
. Te 2 — 0,923 73141 — (0.923¢ ™ = —0.923 (real )

~1-.9235—140.00099
~ 1+.9235+140.00099

e
and Zg = (1.987 - i 0.027) Ohms.
A small, nearly purely real, load.
(d) When L/A = % one gets the same effect as connecting the load directly across the generator.
" Zg =71, = (10 + 100i) Ohms.
_ 14T 14.923
(e) VSWR = T = 10 = 25.16 .

Problem (11.10).

A certain co-axial cable is characterized by a velocity of V= 2.00 x 10% meters/sec., and it has a characteristic impedance of 50
Ohms. The attenuation parameter for the cable is a= 0.02 per meter. A piece of this cable 21 m long is used to connect a 250 MHz
oscillator to a load consisting of 100 pF shunted by a resistance of 5.0 Ohms. Calculate the load on the generator.

Answer (11.10).

The impedance of the capacitor is z, = ﬁ = —16.366 Ohms. The load impedance is ZC in parallel with a 5 Ohm resistor;
1 1 1 T
— =—-+—-—=020+7—
7. 5 Zc o0
so that Z; = 3.092 -i 2.429 Ohms, and
z= Z—L =0.0618 —:0.0486 = 0.0786 | —38.15°.
0
We have
7z, 1+ b g2al g2ik1
2= Zy B 1 be2a1g2ik1’
where e?*! = —1 and where e2*! = ¢21(-94) = 2.316.
Let T = £ = (—0.880 —i0.086)
and
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b/a =T exp(—2al — 2ikl) = (0.380 +10.037)

The impedance seen by the generator is é—ﬁ = iE;Z .
Z
26 _ (2.21340.192),
Zy

therefore Zg = (110.7 + i 9.62) Ohms.
This can be compared with an impedance Zg = 500 + i 393 Ohms for the same length of lossless cable. In the limit of a very
long cable the impedance seen by the generator must, of course, approach the characteristic impedance of 50 Ohms.
Problem (11.11).
A slotted line is terminated by a load impedance ZL = (10 + 10i) Ohms. The characteristic impedance is Z, = 50 Ohms. The

position of the voltage minimum is found to be at z;. The load is then replaced by a short and the voltage minimum is found to be
at zp.

(z21—22)

(a) How large is the shift ~——7

Is this shift positive (i.e. z; > z,) corresponding to the shorted line minimum closer to the generator, or is it negative (i.e. z, > z;)
corresponding to the shorted line minimum closer to the load?

(b) Calculate the Voltage Standing Wave Ratio, VSWR.
Answer (11.11).
(a) Z, = 50 Ohms Z;, = (10 + 10i) Ohms
oo = 2 =0.2(1+i)
zr—1 —0.84+0.2: —0.92+0.40¢

r= = =
zp+1 1.2+0.2i (1.2)2 +0.04

=-0.622 +0.27i
- T'=0.678e>7311=0.678¢'(0-569)

We have at a voltage minimum

cos[%(L—zl)—H] — 1

47

T(L_zl) —87r=m

1.
S L—2z = STD\ =.468\

21 z=L
|<70.468?\,—>|
|
shift

Minimum with short
(L-25) = A/2

So upon shorting the line, the minimum moves 0.0327 A towards the generator.
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(b) VSWR = ol _ 1678 _ g o9

Problem (11.12).

A slotted line is terminated by a load impedance Z;, = (10 - 10i) Ohms. The characteristic impedance of the slotted line is 50 Ohms.
The voltage minimum is found to be at z; on the line. When the load is replaced by a short the voltage minimum moves to z,.

(a) Calculate the shift @ When the line is shorted does the minimum move towards the generator or towards the load?
(b) Calculate the Voltage Standing Wave Ratio, VSWR.

Answer (11.12).

(@) Zr, =10(1 —1i) Ohms

z -1 —4/5—i/5  —4—i —23-10i
zL+1  6/5-i/5  6—-i 37T

T =-0.622—-0.27i = 0.678¢ 13,

0=203.5" =1.1317 radians.
Minimum when cos[2k(L-z) - 0] = -1
or 4T”(L —2)—113r =7

S L—2=0.533\

Load Minimun Load Minimun

--l |<—o.033;k ——l |<—0.0337u
|-< 0.5A l-|

Zo= L-MA/2 L
Short Minimun

Short Minimun

When the load is replaced by a short, the minimum moves .0327 A towards the load.

The same VSWR as for the impedance of problem (9.11).
Problem (11.13).

The Voltage Standing Wave Ratio is found to be S = 2.0 on a lossless 300 Ohm transmission line terminated by an unknown load
impedance, Z;,. The nearest voltage minimum is % from the load i.e. z; = (L - 0.3)).

(a) When the above line is shorted where will the voltage minimum be located which is nearest the load, but not right at the load?
(b) Calculate the real and imaginary parts of the unknown load impedance, Z..
Answer (11.13).
(a) When the load is replaced by a short the minimum will be located % from the short.
Sz =L— %

() S=VSWR=2.0= if—}ﬂ

T =1/3T =Tle?

Minimum at z; where
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cos [2k(L-z) - 8] = -1

k= 27” and %(L—zl)—OZﬂ'
Somr+6= (4—/\”) (%) =127«
L 0=027

Sol":%eo'z’”'

I'=0.270+.196i

43 14T
But zp, = Z, 1T

7y, = 1.555 + .685 1
7y = (z,)(300) = 466.5 + 205.6i Ohms

Problem (11.14). A slotted line is characterized by a velocity V= 3.00 x 10® m/sec, and by a characteristic impedance of 50 Ohms.
The slotted line is connected to an oscillator on one end and to an unknown load on the other end. The voltage standing wave ratio
is found to be VWSR= 2.0. Moreover, when the load is replaced by a short circuit the position of the voltage minimum shifts 5 cm
towards the load. The position of the first minimum from the shorted end occurs 40.0 cm from the short. Calculate the impedance
of the load.

Answer (11.14).

The voltage minimum on a shorted line occurs at a distance A/2 from the short; therefore for this problem the generator
frequency corresponds to a wavelength of A= 80 cm= 0.80 meters. The velocity on the slotted line is c= 3 x 108 m/sec, so that
the frequency is f= c¢/A= 375 MHz. The corresponding circular frequency is w= 2nf = 2.356 x 10° radians/sec. The
wavevector on the line is k= 27/A = 7.854 mL. Let the load be at z=L, with the generator somewhere to the left (at z=0). For
a time dependence el®t

V= ae—ikz +beikz

and
7ol = ae % — belk?,
Atz=L V = ae *F 4 beitl
and
7ol = ae ¥ — belkl
Thus
2z 1+(b/a)e** L 14Te?
2 1- (b/a)ekL " 1_Te’
where

b ikL i_(ZL/ZO)_l
(;) e2 kL_FeG_ (ZL/Z0)+1 .

One can write
V() = ae** (1 +I\ei€e2ik(z—L)) :

clearly |Viay| = [a|(1+T),
whereas V| =|al(1—-T),

Vinax 1+I
u_L_zo

so that Vo — 1T — 2

Therefore I' = 1/3. With the load connected the minimum occurs at z;. At the minimum /(2% ~L)+6) — _1
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or2k(z; —L)+60==mr\.

When the line is shorted the minimum occurs 40 cm from the load. With the load in place the minimum shifts 5 cm towards
the generator. That means that z; is such that L-z;= 45 cm = 0.5625A. Thus

9::|:7l'+2k3(L—21),
or B = 7 + 7.0686. The appropriate value is less than 27 so that 8 = 3.9270 radians

1 3.927¢
Z1, _ 1+§€

=— - =0.562-:0.298
Zy 1 Ledoui

and the load impedance is Zy, = 28.08 - i14.89 Ohms. This is equivalent to a resistance of 28.08 Ohms in series with a
28.5x1071? Farad capacitor.

This page titled 13.11: Chapter- 11 is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and
Bretislav Heinrich.
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13.12: Chapter- 12
Problem (12.1).

Microwave power of 1 Watt at a frequency of 24 GHz is transmitted through a piece of rectangular waveguide whose inside
dimensions are 1 cm x 0.5 cm. Let the z-axis lie parallel with the waveguide axis, and let the microwaves be propagating in the +z
direction. Use €= g and p= po.

(a) Write expressions for the electric and magnetic fields in the waveguide if the time variation is e-lot
(b) Calculate the amplitudes of the electric and magnetic field components.

(c) Calculate the time-averaged energy density contained in the fields.

(d) With what velocity is the above energy density transported along the waveguide?

(e) Show that the magnetic field vector rotates with time at points which are part way across the width of the waveguide. Show that
for points near x=a/4 the rotation is clockwise when viewed from a point on the plus y-axis and looking towards the x-z plane,
whereas the rortation is counter-clockwise near x=3a/4.

Answer (12.1).
(a) For a frequency F= 24 GHz, »= 27F= 1.508 x 10"! radians/sec. For the TE;o mode (all other modes are cut-off)

E, =E( sin (%x) ellken—wt)

where the waveguide walls are at x=0,a and at y=0,b: there is no spatial variation along the narrow dimension of the guide.
The field components must satisfy the wave equation: in particular,
2 0’E,
V°E, = S0k "5

from which

(2) 8- (2)"

For the present case, % =314.2m™!

Y —502.7m™
c
so that
k,=392.4 m1,

From curlE= iopgH, using the fact that E has only a y component, one finds

k .
H,=— (_g) sin (E) Eei(kez—wt),
Wito a

OE,

and iwugH, = .

or

Note that B, = —Z,H, where Z, = — (%) Zg , and Zg= poc= 377 Ohms.
g

(b)
S, = —E,H, Watts /m?.
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1 1 |E()|2 T
— _—Real(E,Hy) = = 2(—)
<S8, > 2Rea( yH) 272, sin®( —
The average across the guide is given by
1 |Ef
<< 8, >>== | Eol ,
4 (L) z
cky 0

where Eg is the electric field amplitude. Now Z; =7 (i) =482.9 Ohms , and <<S,>>ab= 1 Watt, therefore
<< 8, >>=2x10* Watts /m? ,

so that Eg = 6216 Volts/meter, or 31.1 Volts across the narrow dimension of the waveguide. The x-component of the
magnetic field amplitude is |Hy| = 12.87 Amps /m. The amplitude of the longitudinal magnetic field component is
[Ho|= 10.31 Amps/m.

(c) The time-averaged energy density contained in the fields is given by
<W >=<gE}/2>+<puH}/2>+<uHZ/2>,
or

eoE2sin?(w % /a 1 [ K 2
<W >= —2 4( /a) + T (w—iE% sin?(7x/a) + a;rw2 EZ cos?(nx/a) | .

Averaged over the guide cross-section, this expression gives

E2
<< W >>= 5070 Joules /m® =85.4 x 107° J/m>.

(d) The group velocity is the rate of energy transport down the guide;

<<, >>=V << W >>.

It follows from this that

k
V, = c—— =0.781c = 2.34 x 10® m/ sec.
(w/e)
The group velocity is also given by V; = gT‘” .
g

- — X Bo it
(e) Near x=a/4 Hy = o 5

T &e—(iwt—ﬂ'ﬂ)
apow /2 ’

. —kq E
therefore if Hy = — —Zcoswt,
How /2

then

E
H,=- T = sinwt.

aflow /2

These expressions describe an elliptically polarized wave (nearly circularly polarized because

ky

(m/a)

= 1.25 rotating in the
direction from z to -x, i.e. clockwise looking from +y towards the x-z plane.

imi - _ & By
Similarly, near x=3a/4 H, = — o 3 coswt, and

E .
H,=-—Z2—=L sinwt,
apw /2

corresponding to a counter-clockwise rotation looking from +y towards the xz plane.
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Problem (12.2).

An attempt is made to propagate a 10 GHz microwave signal along a rectangular air-filled waveguide whose internal dimensions
are 1 cm x 0.50 cm. Use g, and 11, for the dielectric constant and the permeability.

(a) Write expressions for the electric and magnetic fields associated with the non-propagating TE1y mode.
(b) Over what distance is the amplitude of the microwave fields attenuated by 1/e?

(c) Calculate the z-component of the Poynting vector and show that it corresponds to a periodic flow of energy across the
waveguide section whose time average is zero.

Answer (12.2).

(a) F= 10 GHz = 6.28 x 10'% rad./sec. £ = 2.094 x 10°m ™}
I —-3.141 x10°m™
For the TE1g mode kz + (%)2 = (%)2 ,

from which kg = —5.4831 x 10*, and kg= +i 2.342 x 10°m™!
a pure imaginary number. Let k= iax
E,=E sin(E) e e it
a
ia

Z.> 2
Hx:——Eosm(—)e o gt
Wl a

H,=-i ( T ) E, cos(E)e_"‘Ze_i“’t.
awflo a

5 = =4.27 x 1072 meters ,

(b) The attenuation length is é = 2

1/ =4.27 mm.

(0) S, = - E;H,, where for this problem
E, =E sin(%) e “* coswt,

and

= () Busin( e s,
Wity a
Therefore, S, = —E;Hy = —EO sin ( )e_2°‘Z sinwt cos wt

or S, =1.483 x 10 3E; sin ( )e 2% sin 2wt
since sinwt coswt = Esm 2wt .
Problem (12.3).

(a) Design a rectangular air-filled cavity to operate at 24 GHz in the TE;93 mode. The cavity is to be constructed from a length of
rectangular waveguide whose internal dimensions are 1 x 0.50 cm. Use gy and g for the dielectric constant and the permeability.

(b) Write expressions for the fields in the cavity at resonance.
Answer (12.3).
(a) At 24 GHz = 1.508 x 10" rad./sec £ =502.7 m™*

For the TE ;) mode the guide wave-number can be calculated from

8- (- (3

where a= 0.01 m is the broad dimension of the guide:
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k, =3.925 x 10> m .

The guide wavelength is Ay =27 /k, =1.60 x 1072 m = 1.60 cm . The length of the cavity should be L = 32& for the
TE 93 mode;

L=2.40 x10"? m = 2.40 cm.

(b) For the forward propagating wave and a TE;g mode
XY\ ;
E, =E sin(:) elkezeiwt

For the backward propagating wave

™ . .

E,=E sin(—) e thoz g it
a
. . . Ay .
In the cavity one must set up a standing wave along z which has nodes at z=0 and at z =L = % ;ie.
™ nwz
E,=E sin(—) sin(—) coswt.
a L

From this electric field one can calculate the other field components using curl E = —p %I . For the TE;; mode the electric
field has only one component, Ey, and

OEy OH,
az - /"LO at (]‘)
OEy OH,
ox —Ho ot (2)
From (1)
1 nmw . (TX nmwz\ .
H, = (m) (T) Ey sm(:) COS(T> sinwt
From (2)

H,=-— <L) (1) Eo cos(E) sin(ﬂ) sinwt .
How / \a a L

For resonance kq= 3)\/2 and therefore L= 2.40 cm.
Problem (12.4).

A rectangular waveguide is filled with material characterized by a relative dielectric constant €,= 9.00. The inside dimensions of the
waveguide are a= 1 cm, b= 0.50 cm.

(a) Over what frequency interval would this guide support only the TE ;o mode?

(b) Calculate the time-averaged energy density for the TE;, mode, and average the resulting expression over the guide cross
section. Let the amplitude of the electric field be E, = E,,.

(c) Calculate the time-averaged value of the Poynting vector, and average the resulting expression over the guide cross section. Let
the amplitude of the electric field be Ey = E,,.

(d) A signal having an average power of 1 Watt is transmitted down the guide at a frequency of 7.5 GHz. Calculate (i) the
wavelength along the guide, Ag; (ii) the ratio of the guide wavelength to the free space wavelength for a 7.5 GHz plane wave; (iii)

the group velocity, i.e. the velocity with which information can be transmitted down the guide; (iv) the amplitude of the electric
field.

Answer (12.4).

(a) For the TE1p mode the fields have the form

E, = E, sin(E)ei(kgz_wt),
a
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where w?epg =k + (5)2
or z;‘T(%)2 =k2+ (%)2
Ifa=1cm=001m (£)°=9.870 x 10' m2.

The cut-off frequency corresponds to k, = 0; Le. \/&; (£) = Z. At cut-off £ = 322 =104.7m™!,

W
or F =5.00 GHz.

For the higher order modes, cut-off corresponds to the condition kg= 0, so that

«(2) = () + (%)
c a b

where - =314.2m™!,and § =628.4m™".
For m=0 n=1 Fp; = 10.00 GHz

m=1n=1F,; = 11.18 Ghz

m=1n=2 Fy; = 20.62 GHz

m=2 n=0 F,, = 10.00 GHz.
This waveguide will support only the TE;o mode for frequencies in the interval 5.00 to 10.00 GHz.

(b) The time-averaged energy density is given by
<W >=<eE}/2>+ <poHZ/2>+ < poHZ?/2 >,
<W >= %Eg sin? (%) ++4Miw2 k2 E? sin® (%) n 4Miw2 (S)ZE[? cos’ (%)

Take the spatial average over the cross-section of the waveguide:

1 2\ \ eoE?
<< W >>= (ar+ - (k%,%—(z) )) Laall Iy
w?eo o a 8

<<W>>= E%OE(Z, Joules /m?3..

(o) S; = - EyHy,

k T™X
S.) = 5 Efsin’ ().
< z> 20.)/10 o S1I1 a

The average over the x co-ordinate gives

k
<<8, >>= 4;‘0 EZ Watts /m?.

(d) The group velocity is such that <<S,>>= Vy<<W>>, therefore

Vg:é((ﬁ))'

At7.5GHz ko =% =157.1 m~! and the free space wavelength is A\j= 4.00 cm. The waveguide wave-vector is given by

2
K=ok~ (=) =12.337x 10/,
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and
k, =3.513 x 10> m .
From this, the guide wavelength is
() Ag = i—: =1.788 cm,, and
if) 2 — 0.447
(ii) 5, = 0-
(iii) V, = £ (322) = 0.745 x 10° meters/sec .

1.571

() ((S.)) = 1= B2 = £ =2 x 10" Watts /m? .

From this B3 = 4429 (377) (2 x 10*) = 1.349 x 107,
3

so that Eq = 3673 Volts/m.
Problem (12.5).

It is desired to construct a cylindrical air-filled cavity which will resonate at 10 GHz in the TE; doughnut mode (this is a very low
loss mode which is often used to construct frequency meters). If the radius of the cavity is chosen to be R= 2.50 cm how long
should the cavity be made?

Answer (12.5).

For the TEp; mode the tangential component of the electric field, Ey, is proportional to the Bessel function
J§ (ker) = —Jy (kcr) where

w\ 2
=a(3) -k

see eqn.(10.90b).

The component Eg must be zero at the waveguide wall in order that the tangential component of the electric field be zero:
Ji(k.R)=0
or k.R = 3.8317 for the lowest mode.

Thus k. = 2332 =153.3m .

For an air-filled waveguide €= 1, so

k% =2.0373 x 10 m~? since £ =209.44m™ ' at 10 GHz. Consequently, k, = 142.7 m™" and the guide wavelength is

Ag = % =4.40 cm. But Eg must vanish at the cavity end walls and therefore Eq must be proportional to sin(%). Thus
g

nm

k, = T and the cavity length must be an integral number of half wavelengths long. A convenient choice would be L= 4.40

cm.

This page titled 13.12: Chapter- 12 is shared under a CC BY 4.0 license and was authored, remixed, and/or curated by John F. Cochran and
Bretislav Heinrich.
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