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Preface

The International Symposia on Computer and Information Sciences (ISCIS) were
launched in Ankara, Turkey, in 1986 and the 31st event took place in Krakow, Poland,
in 2016. Recent ISCIS symposia, centered broadly on computer science and engi-
neering, have been published by Springer and have attracted hundreds of thousands of
paper downloads over the years [1–7]. In 2018, both the present ISCIS 2018 Workshop
on Cybersecurity, and the regular ISCIS 2018 Symposium took place.

Cybersecurity is at the forefront of our concerns for information technology across
the world. Thus the number of research projects funded by the European Commission
in this field has significantly increased, and these proceedings present some of the
current trends and outcomes of this research.

I am particularly grateful to my co-editors, P. Campegiani, T. Czachórski,
S. Katsikas, I. Komnios, L. Romano, and D. Tzovaras, for their active participation in
refereeing and improving the papers. I am also grateful to all those who submitted
papers; unfortunately we were unable to include into these proceedings all the papers
that were submitted.

The proceedings start with an overview of the contents of this volume, providing
insight into how some of these contributions are interconnected and linking them to
prior ideas and work. It then follows with a series of research papers on cybersecurity
research in Europe that covers five projects funded by the European Commission:

– KONFIDO on the security of communications and data transfers for interconnected
European national or regional health services

– GHOST regarding the security of IoT systems for the home and the design of secure
IoT home gateways

– SerIoT on the cybersecurity of IoT systems in general with a range of applications
in supply chains, smart cities, and other areas

– NEMESYS, a now completed research project on the security of mobile networks
– SDK4ED, a new project that addresses security only incidentally but that focuses of

broader issues of computation time, energy consumption, and reliability of software

The overview is followed by three papers included from the KONFIDO project
concerning the security of trans-European data transfers.

They are followed by papers concerning security of the IoT starting with work that
discusses the creation of a market for IoT Security. The following three papers from the
GHOST project are directly related to IoT security. They are followed by a paper that
describes the European Commission-funded SerIoT project that started in 2018.

Mobile phones can connect opportunistically to ambient wireless networks, result-
ing in some malware being installed on the devices; this issue is discussed in the next
paper in which machine-learning techniques are used to detect malware attacks. On a
related but distinct matter, a paper from the NEMESYS Project [9] presents research



on attacks to the signalling and control plane of mobile networks, and shows how such
attacks may be detected and mitigated.

The final paper addresses a problem that is common to all of the projects and papers
in this volume, namely, how to check the security of the software that is used in all of
our systems. Thus this last paper proposes a static analysis approach to test and verify
the security of software, and emanates from the SDK4ED project funded by the
European Commission.

June 2018 Erol Gelenbe
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Some Current Cybersecurity Research
in Europe

Mehmet Ufuk Çag̃layan(B)

Department of Computer Engineering, Yaşar University, Izmir, Turkey
ufuk.caglayan@yasar.edu.tr

Abstract. We present a brief summary of the papers that were pre-
sented at the Security Workshop 2018 of the International Symposium
on Computer and Information Sciences (ISCIS) that was held on Febru-
ary 26, 2018 at Imperial College, London. These papers are primarily
based on several research projects funded by the European Commission.
The subjects that are covered include the cybersecurity of the Internet of
Things (IoT), the security of networked health systems that are used to
provide health services, the security of mobile telephony, and the secu-
rity of software itself. The papers include overall presentations project
objectives, plans and achievements, and their specific research findings.

Keywords: Cybersecurity · European Commission · E-health
User requirements · Cryptography · IoT · Network attacks
Attack detection · Random Neural Network · System reliability
Cognitive Packet Routing · Block-chains

1 Introduction

The International Symposia on Computer and Information Sciences (ISCIS) were
started by Erol Gelenbe in 1986 in Turkey, and over the years they have been held
in Turkey, France, the USA, the UK, and Poland. Examples of ISCIS proceedings
[3,13,14,40,41,44,45], include research on a wide range of topics in Computer
Science and Engineering, and have typically been published by Springer Verlag
in recent years. This first ISCIS 2018 Symposium breaks the tradition and for
the first time specializes on Cybersecurity, which has been my own major area
of research for many years [5,18,69].

Cybersecurity has now come to the forefront of our interests and concern in
Computer Science and Engineering, and in 2017 the European Union published
its recommendation for security and privacy. In addition, both the lack of security
and the techniques used to defend networks increase the energy consumption in
computer systems and networks [34], resulting in an increase of their CO2 impact
and of their operating costs [20,34,67]. Thus the number of research projects
funded by the European Commission in this field has significantly increased,
and these Proceedings [23] present some of the current trends and outcomes of
this research.
c© The Author(s) 2018
E. Gelenbe et al. (Eds.): Euro-CYBERSEC 2018, CCIS 821, pp. 1–10, 2018.
https://doi.org/10.1007/978-3-319-95189-8_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-95189-8_1&domain=pdf
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These Proceedings contain a series of papers regarding research undertaken
throughout Europe on Cybersecurity, including five recent projects funded by
the European Commission:

– KONFIDO on the security of communications and data transfers for inter-
connected European national or regional health services,

– GHOST regarding the security of IoT systems for the home, and the design
of secure IoT home gateways,

– SerIoT on the Cybersecurity of IoT systems in general with a range of appli-
cations in supply chains, smart cities, and other areas,

– NEMESYS concerning the security of mobile networks, and
– SDK4ED concerning the optimisation of software for energy consumption,

security and computation time.

It also includes research results from the previous NEMESYS project [4,36,37]
and the new SDK4ED project of the European Commission. This symposium’s
main organiser developed early work on Distributed Denial of Service (DDoS)
Attacks [51] and proposed to use the Cognitive Packet Network routing protocol
(CPN) [43] as a way to detect DDoS, counter-attack by tracing the attack-
ing traffic upstream, and to use CPN’s ACK packets to give “drop orders” to
upstream routers that convey the attack [51,73]. This approach was evaluated to
detect worm attacks and to forward the users’ traffic on routes avoiding infected
nodes [77,78], and continued with the study of software viruses [28], the security
of cyber-physical systems [1,6,15,29,31,60], the management of cryptographic
keys [83,84], and also on control plane attacks on mobile networks [2,65].

2 Security of the Trans-European Health Informatics
Network

The first set of papers in this volume emanate from the KONFIDO project which
addresses the important issue of providing a secure support to European health
systems.

Indeed, large numbers of travellers from one European country to another
sometimes need to access health services in the country they are visiting. These
health services are typically based on a national model, or a regional model
inside a given country such as Italy.

The corresponding informatics systems, with their patient data bases are
also nationally or regionally based, so that when the medical practitioner in one
country or region is required to diagnose and treat a visitor from some other
region or country, she/he will need to access the patient’s data remotely. KON-
FIDO’s aim is to improve the cybersecurity of such systems, while improving
also their inter-operability across countries and regions in Europe.

Thus the work in [80] presents an overall view and challenges of the project,
while in [71] the authors present an analysis of the corresponding user require-
ments. Such systems have obvious ethics and privacy constraints which are dis-
cussed in [19].

www.dbooks.org

https://www.dbooks.org/


Some Current Cybersecurity Research in Europe 3

A specific physics based technique for generating unique keys for the encryp-
tion needs for such systems is discussed in [7]. Keeping track of the transactions
in such a system through blockchains is suggested in [10].

3 Contributions to the Security of the IoT

The first paper in the second group of papers concerning the IoT, examines the
creation of markets which can exploit the value that the IoT generated provides
[66]. Obviously, this will require the protection of privacy and will need that the
data be rendered strongly anonymous. It will also require specific security not
just for the IoT devices and networks, but also for the IoT data repositories in
the Cloud and their access networks.

The second paper [11] is an overview of the principles and current achieve-
ments of the GHOST project which started in May of 2017 and which runs for
three years. The project addresses safe-guarding home IoT environments through
appropriate software that can be installed on home IoT gateways, and it also
creates a prototype and test-bed using specific equipment from the TELEVES
company that is coordinating the project.

Related to this project, another paper uses machine learning methods for the
detection of network attacks on IoT gateways [9] based on Deep Learning [61]
with the Random Neural Network [12,25,26]. Related to the GHOST project,
other recent work published elsewhere, discusses the effect and mitigation of
attacks on the batteries which supply the power of many light-weight IoT net-
work nodes [38].

The following paper, also emanating from the GHOST project, discusses the
use of novel blockchain techniques to enhance the security of IoT systems [68].

The final paper in this section is a description of the new SerIoT project that
was started in 2018 [17]. Further details regarding this project can be found in
a forthcoming paper [35]. Among its technical objectives is the design of Ser-
CPN [16], a specific network for managing geographically distributed IoT devices
using the principles of the Cognitive Packet Network (CPN) and using Software
Defined Neyworks that has been tested in several experiments [42,43,46,47,49].
CPN uses “Smart” Packets (SPs) to search [1] for paths and measure QoS while
the network is in operation, via Reinforcement Learning using a Random Neural
Network [24], and based on the QoS Goal pursued by the end user. When an
SP reaches its destination, its measurements are returned by an ACK packet to
the intermediate nodes of the path that was identified by the SP, and to the
end user, providing the QoS offered by the path that the SP travelled. The end
user, which may be a source node or a decision making software package for a
QoS Class, receives many such ACKs and takes the decision to switch to the
one offering the best security or quality of service, or to stay with the current
path [30,39,48]. An extension using genetic algorithms [27,50] was implemented
[70], a version for overlay networks [8] and a related system for Cloud computing
[81,82] were also tested.

An interesting development in SerIoT will combine energy aware routing
[52,53] and security in a Software Defined Network (SDN) approach [21,22,32].



4 M. U. Çag̃layan

It could also address admission control [58] as a means to improve security.
Adaptive techniques for the management of wireless IoT device traffic to achieve
better QoS will also be used by SerIoT [54–56,72].

4 Improving the Security of Mobile Telephony

The final two papers in this volume address the cybersecurity of mobile tele-
phony. Many mobile phones also offer opportunistic connections [64] to WIFI
and other wireless networks. This creates vulnerabilities that need to be con-
stantly monitored on the mobile device itself, which is the motivations for the
work in [62] which investigates machine learning techniques to this effect.

On the other hand, the work described in [74] is a comprehensive review of
the work of the author and of his colleagues [63], regarding attacks on the sig-
nalling plane of the core network of the mobile network operator, and especially
the mitigation of such attacks. This work was conducted in the context of the
European Commission funded project NEMESYS [75,76] and makes extensive
use of methods from the theory of Queueing Networks [57].

5 Conclusions

The reality of diverse, numerous and powerful cyber attacks has allowed the field
of Cybersecurity to transition from an area concerned primarily with cryptogra-
phy and the management of cryptographic keys, to a far broader field concerned
with all forms of attacks on our cyber-infrastructure. These developments are
illustrated by the diversity of the research and contributions presented in this
volume. Subtending all these issues is the security of the software modules that
we use in all the systems we develop and use. Thus the final paper in this volume
relates to a static analysis approach to test and verify the security of software
[79] which emanates from the European Commission’s funded SDK4ED research
project. An important area that is left out of this volume concerns the integrated
security of physical and cyber systems [33,59].

We believe that the field has entered a new phase of substantial activity,
and its support through funding from the European Commission illustrates the
importance and vigour of European Research in Cybersecurity.
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8 M. U. Çag̃layan

56. Gelenbe, E., Ngai, E.C., Yadav, P.: Routing of high-priority packets in wireless
sensor networks. IEEE Second International Conference on Computer and Network
Technology. IEEE (2010)

57. Gelenbe, E., Pujolle, G.: Introduction aux réseaux de files d’attente. Edition
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Abstract. Allowing cross-border health-care data exchange by estab-
lishing a uniform QoS level of health-care systems across European
states, represents one of the current main goals of the European Com-
mission. For this purpose epSOS project was funded with the objec-
tive to overcome interoperability issues in patients health information
exchange among European healthcare systems. A main achievement of
the project was the OpenNCP platform. Settled over the results of
the epSOS project, KONFIDO aims at increasing trust and security
of eHealth data exchange by adopting a holistic approach, as well as
at increasing awareness of security issues among the healthcare commu-
nity. In this light, the paper describes the KONFIDO project’s approach
and discusses its design and its representation as a system of interacting
agents. It finally discusses the deployment of the provided platform.

1 Introduction

The health-care sector has been impacted by the extraordinary evolution of
electronic Health (eHealth) applications able to implement health-care practises
supported by electronic processes and communication. There are many examples
of technology adoption in this area: (i) Electronic Health Records (EHR); (ii)
Tele-monitoring Solutions; (iii) Mobile Health (mHealth) applications and (iv)
Coordinated care. The implementation of these innovative technologies has been
extending the boundaries of national health care systems, but realizing an effec-
tive cross-border healthcare data exchange remains hard to achieve. In order to
carry out health care services able to operate across countries, issues related to
security and privacy, as well as legal constraints, must be faced. The increased
number of people traveling for business, education and leisure purposes makes
these issues more relevant inside the European panorama thanks to the set-up of

c© The Author(s) 2018
E. Gelenbe et al. (Eds.): Euro-CYBERSEC 2018, CCIS 821, pp. 11–27, 2018.
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the so called Shengen Area1. In addition, to reach a high level of human health
protection within the European Union, the Directive 2011/24/EU2 establishes
the right for EU citizen to access to the same level of health-care provisioning
when they travel across all the EU Member States. EpSOS project represented
the first attempt in order to achieve interoperability among Member States while
complying with both National and European laws. In particular, by developing
the OpenNCP platform it tried to overcome interoperability issues in patients
health information exchange among European healthcare systems. However, the
growing use of eHealth solutions has led to many advantages in terms of patients
life expectancy, but simultaneously has resulted in a proliferation of cyber-crime
and in the creation of malicious applications aiming at accessing sensitive health-
care data, the privacy and confidentiality of which must be guaranteed. In recent
years, several malicious attacks have been indeed observed such as: (i) 100 mil-
lion Electronic Health Record accessed by hackers in 2015; (ii) 90% of industries
outside healthcare are affected by data breaches disclosing health related data
they are unaware to store; (iii) 48 National Health Service Trusts affected by
the ramsonware WannaCry in May 2017. It is relevant to underline that secu-
rity problems in health care sector are especially due to the lack of awareness
among people. Focusing on the patients, health workers pay less attention to
the risks connected to the digital security. In this light, the epSOS European
Project aimed by implementing the OpenNCP Platform to guarantee secure
access to patient health information between European healthcare systems. It
was a relevant step forward the security goal, but a holistic approach to this issue
is still a faraway target. Started from the results of OpenNCP, the KONFIDO
project aims to increase trust and security of eHealth data exchange as well as to
increase awareness of security issues among the healthcare community, adopting
a holistic approach. In this light, the KONFIDO solution provides first of all a
reference scenario with basic context information on the eHealth data exchange
platform provided by the epSOS project; then, we provide a description of the
KONFIDO deployment architecture in the context of the OpenNCP platform,
by highlighting how the security of OpenNCP data exchange is improved by
using KONFIDO; we describe in detail the interaction among the KONFIDO
components and we finally give our conclusions. Other aspects of the KONFIDO
project are discussed in detail in other recent papers. In particular, the ethical
framework that covers such transborder or inter-regional health data exchanges
is discussed in [6]. The important issue of user requirements is developed in
[11]. Specific physical-based techniques that can be used to generate seeds for
cryptography are proposed in [1]. The potential use of the novel technology of
blockchains in this context is investigated in [2].

1 https://ec.europa.eu/home-affairs/what-we-do/policies/borders-and-visas/
schengen en.

2 http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=OJ:L:2011:088:0045:0065:
en:PDF.
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2 Cross-Border eHealth Data Exchange in Europe:
epSOS/OpenNCP Project

The epSOS3 project (Smart Open Services for European Patient I & II 2008–
2014) has provided a practical eHealth framework and ICT infrastructure, based
on existing national infrastructures, that enables secure access to patient health
information, particularly with respect to a basic Patient Summary (patient gen-
eral info, clinical data, prescribed medicines, etc.) and ePrescription/eDispensing
(electronic prescribing of medicine/retrieving prescriptions), between European
healthcare systems. The key aspects used in the epSOS project to guarantee
eHealth Interoperability in EU have been the following: (i) Existing national
healthcare infrastructures/legislation remain unchanged; (ii) Trust among Mem-
ber State (MS) is based on contracts and agreed policies; (iii) Information is
exchanged but not shared.

Fig. 1. epSOS logical view (epSOS documentation).

The epSOS architecture is implemented as a set of interacting National Con-
tact Points (NCPs) built on top of Web technologies (SOAP). The platform
model adopted by epSOS can be viewed as a federations of services connected
with service interfaces defined by specified contracts (a SOA system) (see Fig. 1).
In epSOS, the NCP is the main module of cross-border interoperability, exploit-
ing the role of connection the National Infrastructure (NI) to the European Level
environment. The components of an NCP can be viewed as a logical wrapper of
the different NI. As seen in Fig. 1, the main NCP components are:

3 http://www.epsos.eu.

http://www.epsos.eu
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– Data discovery exchange services: establish the communication in order to
exchange patient data and retrieve information;

– Trust services: ensure the circle-of-trust, i.e. the validation, verification, sign-
ing, mapping of messages;

– Transformation services: needed to transform clinical document, i.e. their
translation and mapping of taxonomy;

– Audit services: assuring the operations audit and the logs traceability;
– Support services: ensure response time, guaranteed message delivery and ses-

sion, response time.

The basic blocks of the architecture (epSOS profiles) are built upon three
main operations: Query, Retrieve and Notify. Those operations are the unitary
blocks needed to perform data exchange between countries in the openNCP con-
text. The approach implemented by epSOS is based on the mediation performed
by the NCP. A Health Care Professional (HCP) requests specific information
(like a patient summary) from the NCP (or to the NI) of its country. The NCP
is in charge of interacting with the other NCPs to retrieve the required informa-
tion, pivoting the documents (changing the position of information to allow for
example the compatibility between different patient summary formats), encoding
the pivoted document in the national structure, and interact with the NI.

This approach implements the so called “Circle of Trust”. Within epSOS, the
consumer (performing query operations) and the provider (retrieve operations)
do not know each other. On national side, a Member State may have multiple
gateways outside the NCP - representing Member State’s health information
systems, such as regional ones in order to identify and, later, access patient data.
The Circle of Trust is among NCPs. They are solely able to establish mutual
trust relationships. An NCP acts as a legal entity which creates a secure link
between the epSOS trust domain from the national trust domain. It is the only
component that has an identity in both domains. The framework implemented
by epSOS to achieve the aforementioned scope has been named OpenNCP.

epSOS Security Aspects. In epSOS, the security of communications is ensured
by employing cryptography and secure protocols. The security of communicating
parties is not enforced by technical means; it is instead provided by legally
binding agreement. Furthermore, epSOS does not offer any protection against
the propagation of cyber attacks, because they are out of the project scope.
Therefore, attacks which succeed in compromising a NI can exploit the NCP to
propagate to other countries. This means that, due to this chain of trust between
the NCPs, if one NCP states that someone is authenticated, this will be accepted
by the NCPs of other countries. Thus, compromising one NCP (having control
of it) can potentially affect the whole infrastructure. In particular, looking at
the Patient Summary response process (see Fig. 2), we can observe that the
medical data is in plain text in almost all phases performed by the NCP. This
means that the security level of these phases is the same as the NCP itself
and, hence, an NCP vulnerability can be exploited to generate a data breach on
the OpenNCP processes. The KONFIDO toolbox can be used to overcome the
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Fig. 2. Patient Summary response with KONFIDO on-top of OpenNCP processes.
The opt rectangles highlight the actions that will be performed in a Trusted Execution
Environment (TEE) and supported by the other KONFIDO technologies. In particular,
these actions will be executed in a TEE to guarantee a trust and secure processing of the
data, transmitted via a secure communication channel, and supported by an efficient
auditing mechanism.

identified vulnerabilities by deploying a set of functionalities to guarantee, for
example, that the health data will be never exposed as plain text in an insecure
area.

3 Secure and Trusted Paradigm for Interoperable
eHealth Services: KONFIDO

KONFIDO4 is a H2020 project [5], that aims to advance the state-of-the-art
of eHealth technologies by providing a scalable and holistic approach for secure
inner- and cross-border exchange, storage and overall handling of healthcare
data in a legal and ethical way both at national and European levels. In order to
address these challenges, KONFIDO takes on a holistic approach by targeting
all architectural layers of an IT infrastructure, such as storage, dissemination,
processing and presentation.

4 http://www.konfido-project.eu.

http://www.konfido-project.eu
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More specifically, KONFIDO will provide a modular set of tools that can
be composed to improve the resilience of eHealth data-exchange applications
by allowing to address a wide range of possible eHealth scenarios (not only
the ones related to OpenNCP) and to solve vulnerabilities in the exchange and
processing of health data. As a first step, KONFIDO performed a gap analysis
for information security in interoperable solutions at a systemic level [13].

The toolbox offered by KONFIDO includes the following tools/services:

– Trusted Execution Environment (TEE): the new security extensions provided
by some of the main CPU vendors;

– Physical Unclonable Function (PUF)-based security solutions that are based
on photonic technologies;

– Homomorphic Encryption (HE) mechanisms;
– Customized extensions of the selected Security Information and Event Man-

agement (SIEM) solutions;
– A set of disruptive logging and auditing mechanisms developed in other tech-

nology sectors such as blockchain and transferred to the healthcare domain;
– A customized eIDAS implementation;
– Publish/Subscribe communication channel;
– TEE communication channel.

The high modularity of the KONFIDO toolbox, allows to address a wide
range of possible eHealth scenarios (not only the ones related to OpenNCP) and
to solve many vulnerabilities in the exchange and processing of health data.

Trusted Execution Environment. The Trusted Execution Environment (TEE) is
created starting from security Software Guard eXtension (SGX5) of Intels CPU
that allows the creation of protected areas of memory inside the address space
of an application. These TEEs, known as Secure Enclaves in SGX jargon, pro-
vide strong protection of code and data residing inside through encryption and
integrity checks of their memory range, performed directly by the CPU. SGX
can be considered as a reverse sandbox, i.e., it protects applications from the
untrusted system outside, comprising the OS, implying that system calls can-
not be performed into the enclaves. In KONFIDO, we want to perform specific
functions of OpenNCP in SGX enclaves. More precisely, we focus on the enhance-
ment of the NCP host, which is the national gateway in charge of transforming
Patient Summaries (PS) from one language to another and where most critical
operations take place. As mentioned above, during the PS exchange, in fact, the
patient health record is exposed to attacks (see Fig. 2), when it is unencrypted
and re-encrypted into the NCP. That is, when the NCP-A receives from the NI-
A (National Infrastructure of Country A) a encrypted PS and needs to decrypt,
transcode, and re-encrypt before sending it towards another NCP or HCP, an
attacker landed on the NCP host may steal or tamper the sensitive patient data
by duping the memory content. Hence, the idea is to perform decryptions, trans-
formations, and encryptions of PS into the TEE provided by SGX by integrating

5 https://software.intel.com/en-us/sgx.
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part of the transformation and security modules into an enclave. We also take
advantage of an additional important feature of SGX provided by the Remote
Attestation (RA) mechanism, which enables service providers to provision appli-
cations, and to know with confidence their secrets are properly protected. In this
way, an enclave must convince the other enclave with which it is communicating
that it has a valid measurement hash, running in a secure environment and that
it has not been tampered by establishing trusted channels between end-nodes
via the remote attestation of enclaves in order to ensure secure communication
among NCP nodes belonging to the community.

PUF-Based Random Number Generator. A photonic device will be designed and
developed to enable trusted data sharing and exchanging at cross-border level.
The operational properties of this device are based on the intrinsic physical
mechanisms that are enabled by a photonic Physical Unclonable Function (p-
PUF) [10]. The complexity of the utilized function makes it practically impossible
for someone to predict or manipulate the random numbers generated by this
device. In more detail, p-PUF devices will be employed in the NCP that will
operate as true random number generators and key generators. More specifically,
the p-PUF module will be used for generation of:

• True random numbers following either a uniform or a normal distribution for
the needs of the HE cryptosystem scheme based on TFHE library.

• Special key triples for the needs of the HE cryptosystem based on the FV
scheme. These keys will be delivered to HE module through the TEE module
over an SSL enabled channel.

• Keys for enabling SSL communication of the TEE with other TEEs running
on different NCP systems.

• True random bits that will be used to increase the entropy of the NCP system,
enabling all applications running on the system to have access to a large source
of entropy of decent quality, in terms of randomness.

The true random numbers generated by the PUF module will have excellent
unpredictability properties, verified by NIST/DIEHARD test suites. They will
be used directly or indirectly, through special key generation or system entropy
increase, by all other system modules in an effort to increase the security of the
entire system.

Homomorphic Encryption Component. Homomorphic encryption (HE) is a
recent cryptographic method allowing to perform computations directly on
encrypted data, without the need of decrypting it. As such, the encryption
schemes possessing homomorphic properties can be very useful to construct
privacy-preserving protocols, in which the confidential data remains secured not
only during the exchange and the storage, but also for the processing. The Fully
Homomorphic Encryption (FHE) schemes are capable to perform additions and
multiplications over homomorphically encrypted data (ciphertexts), which cor-
respond to addition and, respectively, multiplication operations over the clear
text messages (plaintexts). Therefore, since any function can be expressed as a
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combination of additions and multiplications, FHE cryptosystems could com-
pute, in theory, any arbitrary function. The first barrier to the adoption of FHE
cryptosystems in real-world applications remains the computational overhead
induced by the actual execution on homomorphically encrypted data. However,
making use of recent dedicated compilation and parallelism techniques, it is pos-
sible to mitigate the performances overhead for a series of real, yet lightweight,
applications. CEA crypto-compiler and run-time environment Cingulata6 (pre-
viously known in the research field as Armadillo) allows to easily make the
connection between the algorithms written in a high-level programming lan-
guage and the low-level execution environment required for homomorphically
encrypted data and, thanks to dedicated optimization and parallelism tech-
niques, it achieves acceptable performance and security levels. For the KON-
FIDO project, the HE component used for protecting the exchange and the
processing over sensitive patient data provides services at NI level, while for the
NCP it is based on a new and ameliorated version of Cingulata. A first step
towards its improvement consists in the release of Cingulata in an open source
mode. In the context of KONFIDO, another amelioration is the design of a
generic interface for different FHE cryptosystems and its support in Cingulata.

SIEM System. The KONFIDO SIEM will extend some existing SIEM solutions
[3,4], and customize them based on the specific requirements of a federated
environment compliant to the OpenNCP model. The KONFIDO SIEM will be
able to analyse information and events collected using a holistic approach at the
different levels of the monitored system to discover possible ongoing attacks, or
anomalous situations. Considering the high number and heterogeneity of events
to be collected and the specific solutions adopted for security provisioning, the
development of a SIEM solution customized for such a deployment is required.
In particular, the SIEM solution will be able:

– To treat homomorphically encrypted data: The use of homomorphic
encrypted data allows for processing of sensitive information without disclos-
ing their content with respect to the privacy requirement of the information;

– To communicate with secure enclaves: The communication capabilities with
secure enclaves allows the KONFIDO SIEM to acquire data from a trusted
entity in different formats, i.e. homomorphical encrypted data in case of sen-
sitive information, plain data in the other cases;

– To deal with the federated deployment characteristic of OpenNCP-compliant
scenarios and, thus, to support a distributed analysis of high volumes of data;

– To provide encrypted output using a PUF base encryption technique: The
capability to provide an encrypted output based on PUF technologies allows
the SIEM to disseminate sensitive monitoring results readable only to autho-
rized entities.

6 https://github.com/CEA-LIST/Cingulata.
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Applying SIEM solutions to a federated eHealth system, such as the one
addressed by the KONFIDO project, poses a number of challenges and requires
the development of ad-hoc solutions. First of all, the lack of an individual owner
of the overall infrastructure requires that the KONFIDO solution must be oppor-
tunely thought. The solution that will be implemented to overcome this problem
is that each NI had a dedicated SIEM and each SIEM is interconnected with
other ones to exchange security metrics via a secure publish subscribe communi-
cation channel. The KONFIDO SIEM will be designed to use both misuse-based
approaches and anomaly-based ones. The designed algorithms will include both
automatic anomaly detection methods, able to distinguish between normal and
abnormal operations, and visual analytics methods, able to visually depict char-
acteristics that assist the human operator to discover attacks and their causes
(e.g. which users initiated an attack). In particular, the KONFIDO SIEM will
be integrated with a Visual Analytics Module for analysing large amounts of
data, containing multiple types of information, and detecting anomalies, utiliz-
ing both automatic anomaly detection algorithms, such as Local Outlier Factor
and Bayesian Robust Principal Component Analysis [7], and visual analytics
methods, such as k-partite graphs and multi-objective visualizations.

Blockchain Based Auditing System. The blockchain-based auditing mechanism
developed in the framework of KONFIDO is a legally binding system that allows
to prove that eHealth data have been requested by a legitimate entity and
whether they have been provided or not. The main scenario includes the NCP of
one country that requests eHealth data for a patient from the NCP of another
country; in this case, both countries need to keep an unforgeable copy of the
transaction, in order to be able to prove that the other NCP has requested
and/or received the data. To solve this issue, we employ a blockchain (i.e., a dis-
tributed data structure) that links each block to its predecessor via cryptography.
The OpenNCP node generally interacts with 2 different types of counterparts:
the national infrastructure (to retrieve patient data from the national health-
care system) or another OpenNCP node (to retrieve patient eHealth data from
another country). Each event of this type is stored as a log file and OpenNCP
provides a web-based interface to view registered events and critical logs. In
order to capture, filter, timestamp and encrypt the most critical logs that refer
to cross-border data exchange between two NCP nodes in different countries, we
will adapt the SmartLog log management system. The encrypted log files will
then be stored on the KONFIDO distributed ledger. Given the fact that only
authorised nodes will participate in the KONFIDO blockchain, we will employ a
permissioned blockchain, where an access control mechanism will define who can
join the system. The KONFIDO blockchain-based auditing mechanism will inter-
act with the SIEM system to report any abnormal activity on the blockchain and
the TEE to perform encryption of log files that contain sensitive information.
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eIDAS Based Authentication System. OpenNCP will be extended to provide
eIDAS-compliant authentication for its users. eIDAS-compliant authentication
will take two different forms, considering the two different kinds of users in the
system:

a Healthcare providers, like physicians and pharmacists, that must access the
system with a strong digital identity, issued by their country of residence;

b Patients, that could access the system using an eIDAS cross-border authen-
tication.

For each one of the three piloting countries, at least one authentication
scheme will be supported. The deployment of the eIDAS Nodes for each of
the eIDAS-participating countries is still at the beginning, so a sketchy eIDAS
Node to manage the authentication requests for patients from the three piloting
countries will be developed. This node will be based on the CEF eID sample
implementation of the eIDAS Node, that is freely available to be customized.
OpenNCP authentication takes place in the Portal component, which is a Lif-
eray Community Edition application server. The Liferay authentication process
is based on a modular and extensible approach, that shows how it is possible
to have different authenticators. As such, two different authenticators will be
implemented: one that authenticates locally, for healthcare providers, and one
that authenticates with a remote eIDAS Node.

3.1 KONFIDO Deployment Architecture

Considering the OpenNCP scenario and the relative vulnerability assessment,
the deployment architecture and distribution of the KONFIDO toolbox is pre-
sented in Fig. 3. The KONFIDO toolbox is deployed in all actors of the scenario
with varying functionalities depending on the actions to be taken and on the
hardware available. In particular:

– In each NCP, the entire KONFIDO solutions will be deployed. A TEE will
be used to secure all actions needed to achieve a secure patient summary
exchange; a PUF component will be deployed and integrated to achieve an
unclonable key generator that can be used to generate keys, certificates and to
secure the communication channels; an eIDAS service will be used to improve
the actors authentication; the Auditing Services will be used to be compliant
with log management/storing regulations; a HE technique will be used to
allow the data processing for example of the PS without having to use the
relative plain text.

– In each NI, a light version of the KONFIDO toolbox will be installed. The
minimum set of KONFIDO solutions that must be installed is composed
by the TEE. The TEE is needed to secure the transmission of the patient
summary. Other tools are optional, in particular for the PUF component
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(considering that an additional hardware is needed), its installation is required
only on the corresponding NCP. The NCP will provide the PUF services to
the NI via specific APIs offered by the TEE.

– In each terminal device, a KONFIDO client can be installed to allow a secure
communication with the NI (optional).

Considering the high number of heterogeneous devices that can be involved
in the OpenNCP scenario, the specific solutions adopted for security provisioning
and their hardware requirements, KONFIDO will provide different communica-
tion channels to cover all possible situations:

– TEE communication channel: It is a trusted channel established using remote
attestation between TEE based on Intel SGX technology. This communica-
tion channel allows the data exchange between SGX enclaves using PUF
technologies for the keys used during the remote attestation.

– SSL communication channel between SGX-based TEE and other TEEs: It is
a secure communication channel (SSL) to allow the communications between
TEEs based on different technologies like Intel SGX and ARM Trust Zone
(ARM TZ).

– HE+SSL communication channel: It is a homomorphic encrypted SSL com-
munication channel to be used when TEE technologies are not available (for
example in mobile devices or in NCP without TEE support).

– SSL communication channel: It is a standard communication channel used
only for local data exchange like the communication between the PUF hard-
ware and the TEE.

– OpenNCP communication channel: It is the standard OpenNCP communi-
cation channel.

Furthermore, in order to protect the OpenNCP infrastructure from distributed
attacks (e.g. DDoS), a SIEM solution is needed. Considering the manage-
ment/hosting issues and national regulations coming from a centralized SIEM,
only a distributed solution is applicable: each NCP will have its SIEM that looks
at corresponding NI and that is interconnected with other SIEMs to exchange
security metrics via a publish-subscribe communication channel (Fig. 3). Two
specialized TEE data hooks will be available for the SIEM, one providing plain
data, and the other providing homomorphic encrypted data. The second one
is needed to allow the data processing of sensitive data (respecting the privacy
requirement) in terms of data threshold comparison, structure coherence and so
on without access to the relative plain text.
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Fig. 3. KONFIDO architecture

4 An Agent-Based View of KONFIDO

The KONFIDO architecture can also be viewed as a system of interacting agents
as shown schematically in Fig. 4, and in this section we describe a generic KON-
FIDO interface template, structured as a multi-agent Agent System (AS). This
AS would be resident at each individual national or regional access point. Each
AS can communicate with other similar ASs in the same or in different countries
or regions, i.e. at the same local site or at remote sites, via a system such as
OpenNCP. The ASs can also communicate directly with each other through the
Internet. Each AS will be composed of several specialized agents (SA):

– Within the AS, the SAs can communicate with each other;
– One of these SAs is designed to communicate with the local NI;
– Other SAs are specialized in communicating with other SAs at other national

access points, and one can imagine that within an AS there would be a distinct
SA that is designed specifically to communicate with the SA at each specific
country, and the agents can learn and adapt individually to their specific
environment [9].

For each of the SA’s, an automaton-like input-state-output graph specifies and
describes its interaction with messages that enter the SA and which are aimed
in particular at this SA, and with other agents outside and inside this particular
SA. This graph represents states as nodes, and each distinct input is represented
by an arc leading into another node. An input-state pair will then produce a
new state (the next state) and an output.

Within each AS, there would be at least one SA which is specialized for
security surveillance and reaction (i.e. the Security Surveillance Agent SSA):
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Fig. 4. The KONFIDO architecture as a system of interacting agents

– We can imagine that different SSAs can be specialised in keeping track of spe-
cific communications with the national health infrastructure, or the various
communications that are being conducted.

– In addition, a Security Knowledge Base (SKB) which is local to each AS will
store security related data that is relevant to that AS.

4.1 Advantages of the Multi-agent System Architecture

The AS architecture has several advantages over other approaches:

– It allows the designer to introduce new functionalities by introducing new
SAs;

– This architecture allows for negotiations and economic exchanges between
agents, that can offer means for distributed decision making;

– It simplifies the documentation since each AS with its collection of SAs follows
the same standard template. Each AS, and each SA, is designed starting from
the same core template and code, which should be portable between different
countries, regions and access points;

– Code and agents can be shared as needed across multiple countries and access
points;

– It allows for the separate concurrent execution of the SA within the same AS,
so that we can benefit from parallelism to reduce execution times and also to
limit the sequential dependence between different SAs;

– Each SA can be separately stopped and restarted as needed, or deleted, inde-
pendently of the other SAs. Each individual agent can use its own access
controls and attack detection [12] and we can monitor energy and resource
usage for each agent separately [8];
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– The automaton-theoretic representation proposed for each SA allows the
input sequence, i.e. the sequences of messages that are directed to any spe-
cific SA, to be processed using standard parsing and interpretation algorithms
both off-line, for instance during system development, or when one simulates
a given AS to test and evaluate its operation. The same is true for the output
message sequences.

Some of these advantages also relate directly to security:

– This also allows us to design the security surveillance for each SA based on
standard parsing and formal language interpretation techniques which are
‘real-time algorithms’ for finite-state automata, and are also real-time for
extensions such as push-down automata.

– Specifically, the output sequences from some remote SA, which arrive to a
given SA at another location, can also be monitored for compliance with
regard to the remote SA’s finite-state-machine specification, and likewise the
local SA’s state and output behaviour can be monitored for compliance to its
own specifications.

The AS, can thus comprise a Knowledge Base which includes the automaton
specification of each of the SA that it contains, as well as those with which may
be remotely located and with which it exchanges message sequences.

4.2 The Specialised Security Agents (SSA)

SSA are simply SAs in a given AS that are in charge of monitoring security and
taking decisions that result from this monitoring activity. One of the roles of
the SSA’s in a given location’s AS can be to test the arriving input sequences
for compliance with the security requirements and as a way to detect unusual,
unexpected or unspecified behaviours. Similarly, once a SSA has accepted an
input sequence begin sent by some remote SA-R to a local SA-L as being valid,
it can verify the behaviour of the receiving local SA-L with respect that SA-L’s
specification, in order to detect unusual behaviours. A SSA can similarly have
the role of monitoring the output sequences of some local SA-L with respect to
the input sequences it receives.

The output of this analysis, such as the type and number of correct or incor-
rect message sequences, e.g. where correctness can be viewed as recognition by
the parsing algorithm, can be fed into a learning type algorithm which is used
to detect threats, and threat levels, and also provide data to the local Security
Knowledge Base (SKB) which is resident in each AS.

The SSA will have the ability to provide threat assessments and will be able
to modify its perceived risk levels for different SAs or for different current (open)
or past sessions.

Certain SSA will be considered to have higher priority, and they will be
called SSA-H agents. They will be able only to trigger specific reactions such
as blocking certain agents, re-starting agents that appear to be compromised,
and blocking certain communication ports. We note that an SSA-H will have the
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ability to call upon certain operating level procedures, contrary to the other SAs
which operate at the level of the AS rather than at the level of the underlying
software infrastructure.

4.3 Specialised Measurement and Performance Agents (SMPA)

Of course, once the system operates effectively and in a secure manner, it is also
necessary that it operates promptly so that delays and congestion are managed
as effectively as possible without undue delays and bottlenecks are avoided.
Thus we would expect that each AS will typically contain at least one agent, the
SMPA, that will measure relevant quantities such as the delay for the execution of
requests, the throughput in number of requests processed per unit time, volumes
of data transferred, the levels of transmission errors and repetitions, and possibly
also data regarding the congestion or load of the physical infrastructure.

Such data can be used to report on end user satisfaction, but we can imagine
that it can also be used to adaptively manage the infrastructure and the differ-
ent SAs, including to prioritise or defer certain requests, so that overall system
performance is optimised.

5 Conclusions

In this paper, we presented the KONFIDO approach for secure cross-border
health-care data exchange across Europe. KONFIDO aims to deliver a secure
and trust toolbox for enabling seamless interoperable cooperation of underlying
medical services provided by numerous eHealth applications. Such cooperation
requires a high level of security and also an high level of modularity to overcome
the heterogeneity of the involved devices. This paper discussed the proposal
architecture that will be implemented in the 36-month EU-funded KONFIDO
project. In particular, we presented the overall KONFIDO architecture following
a bottom-up approach. We started from a description of the reference scenario
in the context of the eHealth data exchange provided by OpenNCP platform as
outcome of the epSOS project. We presented the KONFIDO components and
how these are combined in a holistic approach aiming at improving the security
of OpenNCP eHealth data exchange. The main advantage of the KONFIDO
solution is that it is designed and implemented as a toolbox composed by different
services and tools the combination of which can be used to address a wide range
of possible eHealth scenarios (not only the ones related to OpenNCP) and to
solve many vulnerabilities in the exchange and processing of health data.
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Abstract. In this work, a photonic physical unclonable function module, based
on an optical waveguide, is demonstrated. The physical scrambling mechanism
is based on the random and complex coherent interference of high order optical
transverse modes. The proposed scheme allows the generation of random bit-
strings, through a simple wavelength tuning of the laser source, that are suitable
for a variety of cryptographic applications. The experimental data are evaluated
in terms of unpredictability, employing typical information theory benchmark
tests and the NIST statistical suit.

Keywords: Physical unclonable function � Random number generator
Optical waveguide

1 Introduction

The rapid development of technology and the advent of Internet of Things (IoT) have
already rendered the interconnection between heterogeneous devices possible, making
the remote access and control of our private information an aspect of our everyday life.
However, with the existing forms of hardware security, and taking into consideration
the size/cost restriction of such devices, the IoT ecosystem can be compromised by
numerous threats, thereby imposing a perpetual hunt of new protection schemes that
could be utilized. Within the last decade, Physical Unclonable Functions (PUFs) - a
physical feature of an object that it is practically impossible to duplicate, even by the
manufacturer - have been proven an innovative approach for the successful solution of
the aforementioned issues.

Essentially, a PUF is the hardware analogue of a one-way mathematical function,
which is not based on a common hashing transformation but rather on a complex and
non-reproducible physical mechanism [1]. Its directionality is preserved through the
complexity of the physical system employed, which renders brute force attacks com-
putationally infeasible, while the random physical process involved in its realization
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nullifies the possibility of cloning. These two key advantages, combined with the
deterministic (time-invariant) operation of their physical system, place PUFs as
excellent candidates for cryptographic key generation modules, through which keys
can be produced on demand, eliminating the need for secure non-volatile storage.

Currently, state of the art devices rely on electronic implementations, mainly
depending on the low manufacturing yield of various components like SRAMS, latches
etc. However, despite the fact that such schemes are resilient to noise, they have been
proven vulnerable to a plethora of machine learning and side channel attacks, which
has been attributed to their low physical complexity [2]. Furthermore, implementations
that are based on the inherent randomness of nanofabrication procedures, like mem-
ristors and surface plasmons [3], have shown great promise and potential, but the
technology is still immature.

Photonic implementations of PUFs utilize the coherent interaction of a laser beam
with a medium characterized by inherent random inhomogeneity. In these implemen-
tations, a laser source illuminates (challenge) a transparent material that has a set of
randomly positioned scatterers, the goal being the creation of unique interference
patterns (speckle) which are subsequently captured as images (responses). As stated
explicitly [6] in the literature a significant number of parameters can vastly affect the
responses, for example: the angle and number of incident beam(s), their wavelength,
and the beam diameter(s).

The recorded images (responses) go through post-processing via a hashing algo-
rithm to produce distinct binary sequences. Their recovery is achieved through a Fuzzy
Extractor scheme [4, 5]. The Fuzzy extractor scheme essentially maps every hashed
response to a unique bit-string output and it is comprised of two phases; the enrollment
and the verification phase. The former corresponds to the first time that a challenge is
applied whereby the output string is generated along with a set of public helper data,
while the latter represents the error-prone rerun of the measurement during which the
same result is recreated by using the helper data produced in the enrollment phase.

The physical complexity of a photonic PUF can be mainly attributed to multiple
scattering of light in the Mie regime. The Mie regime concerns particles of similar size
compared to the wavelength of the incident radiation, rendering the exact solutions of
the Maxwell equations necessary for an adequate description of the resulting electro-
magnetic (E/M) field distribution. The computational arduousness of this endeavor,
combined with the fact that any modification in the inherent structure of the medium or
the illumination conditions require a new set of equations, has the effect of the system
being highly unpredictable and therefore immune to statistical attacks [6].

In this paper, we propose an alternative PUF configuration, using a transparent
optical medium which allows multi-path propagation of the incident laser beam. That
medium allows the random excitation and the simultaneous guiding of a high number
of transverse optical modes, which can be perceived as the E/M field distribution
governed by the Maxwell equations and boundary conditions of the medium [7]. Some
representative intensity distribution patterns of transverse modes are presented in
Fig. 1. Each mode is characterized by a different propagation constant, which signifies
the phase change per length unit. This enables the coherent interaction between the
modes (amplitude and phase), generating the unique speckle patterns.
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The experimental setup, as illustrated in Fig. 1, employs a tunable single mode
laser with a central wavelength of k = 1540 nm, the waveguide specimen (PUF) and a
vidicon camera. The captured images are stored and processed offline, as proposed in
[4]. The product of that post-processing are the distinct binary sequences. The suit-
ability of the generated bit-strings to be used as cryptographic keys is evaluated through
standard NIST tests and established mathematical metrics like the Hamming/Euclidean
distances, conditional information entropy, and minimal conditional entropy.

The use of bulk optics and a full size Vidicon camera, renders the current lab
prototype non-miniaturized (30–50 cm across); however, in the near future, minia-
turized components (CCD camera) and spatial optimization will lead to a second
prototype of drastically reduced dimensions (3–10 cm across). Using the current pro-
totype, each image acquisition, digitization and post-processing, on average, requires
less than a second. Generating an entire data set is highly dependent on the number of
measurements and the selected delay between measurements, which can vary from a
few seconds to a few minutes. Nonetheless, prototype optimization and the inclusion of
a dedicated micro-controller responsible for challenge-response generation/acquisition,
alongside a typical frame rate of 60fps can allow the generation of 60 high definition
speckle patterns per second, thus enabling the generation of approximately 480000
binary sequences per second.

Our proposed PUF is being developed under the framework of the KONFIDO
project. An overview of the KONFIDO project is presented in [8]. Other recent work
regarding the KONFIDO project can be found in some recent papers. While in [9] the
authors consider the ethical issues related to transborder data exchanges, user
requirements are still being investigated while logging the transactions via blockchain
is proposed in [10].

Fig. 1. The experimental setup used for the generation of the binary strings. EDFA stands for
Erbium Doped Fiber Amplifier, whereas SMF for Single Mode Fiber
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2 Experimental Results and Analysis

The first leg of the experimental procedure was performed by varying the wavelength
of the laser by 100 pm, beginning at 1540 nm and reaching up to 1570 nm, and
recording the corresponding speckle patterns produced by a single waveguide (constant
random defects). The result of this process was the acquisition of 300 images, with a
resolution of 340 � 340 pixels. The unpredictability of the system was assessed by
calculating the magnitude of variation of these images. Moving forward, the resiliency
of the system to noise was studied by keeping the waveguide and the illumination
conditions constant, and acquiring multiple images (60) over a period of several
minutes.

The Euclidean distances calculated between the standardized images of the two
aforementioned datasets are presented in Fig. 2a. The left histogram of this graph
represents the noise-induced dissimilarities between speckles obtained under identical
experimental conditions, while the right one shows the discrepancies between images
recorded by varying the wavelength of the incident beam. As can be seen, there is
significant difference in the mean value of the two distributions (lnoise = 46.47 ± 9.8
and lwave = 380.47 ± 9.8) and clearly they do not overlap. This separation of distri-
butions is a prerequisite for the proper and efficient operation of such systems during
verification [1] in order to eliminate the possibility of two different illumination con-
ditions (two different challenges) of the PUF to be falsely considered the same chal-
lenge, only affected by noise (false positive), or two different measurements under the
same conditions to be falsely registered as different challenges (false negative).

Figure 2b shows the Hamming Distances of their corresponding hashed bit-strings
(255 bit long) extracted via the Random Binary Hashing Method of [4]. The Random
Binary Hashing Method can be summarized through the relation �y ¼ sign SFUð Þy½ �,
where y is the PUF response converted to a one-dimensional array of size N, �y is the
resultant hashed bit-string of length M � N, U is a diagonal random table (N � N),
containing the values ±1 with Pr [Uii = 1] = Pr [Uii = −1] = 0.5, and F is the discrete

Fig. 2. (a) Normalized histogram of the Euclidean distances for system noise and for different
illumination conditions (b) Hamming distance for the same cases.
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Fourier table of (N � N) dimensions. S represents a matrix containing M entries
randomly chosen from a uniform distribution (0, N), which are the indices of the
elements being extracted to constitute the hashed bit-string. Finally sign is the quan-
tization function, which is defined as:

sign kð Þ ¼ 1 for k[ 0
0 for k\0

�

As a preliminary analysis of the experimental setup, in order to find the necessary
wavelength step, the laser wavelength was initially varied by 10 pm, starting at
1540 nm and reaching up to 1552 nm, still employing a single waveguide, albeit
different to the one used prior. This process was repeated for different wavelength steps
(i.e. 20, 30, 50, 60, 80 and 100 pm) and as a result, seven distinct sets of images with a
resolution of 340 � 340 pixels were acquired.

Two representative histograms of Euclidean Distances, as calculated for the stan-
dardized images of the datasets acquired with 10 pm and 100 pm respectively, are
presented in Fig. 3a. As can be seen, the distribution corresponding to the 10 pm
measurements, compared to the 100 pm results, exhibits a pronounced tail, indicating
an increased similarity between pictures and, subsequently, between the yet-to-be-
calculated keys. This increased similarity is also verified via the cross-correlation
coefficients (Fig. 3b) and can be attributed to a large number of excited modes being
common throughout the challenges applied, due to the small wavelength variation
used. In particular the cross-correlation coefficient for two consecutive images obtained
with 10 pm and 100 pm wavelength difference was found to be 0.98 and 0.69
respectively. Therefore, the 100 pm wavelength step was selected, due to the fact that
the cross-correlation coefficient for that step is low enough to provide sufficient dif-
ferentiation between challenges.

Fig. 3. (a) Euclidean distances of 40 images obtained for a single wavelength, with 10 pm and
100 pm wavelength step size respectively. (b) Cross-correlation coefficient of a single image,
obtained under 1540 nm, and its subsequent responses, produced by increasing the laser
wavelength in 10 pm step.
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It should be noted that, between the unpredictability measurements (Dk = 100 pm)
presented in the histograms of Figs. 2a and 3a, the specimen used was changed;
therefore, the two distributions exhibit close but different mean values, due to the
unique non-replicable defects used.

The unpredictability of the generated binary sequences is a critical performance
metric, which evaluates the system’s resiliency to brute force attacks that aim in
exploiting a statistical anomaly or bias of the generated code words. Under that light, a
fundamental tool used by the cryptographic community is the NIST random number
evaluation test suite. Using this suite of tests, the random sequence under consideration
is being benchmarked against the statistical behavior of a known true random number
source. The requirements of the NIST suite, regarding the length and number of the
sequences, depend on the desired level of certainty (in our case a = 0.01) and are
different for every test. For the level of certainty that was chosen in our case, the data
set being tested should contain at least 1000 sequences, each 1Mbit in length.

So as to construct such a dataset, 30000 experimental images were utilized, each of
which was processed through the Random Binary hashing method 30 distinct times.
Each time, a unique matrix S was used for the selection of 1024 different pixels. The
number of common pixels at the selection stage for all the matrices was chosen so as
not to surpass 1 pixel per matrix. The extracted binary strings, of 1024 bit-length, from
all images were then concatenated, in order to form a single matrix containing 1 Gbit of
data. The outputs of the NIST tests are presented in Table 1.

Table 1. The results of the NIST suit P-value corresponds to the uniformity of the results
whereas proportion corresponds to the percentage of 1000 bit strings that passed the test.
*Multiple tests present, the worst results are presented.

NIST Tests P-value Proportion

DFT 0.0354 99.1%
Rank 0.7617 98.8%
Longest run 0.0019 99.2%
Non-overlapping templates 0.081 98.2%*
Block frequency 0* 100%
Cumulative sums 0* 100%
Frequency 0* 100%
Serial 98.9% 98.9%
Entropy 0.6931 99.3%
Linear complexity 0.4788 98.6%
Maurer’s universal 0 96.4%
Non-periodic template 0.004 98.3%
Random excursions 0.043 98.4%*
Random - excursion variant 0.003 97.8%*
Runs 0.00012 98.3%
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The data sequences generated by our system, as illustrated in Table 1, have suc-
ceeded in the majority of the tests of the NIST suite (14/15 passed), only marginally
failing to pass Maurer’s Universal test (proportion of success equal to 96.4%). How-
ever, that specific test is known to have generated false negatives on other, widely used,
random sequences. Therefore, the proposed PUF can be considered as an adequate
random number generator. Furthermore, the sequences which passed three of the tests
which involve the percentages of 1 s and 0 s in the bit sequences, (100% of bit-strings
passed the tests), failed at the uniformity test (P-value) nonetheless. The distribution of
p-values for the frequency test is presented in Fig. 4b. These tests do not produce
marginal results (low p-values), as can be seen in the results but, on the contrary,
success rate is too high, which implies a highly balanced percentage of 1 s and 0 s in
the bit sequences. The two histograms of Figs. 4b and c can be directly compared to
each other, Fig. 4c being Maurer’s Universal test where the singular fail occurred.
Nonetheless, this is a statistical anomaly which does not impose a security breach, due
to the fact that an adversary has no indication regarding the probability of bit-flips.
Furthermore, the fact that we re-hash images using unique pixel selection matrices with

Fig. 4. (a) Representation of the experimental bit-strings, black corresponds to “0” whereas
white to logical “1”. No pattern can be visually identified. (b) P-Values distribution for the
frequency test (NIST-success), (c) P-value distribution of the Maurer’s test (NIST-marginal fail).
(d) Minimum conditional entropy distribution
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zero-pixel repetitions removes any potential experimental bias and forces the system to
exhibit a “perfect” gaussian distribution. This feature, in turn, dictates a perfectly
balanced number of logical ‘1’ and ‘0’ and potentially is the reason behind the anomaly
in uniformity.

In the quest to further fortify our claim to unpredictability, we recruit the help of the
computation of the minimum conditional entropy (H-min), for all the pairs of
bit-strings. The H-min is a typical conservative measure for unpredictability between
pairs of code-words. In this case, we made use of the preexisting and aforementioned
sample, which consisted of all challenges from a single PUF (Fig. 4a). It is evident that
the mean value is exceptionally high (mean = 0.929), thereby confirming the suitability
of a photonic PUF to be used as a cryptographic key generator. In Table 2, we include
the minimum conditional entropy and the conditional entropy of various silicon-cast
PUFs as well as those of a popular pseudo-random algorithm (Ziggurat), for com-
parative reasons. As is clearly illustrated, the proposed scheme offers comparable
performance to both the Ziggurat algorithm as well as the best of what the silicon-cast
PUFs have to offer, all the while vastly outperforming every other implementation.

The aforementioned results provide insight that the proposed PUF can operate as a
random number generator without the vulnerabilities of typical approaches. On the
other hand, these results are generated by exploiting different PUF instantiations, dif-
ferent challenges and by varying the pixel selection procedure (so as to generate
1 Gbps of data). This approach is not practical and demands the integration of a
significant number of PUFs in the same device or the use of more sophisticated pro-
cessing schemes. Nonetheless, the demonstrated sensitivity of the responses to the
laser’s wavelength alongside the ability to simultaneously spatially modulate the
incoming illumination can offer similar results in terms of performance without the
cumbersome use of multiple PUFs.

Ultimately, it is important to note that the proposed system can generate bit-strings
of any size which can be used as symmetric keys or as random seeds for an algorithmic
pseudo-random generator with no additional processing. In the case of random number
generation for asymmetric key encryption (private/public), where key requirements
exist, like the PUF generated private key to be a large primary number, further oper-
ations can be performed during post-processing.

Table 2. Conditional entropy (H-Cond) and minimum conditional entropy (H-min) for silicon
cast PUFs, the proposed scheme and a popular pseudo-random algorithm. *The proposed
implementation

PUF type H-min H-Cond

SRAM 0.937 1
DFF 0.4 0.875
Latch 0.211 0.68
Arbiter 0.01 0.053
RO 0.104 0.765
Optical-PUF* 0.929 0.99
Ziggurat 0.928 0.99
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3 Conclusion

The proposed photonic PUF is based on an alternative scrambling mechanism com-
pared to conventional approaches that is based on the random excitation and power
distribution of a high number of transverse optical modes in a guiding medium. The
proposed scheme allows the generation of binary sequences compatible with the NIST
test, while at the same time offers higher performance compared to state of the art
approaches in terms of Hamming- Euclidean distance and minimum conditional
entropy. These results provide insight that further development of the proposed scheme
could provide a secure standalone module for random number generation that does not
share the vulnerabilities of pseudo-random algorithms or conventional PUFs and does
not need secure nonvolatile storage. In near future implementations, the cumbersome
tunable laser can be replaced with a spatial light modulator, thus allowing an expo-
nentially larger challenge space (number of inputs), with similar or higher performance.
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Abstract. Innovative eHealth technologies and solutions are changing the way
healthcare is delivered, raising many challenges regarding the ethical concerns
that need to be addressed. There is a growing demand for tools that enable the
assessments of the ethical impact in order to assure compatibility or highlight
areas of incompatibility. This paper aims to address the ethical challenges that
will arise during KONFIDO EU-funded project. KONFIDO project aims to
develop tools and procedures to create a paradigm for secure inner and
cross-border exchange of healthcare data in a legal and ethical way at both
national and European level. The paper proposes an ethical framework that
consists of a set of ethical principles derived from recent literature and European
regulation and a supporting checklist. The ethical framework represents a
concrete and practical guidance for healthcare professionals and developers in
order to build ethically acceptable KONFIDO solutions.

Keywords: eHealth � Cross-border healthcare data exchange
Ethical framework

1 Introduction

Recent European level plans in healthcare include the means to implement cross-border
healthcare solutions in the European Union. This raises awareness towards the need for
secure interoperable eHealth technologies and solutions, including electronic health
records (EHRs), electronic prescribing (ePrescription), mobile health (mHealth) devi-
ces and applications [1, 2]. The related documents can include sensitive information
that patients might not wish to reveal. The need for a pragmatic approach and tools for
handling ethical access issues has been well recognized in the health research
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community. eHealth research projects are conducted by large consortia formed of
public-private partnerships that operate in multinational settings that are increasingly
attempting to bring together large data sets utilising patient’s computerised medical
record data for cross-border applications. The EU-funded KONFIDO project (http://
konfidoproject.eu/) [8–10] presented in the present volume [7], aims to develop tools
and procedures to create a scalable and holistic paradigm for secure inner and cross-
border exchange of healthcare data in a legal and ethical way at both national and
European level. KONFIDO requires assessing the ethical dimensions that concerns the
collection, storage, transmission and dissemination of personal data. As a result, the
KONFIDO landscape of potential ethics issues is very complex. In order to address
these issues, an ethical framework and other supporting tools were defined as a guide to
provide a direction on the cross-border eHealth applications involved into KONFIDO.

2 Building the Ethical Framework: The Methodology

In order to understand what ethical principles have already been identified and dis-
cussed in the context of eHealth, a comprehensive analysis of recent literature and
European Regulations (see Table 1) has been conducted in order to identify relevant
references related to the ethical aspects of eHealth using specific search terms (e.g.,
eHealth ethics & framework, ethics & cross-border healthcare, etc.).

Table 1. Ethical principles in literature findings

Document title Ethical principles

de Lusignan et al. [3] 1. Autonomy
2. Respect rights and dignity of
patients
3. Respect clinical judgment of
clinician
4. Duty to provide care
5. Protection of the public from harm
6. Beneficence
7. Justice
8. Non-maleficence
9. Reciprocity
10. Solidarity
11. Stewardship
12. Trust
13. Lawfulness
14. Transparent project approval
process

(continued)
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The main findings in Table 1 can be aggregated for similarity of concepts as shown
in Fig. 1. The ethical principles that are highlighted in grey are those included into
KONFIDO ethical framework. They are described in the following with suggested
actions.

Trust
The ethical principle of trust is based on consent and confidentiality principles.

Data subjects should be informed when their identifiable data are sent or compro-
mised abroad and an informed consent should be obtained for sharing identifiable data
or for sharing data across a network that may be unsecure. Another aspect of trust is
related to data quality. In fact, this principle ensures that individuals cannot be
incorrectly identified and false conclusions cannot be drawn.

Suggested Actions
In order to respect the principle of trust, the software processing systems should
include appropriate data quality mechanisms and integrity checks. Data needs to be
collected in a standardised way so that it can be comparable and usable. The healthcare

Table 1. (continued)

Document title Ethical principles

ETHICAL Project
(EHTEL - ETHICAL Principles for eHealth - Briefing
Paper) [4]

1. Trust in data sharing
2. Privacy and security
3. Ownership and data control
4. Dignity
5. Equity
6. Proportionality

eHealth Code of Ethics [5] 1. Candor & Honesty
2. Quality
3. Informed Consent
4. Privacy
5. Professionalism
6. Accountability

General Data Protection Regulation
(Regulation (EU) 2016/679) [2]

1. Lawfulness, Fairness &
transparency
2. Purpose limitation & Data
minimization
3. Data accuracy
4. Storage limitation
5. Data integrity
6. Data confidentiality
7. Accountability
8. Data protection by design and by
default
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organisation should provide, in clear and understandable language, general descriptions
of policies and practices regarding the collection, storage, and use of identifiable health
care information. Moreover, it has to inform the patients regarding potential breaches of
data security.

Privacy and Security
Privacy and Security principles are related to two main areas of consent and confi-
dentiality. The eHealth solution developer should perform a risk analysis in order to
identify the security measures to protect data. The patient has to receive a document
(e.g., information sheet) with details regarding the security mechanisms in place.

Suggested Actions
Perform a risk analysis to identify the principle dangers and related remedies. Prepare
an information sheet with details about the security measures.

Proportionality
The principle of proportionality is fundamental when considering eHealth applications
with specific reference to data collection, use and storage. According to the propor-
tionality principle healthcare data should not be stored longer than necessary in the
recipient country in order to avoid risk of disclosure and the data should be shared via
an unsecured network only in life-threatening emergencies. Those responsible for the

Fig. 1. Aggregation of literature findings: KONFIDO ethical principles.
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deployment of eHealth applications will need to balance the excessive use of security
and other procedural protection that can greatly increase the cost of providing eHealth
solutions and introduce delay.

Suggested Actions
The data sharing mechanisms should guarantee that the data are not stored longer than
necessary in the recipient country and the information is unobstructed when there is an
urgent need to obtain data, particularly to prevent loss of life.

Ownership and Data control
The patients are the owners and controllers of their healthcare data, with the right to
make decisions over access and to be informed about how it will be used.

Suggested Actions
The patients have to be informed about the processing of the personal data and they
must authorise data manipulation (e.g., provide authorisation for the cross-boarding
data sharing).

Equity
eHealth applications have the potential to promote equality and reduce inequalities in
healthcare. The provision of tools for self-management enables people with chronic
diseases to have more control over their conditions. Remote monitoring can also
improve the quality of life for certain groups in society enabling them to keep living in
their own homes rather than being treated or cared for in nursing homes or other care
centres. All of these features can work towards reducing health inequities.

Suggested Actions
KONFIDO services should contribute to equality in healthcare and it should be suitable
to be used in every EU member country.

Dignity There is no doubt that eHealth has the potential to bring significant benefits.
However, there is a risk that the human aspects are ignored and the patients do not have
the power to influence the development of eHealth applications and become a simple
component in an eHealth machine. In order to prevent this, eHealth applications need
to be reviewed with input from end-users that should have the accountability to give
their feedback about the data management system.

Suggested Actions
Design KONFIDO without ignoring the human aspects, with the patient at the centre of
the healthcare processes. Introduce mechanisms that enable a continuous revision of
KONFIDO applications according to end users feedbacks.
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3 Ethical Framework Flowchart

The ethical framework is proposed in the form of a flowchart based on the H2020
Guidance—How to complete your ethics self-assessment v5.2 [6]. In the flowchart
(Fig. 2), the grey boxes represent the activity performed by KONFIDO applications and
the dotted boxes contain the suggested actions and the support documents. The imple-
mentation of ethical principles should include a participatory and person-centred approach.
In this sense, three documents are introduced: an informed consent, an information sheet
(i.e., storage procedure, data security measures) and data-sharing authorisation.

4 KONFIDO Architecture Review: A Preliminary Checklist

In order to check if KONFIDO architecture is compliant with the ethical principles, a
preliminary survey was developed with the checklist reported in Table 2.

Fig. 2. Ethical framework
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5 Conclusions

Across Europe there is a growing demand for tools that enable ethical impact
assessments and comparative analysis of ethical principles related to eHealth solutions
for cross-border applications.

This paper proposes an Ethical framework and a set of tools that will enable
KONFIDO project to be compliant with a set of ethical principles extracted from recent
literature and European Regulation. For each ethical principle, a set of suggested
actions have been listed and included into a flowchart that analyses three different
operational levels of KONFIDO applications (i.e., collection, storage and sharing).

Table 2. Preliminary survey for the review of KONFIDO architecture

Trust in data sharing
1. Has a minimal dataset been defined?
2. Is there any anonymised/pseudo-anonymised information?
3. If yes, which is this information?
4. Is there any encrypted information?
5. Does KONFIDO architecture include data quality mechanisms?
6. Does KONFIDO architecture include appropriate integrity checks?

Privacy and security
1. When sharing identifiable data, is the consent obtained?
2. Is it possible to define collection and storage procedures?
3. Are the risks of sharing process examined (e.g., as a result of a risk analysis)?

Proportionality
1. How long data are stored in the recipient country?
2. Are there any emergency procedures that facilitate data access in case of urgent need?

Ownership and data control

1. Is the patient informed when data is shared abroad (Notification Process)?
2. Is the patient informed when data is compromised abroad (Notification Process)?
3. Does KONFIDO architecture generate records of data processing activities?
4. If yes, which kind of information is stored?

Equity

1. Is the designed architecture always applicable?
2. Are there any conditions in which a KONFIDO application could be difficult or im-

possible?
3. If yes, could you provide some examples?

Dignity

1. Is it possible to provide feedback and make complaints?
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Abstract. On an EU level, the topic of electronic health data is a high
priority. Many projects have been developed to realise a standard health
data format to share information on a regional, national or EU level.
All the projects favour and contribute to the development and improve-
ment of the prerequisites for intra- and cross-border patient mobility.
This work presents a new approach for the implementation of disrup-
tive logging: an audit mechanism for cross-border exchange of eHealth
data on OpenNCP, providing traceability and liability support within
the OpenNCP infrastructure. Relevant parties could be legally obliged
to keep a log of all privacy-critical operations performed by OpenNCP
users.

Keywords: Cyberecurity · E-Health · Blockchain · Logging

1 Introduction

In the last few years, the number of people travelling across Europe for leisure,
business or study purposes has been constantly increasing. In addition, the right
of European Union (EU) citizens to seek healthcare in other European countries
creates a strong demand for the cross-border exchange of health data. On an EU
level, the topic of electronic health data is a high priority. Several projects have
been developed to realise a standard health data format to share information on
a regional, national or EU level.

With the advent of digital technology and with an increasing number of
countries in Europe shifting their priorities towards digital health care, a secure,
standard method for exchanging data among member states is needed. Electronic
data does not flow freely between most of the EU countries due to a number of
barriers, such as a lack of awareness, trust and legal clarity. This has led to the
need for increased security implementations, resulting in improved user accep-
tance of such applications and thus to large-scale adoption of these technologies
and to full exploitation of their advantages. Electronic health record (EHR) sys-
tems must assure a high level of protection to maintain the confidentiality of
patients’ data [12].
c© The Author(s) 2018
E. Gelenbe et al. (Eds.): Euro-CYBERSEC 2018, CCIS 821, pp. 46–56, 2018.
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The EU is very active in the development of possible solutions, and several
projects have been funded by EU’s Horizon 2020 programme. For instance, the
KONFIDO [11,17] project is developing a federated architecture, using privacy
through design principles. It will enable the secure exchange, processing and
storage of health-related data. KONFIDO will make cross-border interoperation
of eHealth services provided by individual countries more secure, while allowing
each participating entity to enforce specific policies for protection and control of
personal health related data.

While some past and current projects have delivered important results, a
sound holistic approach to the issue of digital security in eHealth is still a faraway
target.

In this work, we present a secure audit mechanism based on blockchain tech-
nology. We first provide a general overview of the current situation regarding
eHealth data exchange in Europe. Second, we introduce the OpenNCP soft-
ware, mainly focusing on the log flows inside the platform. We continue with
a description of the presented solution, detailing the interaction between the
proposed components. Finally, we give our conclusions.

2 eHealth Data Exchange in Europe

Moving toward eHealth is a key goal of the EU. Many health and IT policy docu-
ments emphasise the benefits of (and barriers to) pursuing the digital agenda. In
2004, the European Commission initiated its first eHealth Action Plan, request-
ing a commitment from Member States to work together on eHealth. Over the
last decade, progress toward eHealth within the 27 EU Member States has been
inconsistent [6,9]. The academic literature has primarily focused on issues related
to the adoption and diffusion of specific eHealth technologies, such as EHRs,
health information exchanges (HIEs), and telemedicine, along with their various
benefits and barriers [5].

To increase the efficiency of patient care delivery, healthcare parties must be
able to access and exchange patient information independent of their organisa-
tional and technological particularities. The European Commission is taking a
first step in this direction by defining guidelines for defining and sharing patient
summaries across Europe. The European Patient Summary (EPS) [15] is an
interoperability infrastructure intended to address this challenge by managing
and exchanging patient summaries across European healthcare networks. From a
technical perspective, the realisation of the EPS demands powerful middleware
technology that guarantees ubiquitous access to distributed and multi-faceted
data as well as scalability, persistency and interoperability.

One of the most relevant efforts has been the epSOS [7] Project, aiming at
designing, building and evaluating an e-Health framework and ICT infrastruc-
ture to allow patient data to be securely exchanged among different European
healthcare systems. The epSOS project provided a practical eHealth frame-
work and ICT infrastructure, based on existing national infrastructures, that
enables secure access to patient health information, particularly with respect
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to a basic Patient Summary and ePrescription/eDispensing, between European
healthcare systems. The cross-border services are handled by clinical gateways
called National Contact Points (NCP) [14].

epSOS introduced a full set of specifications and operational aspects to define
an interoperability framework that builds on widely accepted standards, such as
Health Level 7 (HL7). epSOS also provided a reference implementation which
was changed to an open-source community implementation, OpenNCP [10].

3 OpenNCP

OpenNCP [8] solves the problem of securely exchanging documents for care pro-
visioning abroad, maintaining the clinical/legal value of the original documents.
OpenNCP is meant to establish shared eHealth practices with respect to patient
data exchange across European member countries. Besides supporting the cor-
rect flow of data, the goal of OpenNCP is to ensure the respect of security, legal
and interoperability requirements. OpenNCP provides a number of interopera-
ble services, which enable national and regional eHealth platforms to establish
cross-border health information networks. Although OpenNCP offers a secure
solution to transfer eHealth data across the EU, there is still room for improve-
ments from a security point of view. A key concern is the implementation of a
secure and unforgeable audit system.

3.1 Logflow

An OpenNCP node generally interacts with two different types of counterparts:
a national infrastructure, to retrieve patients’ data from the national healthcare
system, and another OpenNCP node, to retrieve patient’s health data from
another country. This section mainly focuses on identifying the log flows inside
OpenNCP, in particular for all the scenarios requiring health data exchange
between two different countries. An OpenNCP node interacts externally towards
another NCP node for these purposes [16]: (a) Exchange of ePrescription (eP),
Patient Summary (PS) and eDispense documents; (b) Patient identification.

Audit Manager. The current implementation of OpenNCP uses an internal
component, based on OpenATNA [1], to implement the Audit Trail objectives.
This component provides interfaces for the Audit Trail Service, acting as service
point to keep track of events to be logged. The Audit Manager has a built-in fea-
ture to assure that all the audit messages are sent to OpenATNA and persisted in
the database. If something goes wrong while attempting to send an audit message
to OpenATNA, the message is stored on the file-system for later handling.

Patient Identification. The workflow between two countries during the iden-
tification of a patient in a foreign country (B) and his or her home country (A)
can be summarised as follows: the Audit Manager on node B keeps track of the
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request sent by country B. The same occurs in country A when the message
arrives. When country A responds to the request, a new record is created in the
Audit Manager and persisted in the database. The same happens in B when the
response arrives.

Data Exchange (PS and EP) and Notifications. If a patient has been
already identified, a healthcare professional (HP) can query the system to
retrieve his or her patient summary and/or prescriptions. Each component per-
forming an operation, in both countries, either going on the National Infrastruc-
ture or forwarding to an external NCP node, saves an audit trail in the DB by
means of the Audit Manager.

4 Architecture

This work proposes a new architecture to overcome the issues related to the stan-
dard logging mechanisms within OpenNCP. It provides traceability and liability
through an unforgeable log management system based on blockchain. The aim of
this study is to create an architectural model of a centralised blockchain-based
solution extending Bit4id’s SmartLog [2] platform.

Fig. 1. Log management system architecture.

The proposed architecture is based on three modules (Fig. 1):
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– SmartLog: it is able to ensure the origin and integrity of system logs and
certain time evidence of log generation (by time-stamping) along with the
standard filtering features provided by the most common logging management
systems;

– Encryption module (E): all the logs must be properly encrypted before saving
them on the blockchain. The encryption is needed for two main reasons: (a)
making logs accessible only to the countries involved in the transactions; (b)
purging all the logs after a certain amount of time, according to specific
regulations;

– Blockchain: it grants distributed access to data, while making information
unforgeable and undeletable.

The proposed approach requires deployment of the new modules in each
OpenNCP node. For every country, the new logging system requires that a
SmartLog and an encryption module directly connected to the OpenNCP node
be in use, and a node belonging to a private blockchain must safely store the
logs. The Certification Authority, depicted in Fig. 1, is part of the defined encryp-
tion mechanism, but it does not need to be deployed in every country. A single
element is enough to support the entire architecture (Fig. 2).

Fig. 2. SmartLog integration.

4.1 SmartLog

SmartLog is a client-server system for log message management, ensuring system
log origin, certain time evidence of log generation (by time-stamping), integrity
of each message and confidentiality. SmartLog makes it possible to perform effi-
cient and centralised management of the log files. The solution is not invasive
and is completely decoupled from pre-existent hardware/software architectures.
Moreover, it does not require any intervention on the current OpenNCP archi-
tecture or development of an integration module. The product is able to replace
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the OpenATNA repository used by the platform. In our work, SmartLog receives
the logs directly from the Audit Manager, which can be achieved by changing a
few parameters in the OpenNCP settings configuration.

SmartLog is based on four main components (Fig. 3):

Fig. 3. SmartLog components.

– Capturing and filtering: SmartLog is able to safely acquire and transfer all
messages generated by the monitored systems. Any type of event can be
enriched and transformed;

– Timestamping and security: the platform generates a timestamp for each log
message to ensure a trusted and certain time reference for the log and to level
out the time formats (often disparate) between the different systems;

– Storage: SmartLog comes with an internal storage mechanism hosting all
the collected logs, without allowing access to the data except for authorised
personnel. This work focuses on extending this functionality, storing selected
logs directly on a private blockchain through the use of the encryption module
described in the next section. This mechanism will be applied only to logs
regarding critical operations within OpenNCP;

– Management and consultation: log consultation and management is exclu-
sively available to authorised personnel.

When SmartLog completes its processing on the received logs, it has two
possible choices: storing the logs in internal secure storage or, in case the logs
referring to ehealth data exchange between two countries, forwarding them to
the encryption module for the next steps.

4.2 Encryption Mechanism

Once the critical logs have been filtered and processed by SmartLog, they are
ready to be securely stored on the blockchain to make them unforgeable and
undeletable. At this point, another problem arises. When something is stored
on a blockchain, even a private blockchain, the information becomes accessible
to everyone connected to the distributed ledger. In case of eHealth, most often,
exchanged data contains patients’ sensitive information, and so it cannot be
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openly exposed to everyone in the system. According to EU regulations, only
the entities involved in a transaction should have access to the audit logs of the
transaction. Moreover, old logs must be purged after a certain amount of time.

The regulation requirements are partially conflicting with the immutability
and undeletable nature of the auditing mechanism and the blockchain technol-
ogy. For this reason, a specific encryption mechanism has been defined in this
work. This mechanism is required to ensure that data are only accessible to the
parties involved. An approach with a combination of symmetric and asymmet-
ric encryption enables data sharing between selected entities and yields good
performance for the auditing system [13].

Symmetric Encryption. Symmetric encryption mechanisms considerably
reduce encryption complexity. Following this method, data are encrypted and
decrypted by splitting them into a form of blocks. In its simplest mode, it is
possible to split plain text into blocks, which are then fed into the cipher sys-
tem to produce blocks of cipher text. By handling only small chunks of data,
symmetric encryption algorithms yield good performance. The biggest problem
with symmetric key encryption is finding a safe way to exchange the ciphering
key with the other parties involved in the communication [18].

Asymmetric Encryption. Asymmetric cryptography, also known as public
key cryptography, uses public and private keys to encrypt and decrypt data.
For asymmetric encryption to deliver confidentiality, integrity, authenticity and
non-repudiability, users and systems need to be certain that a public key is
authentic, that it belongs to the person or entity claimed and that it has not
been tampered with or replaced by a malicious third party. There is no perfect
solution to this public key authentication problem. A public key infrastructure
(PKI), where trusted certificate authorities certify ownership of key pairs and
certificates, is the most common approach.

The encryption module, by design, generates a new key-pair and the corre-
sponding Certificate Signing Request (CSR) every year. The CSR is later sub-
mitted to the trusted internal Certification Authority (CA). Upon receiving the
CSR, the CA validates the request and responds with a CA Certificate. When
the certificate expires, the module takes care of deleting the key-pair associated
to it and generates a new one to request a new certificate.

When the encryption module of an OpenNCP node receives a new log from
SmartLog, it converts it in the encrypted format depicted in Fig. 4. The encryp-
tion process can be summarised as follows:

1. The encryption module extracts meta-data from the log, such as source coun-
try, destination country and performed operation. The meta-data are not
encrypted and are used to index the messages in the blockchain for future
retrieval;

2. Module (E) generates a random symmetric key (K) that is used to encrypt
the audit log (M): [SE(M,K)];
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3. The key is later encrypted using the asymmetric encryption. The module
encrypts the key (K) two times. The first encryption is performed using the
public key Psend of the source country [AE(K,Psend)], the second using the
public key Precv of the destination country [AE(K,Precv)]. The public keys
are always retrieved from the CA, which is the only trusted entity to retrieve
public keys;

4. The fully encrypted log is sent to the blockchain to be permanently stored;
5. The module destroys the symmetric key, which from that point on is only

available in the message on the blockchain.

Fig. 4. Encrypted log structure.

The encryption mechanism described above makes the data stored on the
blockchain only accessible to entitled parties. Only the involved parties can access
the logs using their private key, if it has not already expired. If one of the
countries (A) involved in a transaction needs to get access to a log, it can retrieve
the log from the blockchain. The log can only be decrypted in the encryption
module, which owns the private key of the country. The private key PRA is used
to decrypt the symmetric key (K) saved in the message, which in turn is used
to decrypt the real log. This process safeguards users’ privacy and enables the
single actors to decrypt the messages on their own in case of disputes. Moreover,
changing the encryption key-pairs every year and forcing the deletion of the
previous ones for every Member State makes it impossible to decrypt old logs,
in accordance with the specific regulations.

4.3 Blockchain

Blockchain is a decentralised transaction and data management technology
developed first for Bitcoin cryptocurrency. The interest in Blockchain technology
has been increasing since the idea was coined in 2008. The reason for the inter-
est in Blockchain is its central attributes, which provide security, anonymity and
data integrity and immutability without any third-party organisation in control
of the transactions, and therefore it creates interesting research areas, especially
from the perspective of technical challenges and limitations [3].

All the participants are equipotent and equally privileged, and the opera-
tional principles of the decentralised database are mutually decided. Blockchain
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protocols thus ensure that transactions on a blockchain are valid and never
recorded to the shared repository more than once, enabling people to coordinate
individual transactions in a decentralised manner without the need to rely on a
trusted authority to verify and clear all transactions.

After a block has been added to the blockchain, it can no longer be deleted
or changed, and the transactions it contains can be accessed and verified by
everyone on the network.

Multiple distributed ledger solutions have been evaluated to best fit the flexi-
bility, security and performance prerequisites needed for the proposed approach.
Considering the generic purpose of the platform, we decided to use MultiChain
[4]. It is an open source technology allowing the implementation of a private
blockchain and providing low overhead for the transactions handling.

The MultiChain technology is a platform that helps users to establish a
certain private Blockchain. It solves the related problems of mining, privacy and
openness via integrated management of user permissions.

Once a blockchain is private, problems relating to scaling are easily resolved,
as the chain’s participants can control the maximum block size. In addition, as a
closed system, the blockchain will only contain transactions which are of interest
to those participants.

Privileges. In MultiChain, all privileges are granted and revoked using network
transactions containing special metadata. The miner of the first ‘genesis’ block
automatically receives all privileges, including administrator rights to manage
the privileges of other users. This administrator grants privileges to other users in
transactions whose outputs contain those users’ addresses along with metadata
denoting the privileges conferred. When changing the administration and min-
ing privileges of other users, an additional constraint is introduced, in which a
minimum proportion of the existing administrators must vote to make a change.

Mining. By restricting mining to a set of identifiable entities, MultiChain
resolves the dilemma posed by private blockchains, in which one participant can
monopolise the mining process. The solution lies in a constraint on the num-
ber of blocks which may be created by the same miner within a given window.
MultiChain implements this scheme using a parameter called mining diversity.

General Data Storage. MultiChain streams enable a blockchain to be used as
a general purpose append-only database. A MultiChain blockchain can contain
any number of streams, where the data published in every stream are stored by
every node.

5 Conclusions

In this paper, we presented a method for utilising blockchain technology to
provide tamper-proof audit logs for cross-border exchange of eHealth data
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in Europe. Blockchain security properties can guarantee off-the-shelf non-
repudiation and integrity for logs without extra efforts. MultiChain technology,
without relying on the proof-of-work mechanism, does not suffer from the limi-
tations imposed by the Bitcoin technology regarding the number of transactions,
block size and cost per transaction. This approach provides an easy to integrate
solution for current OpenNCP issues by providing traceability and liability sup-
port within its infrastructure. Our work combines secure storing mechanisms
with fine-grained privacy controls in one component, without requiring signifi-
cant changes to the OpenNCP architecture.
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Abstract. The Internet of Things (IoT) provides us with a vast amount
of new data day by day, however, currently, most of these are only stored
without utilizing their full potential. The attractive concept of data mar-
kets can change this situation in the near future and thus we initiate the
study of security aspects of such systems. In this work, as a first step,
we analyse the data markets based on the possible security requirements
of the different participants. We identify more than 30 possible scenarios
and connect these to the relevant areas of cryptography. Our analysis also
highlights several open problems motivating further research on certain
cryptographic primitives.

Keywords: Cybersecurity · IoT · Data markets · Market mechanisms

1 Introduction

Current technological trends, as the proliferation of smart devices and the Inter-
net of Things (IoT), made the rapidly increasing amount of data a new raw
material waiting for utilization. The main barrier of this is that in most cases
the collected data is only available for the user and manufacturer of a sensor or
smart device. One possible way of exploiting the full potential of this informa-
tion is to build an ecosystem around it. This is exactly the idea of Data Markets
[5], where data brokers (DB) buy data from the owners and resell the collected
data (possibly together with computing resources) to a third party that provides
some value-added services (VAS) to its users. These services can typically help
predictions or support optimization via analysing a wide range of data.
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Our Contribution. The issue of security and privacy arises naturally whenever
data get out of the control of its owner. In this work, we investigate the possible
security issues related to data markets. Compared to a simple cloud comput-
ing scenario, where only two roles (user and cloud service provider) are present,
data markets involve parties of three type (data owner, DB, and VAS provider)
which can all trust or distrust the others. Based on the level of trust between
the parties, we identify 31 different scenarios, some of which can be handled
straightforwardly, some are closely related to different areas of cryptography,
while others motivate further research on specific problems. We found that the
two most interesting open questions are the following. Is it possible to provide
the secrecy of a computation and at the same time verify that it obeys certain
restrictions? Can an encryption scheme allow for computation on certain hid-
den data but not on others such that the admissible data can be determined in a
fine-grained manner? Our work also motivates the adjustment of existing cryp-
tographic primitives to the use-cases provided by data markets.

Related Works. While to the best of our knowledge, the concept of data mar-
kets has not been implemented yet, several pioneering projects are approaching
towards this goal. Their common property is that only limited information is
available about their design (in the form of white papers). These initiatives
include the Data Market Austria Project [3]; the pilot study of IOTA Data
Marketplace [9]; Ocean Protocol [12] that aims to connect data providers and
consumers; the decentralized marketplace of Datum [4]; and the Enigma Pro-
tocol [15] based on secure multiparty computation (MPC). Market formation
through automatic bidding [6,7] can also be considered in the context of data
markets.

2 System Model for Data Markets

The resources of a data market are provided by owners of sensors and “IoT”
devices (DO), who provide (sell) data directly to the data broker (DB) and indi-
rectly to VAS providers. In our model, DB is not decentralized but rather a single
entity, investing in infrastructure for data storage and executing computations.
Naturally, different DBs might compete with each other in the future and most
probably also with different distributed systems (improving the service quality),
but our focus is the inner working of a single, centralized marketplace (with one
DB).

DBs offer their services to different value-added service providers (VASPs)
that can utilize data in order to fulfil the various needs of end users (either
individuals or companies). It is important to note that we do not want to restrict
the scope of offered services, but from statistical analysis to the training of AI
(artificial intelligence) models, any service is included. Even if the final goal of
such ecosystems is to serve the end users, they are less important in our study
as we are interested in the security aspects of data markets. More precisely, all
the available information for an end user is a subset of the information handled
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Fig. 1. System model of the envisioned data market.

by the corresponding VASP and vice versa, any information about the end user
is exposed in the system through the VASP so for our purposes it is enough to
consider VASPs.

The imagined model of the ecosystem is depicted in Fig. 1, containing also the
rough business models of the different parties. At the same time, the economic
aspects of such system are out of the scope of this work.

3 Related Tools

In this part, we provide a brief and informal description of the concepts appearing
later in this work. These are the following.

Trusted Execution Environment (TEE) refers to an isolated processing
environment in which computations can be securely executed irrespective of
the rest of the system. In a high level, when considering information leakage,
outsourced computation that is executed in TEE (by an untrusted party) is
equivalent to local computation and thus in the rest of this work we do not
differentiate between these two cases. For more details on TEE, see [14].

Differential Privacy is a mathematical framework for the privacy protection
of data used for statistical analysis (see [11]). While in some very specific
cases it can be useful for privacy protection also in Data Markets, we will not
consider this solution because of two reasons. We do not restrict the scope
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of computable functions to statistics (i.e., individual data values may be of
interest instead of only cumulated data) and we are interested in enforcing
access control policies belonging to data, while differential privacy does not
restrict access to data.

Homomorphic Encryption (HE) enables to execute computations on
encrypted data that results in an encrypted output. This capability can be
used to make outsourced computation secure, by maintaining the secrecy
of inputs and outputs (while the applied function is public). Depending on
the supported functions, there exist additively, multiplicatively, somewhat
and fully homomorphic encryption schemes. While the latter one supports
an arbitrary number of multiplications and additions, in somewhat homo-
morphic schemes the number of computable multiplications is restricted. See
details in [1].

Functional Encryption (FE) is a generalization of traditional (either private-
or public-key) encryption schemes that integrates function evaluation into
decryption. More precisely, so-called functional secret keys can be issued for
a function f , that when used in the decryption of a ciphertext corresponding
to a value x, results in the value f(x) without leaking any more information
about x, than exposed by f(x). For details, we refer to [8].

Attribute-Based Encryption (ABE) is a subtype of FE, that realizes fine-
grained access control. Ciphertexts and secret keys are associated with access
control policies and “attributes” (or vice versa) and decryption is possible
only if the attributes satisfy the policy.

Oblivious Transfer (OT) and Private Information Retrieval (PIR) are
dealing with transmission of data between two parties, such that the receiver
does not have to reveal the data, she wants to retrieve from a dataset (PIR).
We call this OT when the receiver obtains no other information, besides the
desired data, from running the protocol. In the sequel, prime is going to
denote that the protocol is non-interactive. For more details about OT and
PIR, see [13].

Secure Multi-party Computation (MPC) allow n parties to jointly com-
pute an n variate function on their inputs, often through several rounds of
interaction, without revealing their inputs to each other. Among those cryp-
tographic primitives that aim to achieve some form of secure computation,
realizations of MPC are the closest to practical usability [10].

Obfuscation (Obf.) is a program transformation that preserves the function-
ality but alters the description and operation such that the inner workings of
the program remains hidden at the expense of some efficiency loss. In other
words, the inputs and outputs of an obfuscated program are plaintexts but
the computed function is hidden. In spite of several breakthrough results in
the past years, obfuscation is still an exotic area within cryptography with
several open questions (see [8]).

We emphasize that MPC and FHE are about to protect the input(s) of a
given public computation. However, as it is possible “to turn computation into
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data”, with the help of so-called universal circuits1, these primitives can also
be used to conceal the executed computation besides its inputs and outputs
(although its overhead is significant). In the sequel, we denote with an asterisk
if MPC or FHE is complemented with this tool.

4 Problem Domain Analysis

Our analysis is started with the investigation of the relations between the par-
ticipants of the system. After identifying their possible goals regarding security
(see also Fig. 1), we organize the emerging use-cases and identify the relevant
branches of cryptography and also pointing out open problems.

4.1 Trust and Distrust Between the Parties

The main goal of this study is to identify the different scenarios that emerge
when some of the actors in a data market does not trust all the other parties. In
order to go through all possible cases and identify already solved and still open
problems, we investigate the possible forms of trust between data owners, data
broker and VAS providers.

DO → DB If the DB is trusted by the DO, then it is straightforward to store
the data as a plaintext. In this case, access control policy enforcement can
be outsourced to the DB. On the other hand, an untrusted DB should not
store its clients’ data in the clear but in encrypted form together with the
corresponding meta-data in cleartex. Note that the latter one is necessary for
providing the data brokering service. Access control of data becomes more
challenging that can be resolved e.g., by solving the key-exchange between
DOs and VASPs.

DO → VASP While a trusted VASP may access plaintext data, access control
might still be important as most probably only smaller sets of data are sold
to the VASP and thus even in this case VASP should have only conditional
access to data. When the VASP is not even trusted by the DO, it is natural
to expect that it has no direct access to any data and it is only allowed to
get results of non-trivial computations on some specific data.

DB → DO Trusting DOs from the viewpoint of a DB is equivalent to trusting the
data source i.e. the DB assumes that the received data is not fake, its source
is the claimed sensor and the result of the measurement was not modified.
The lack of this confidence can only be remedied partly using algorithmic
measures (e.g., by checking the consistency of the data) and thus this type of
distrust is out of the scope of this work. At the same time, this problem can
be addressed e.g., using pricing based on game theoretic considerations.

1 A universal circuit can be considered as a programmable function, taking as input
a program description (that is going to be executed) and the ordinary input.
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DB → VASP As the DB is selling information to the VAS provider, pricing
should scale with the amount of provided information that can be measured
using two different metrics as well. The first is the available amount of data
for the VAS provider that can be controlled using some access control policy
for the data. Note that in this regard, the interests of the DO and the DB
coincides and thus we assume that either of them enforces a common access
policy. The second possible way of measuring the sold information is through
the scope of computable functions on the data that is available for a VASP.
One natural way of restricting the computing capabilities of the VASP is via
providing it with a restricted interface that naturally determines restrictions.
However, we are interested in a more general setting, where such limitation is
not present, especially because it leaves no room for the interests of the VAS
provider (see the next part). Accordingly, we assume that arbitrary function
descriptions are forwarded to the DB that are evaluated if they are in an
allowed function class (for which the VASP has paid). Alternatively, if the
computation of the functions is not outsourced to the DB, it should be solved
that the data, sent to the VAS provider, is only useful for the computation
of “allowed functions” and cannot be used as input for any other functions.

VASP → DO When purchasing data from DB, the VAS providers naturally rely
on the honesty of the DOs, however, the enforcement of honest behaviour
is the duty of the DB according to the system model of the data market.
Accordingly, this trust relationship is indirect and thus not investigated.

VASP → DB The business model of a VAS provider is built around the func-
tions, that are evaluated on the data, bought from the DB. This highlights
the importance of this asset and shows that VAS providers are motivated to
hide the computation logic they use even if the computation is executed by
the DB as a part of its services. In case of so-called learnable functions, that
can be reconstructed merely from input-output pairs, hiding these values is an
important pillar of keeping the function private. Moreover, the output alone
has also business value as the end user pays for this to the VAS provider.
When talking about the input data, it is important to differentiate the data
value from the meta-data. If the DB stores plaintext data, VAS providers
can only obscure the accessed data if both the accessed values and meta-data
remain hidden from the DB. When only encrypted data is available to the
DB, typically meta-data can help to feed the proper input to the function of
the VASP but hiding both information can be the goal of a deliberate VAS
provider.
Depending on which of these four assets are intended to be hidden from the
DB, 24 different scenarios can occur. For the ease of exposition, we denote
a VAS provider’s confidentiality goals with 4-tuple (F, I, I ′, O), where each
variable correspond to a binary value, 0 meaning public and 1 denoting con-
fidential. The variables represent the function to be computed (F ), its input
value(s) (I), meta-data for the input(s) (I ′) and the output (O) of the com-
putation (e.g., (1, 0, 0, 0) represents that the VASP only wants to hide the
computational logic form the DB). Some of the resulting scenarios are con-
tradictory so we ignore them in the rest of the work. These are the following.
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– If a function is public then its domain is public as well. Practically, the
function description must include the expected input that is described
with the help of the meta-data, which then cannot be hidden (ruling out
(0, 0, 1, 0), (0, 0, 1, 1), (0, 1, 1, 0), (0, 1, 1, 1)).

– Hiding the accessed meta-data from the DB implies that the used data
values are hidden as well and accordingly (1, 0, 1, 0), (1, 0, 1, 1) are also
meaningless.

– (0, 0, 0, 1) is also contradictory as given a function and its input, the
output can be obtained so it cannot be hidden.

In case of outsourced computation, the VASP might also want to verify the
soundness of the received output. Variants of publicly verifiable computation
can help to enable this (e.g., in case of MPC [15]), however, we assume the
DB is only honest-but-curious and not malicious, especially as the DB is
motivated to provide reliable service in order to keep its customers.

4.2 On the Used Notations

Having identified the possible requirements of the different parties in the system,
we introduce a notation to refer to the possible scenarios that depend on the
fulfilled requirements. From the viewpoint of the DOs, four main scenarios, called
worlds, can be distinguished based on whether the DB and the VAS provider are
trusted or not. Each world can be further subdivided based on the trust between
DB and VAS providers. Accordingly, let SD(V )

V (F,I,I′,O) denote a scenario, which is
specified by the values of the different variables. D,V ∈ {T,U} refer to the DB
and the VAS providers and their value shows thether they are considered to be
“trusted” (T ) or “untrusted” (U) by the DO; V ∈ {0, 1} indicates whether the
DB intends to verify the functions, computed by VAS providers (1) or not(0);
and finally F, I, I ′, O ∈ {0, 1} form the 4-tuple, introduced in the previous part,
representing the goals of the VASP. When any of the above parameters are not
specified in the notation, we always mean a general scenario in which any of the
more specific sub-scenarios can occur (e.g., ST denotes all the scenarios where
the DB is Trusted).

One might miss from the description of the scenarios the specification of the
enforcer of an access policy, which can be done either by a DO or by the DB. We
find that this question is rather technology related and the effect of the options
are the same, so we do not determine this in the use-cases.

In the subsequent parts, we are going to go through the scenarios, discussing
their relevance, the related cryptographic solutions, and the open problems.

4.3 Trusted Data Broker

Our first observation is that whenever the DB is trusted (ST ), it is straightfor-
ward to delegate the enforcement of access control policies to the DB. We inves-
tigate the arising use-cases, while keeping this in mind. As a second remark, also
note that those scenarios are contradictory, where the inputs (of a function from
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Table 1. A rough summary of meaningful subscenarios of ST
U with the related concepts

and open questions.

VASP cannot have access to plaintext data
function 0 1 1 1 1
input value 0 0 0 1 1
input metadata 0 0 0 1 1
output 0 0 1 0 1

D
B

st
or

es
p
al
ai
n
te

x
ts

(0
)

No restriction on
the computed
function (0)

Outsourced
computation or

local
computation +

FE

Obf. / TEE /
MPC∗

(Obf. / TEE) +
output Enc.

(TEE + OT) or
(Obf. + OT’) or

MPC∗

(TEE + OT) or
(Obf. + OT’) +
output Enc.

Limited function
queries (1)

Straightforward
verification in
both cases

Function verification is challenging when the computed function is
hidden

a VASP) are intended to be hidden, while the meta-data of the same input is
accessible for the DB (ST

(0,1,0,0),ST
(0,1,0,1),ST

(1,1,0,0) and ST
(1,1,0,1)). The reason is

that a trusted DB stores data as plaintext and thus the meta-data of the input
directly reveal the input value.
Trusted VAS Provider (ST

T ). When DOs trust both the DB and VASPs,
the occurring problems are almost trivial to solve. ST

T (0,0,0,0) corresponds to a
scenario where the DB provides value-added services (DB = VASP) and it is
trusted by the DO so challenges do not arise. All the other use-cases can be
handled if the necessary computations are executed locally by the VASPs and
for this plaintext data is accessible. ST

T (1,0,0,1) represents exactly this case, while
in ST

T (1,1,1,0), ST
T (1,1,1,1) the application of PIR can obscure the used inputs from

the DB. ST
T (1,0,0,0) and ST

T (1,1,1,0) represents such situations where the VASP
publishes the computed results (e.g., indirectly by buying specific stocks).
Untrusted VAS Provider (ST

U ). The use-cases that can emerge in the world
of trusted DBs and untrusted VASPs are summarized in Table 1. Outsourcing
the computation to the DB simply solves ST

U(0,0,0,0) even if function verification
is required, as it is accessible to the DB. Local computation is also possible when
DB encrypts the required data using FE and provides the VASP with functional
secret keys for the required computation. In order to hide the computation logic,
either the approach of TEE can be applied or techniques for obfuscation are nec-
essary. Besides these direct solutions, the usage of MPC together with universal
functions is also viable. At the same time, hiding the function endangers its
verifiability. Indeed, the compatibility of these properties is a challenging open
problem. When further information is intended to be concealed, besides the func-
tion, OT or the encryption of the output has to be integrated with a solution
that hides the function.

4.4 Untrusted Data Broker

Moving along to the case of untrusted DB, access control to the data is not
trivial anymore. The fact that the DB has only access to ciphertexts makes
those scenarios meaningless in which the input values of the computed functions
are revealed to the DB (SU

(0,0,0,0),SU
(1,0,0,0) and SU

(1,0,0,1)).
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Table 2. A rough summary of meaningful subscenarios of SU
U with the related con-

cepts and open questions. (The computation, executed in TEE after finishing the OT
protocol, is indicated in square brackets.)

VASP cannot have access to plaintext data only to the results of computations
function 0 0 1 1 1 1
input value 1 1 1 1 1 1
input metadata 0 0 0 0 1 1
output 0 1 0 1 0 1

D
B

ow
n
s
ci
p
-

h
er

te
x
ts

(1
) No restriction on

the computed
function (0)

Function
revealing FE

HE
Function hiding

FE

Locally
computed

function hiding
FE or FHE∗

OT +
TEE[Decr-Eval]

OT + TEE[Decr-
Eval-Enc]or

FHE∗

Limited function
queries (1)

The verification of public functions
is straightforward

Using the above function hiding
FE, DO can verify functions

Open question

Trusted VAS Provider (SU
T ). According to the trust between DO and VASP,

the latter one can have access to plaintext data e.g., by using public key encryp-
tion (e.g., ABE if fine-grained access control is required). In this case, the DB
only stores and sells data but computation is executed locally by the VASPs.
Therefore all the scenarios in SU(1)

T are impossible because VASPs are allowed to
access the plaintext data preventing the control of computable functions. Local
computation also makes SU(0)

T (0,1,0,0) and SU(0)
T (0,1,0,1) unrealistic while the remain-

ing scenarios (especially SU(0)
T (1,1,0,1)) are trivially solved by the separation of DB

from the computation (in SU(0)
T (1,1,1,0),SU(0)

T (1,1,1,1) PIR can hide the accessed meta-

data from the DB). SU(0)
T (1,1,0,0) and SU(0)

T (1,1,1,0) again represents that the services
of VASPs reveal their functions output to the public.
Untrusted VAS Provider (SU

U ). This is the most restricted scenario, where
DOs are the only parties having access to (their own) plaintext data values.
For a concise summary, see Table 2. SU

U(0,1,0,0) and SU
U(0,1,0,1) exactly match the

problems that are considered by FE and (F)HE respectively and as the functions
of VASPs are not concealed even their verification is straightforward. When the
function is intended to kept secret as well (SU

U(1,1,0,0) and SU
U(1,1,0,1)), a special

form of FE, called function hiding FE, can be invoked either with decryption
by DB or local decryption (actually computation) by the VASP after having
received functional keys (from DO) and ciphertexts (from DB). However, in these
cases function verification is possible, unfortunately, the verifier is not the DB but
the issuer of functional keys. SU(0)

U(1,1,0,1) can also be handled using FHE∗ (i.e.,
homomorphically evaluating a universal function). The strictest requirements
can be satisfied by relying on TEE and OT. After running the OT protocol
between DB and the TEE the resulting ciphertext is decrypted, the function
can be evaluated on it and either the output is returned (in SU(0)

U(1,1,1,0)) or its

encrypted form (in SU(0)
U(1,1,1,1)).
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These use-cases highlight that the integration of computation on hidden data
and fine-grained access control is an important challenge as in complex scenarios
like these the two goals can arise together. While there are attempts to realize
Attribute-Based FHE [2], to the best of our knowledge the integration of FE (for
secure function evaluation) and ABE is an entirely open problem.
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Abstract. We present the European research project GHOST, (Safe-
guarding home IoT environments with personalised real-time risk con-
trol), which challenges the traditional cyber security solutions for the
IoT by proposing a novel reference architecture that is embedded in an
adequately adapted smart home network gateway, and designed to be
vendor-independent. GHOST proposes to lead a paradigm shift in con-
sumer cyber security by coupling usable security with transparency and
behavioural engineering.

Keywords: Smart home · Security · IoT · Gateway · Risk assessment

1 Introduction

According to [1], the average IoT device was attacked once every two minutes
in 2016. Unfortunately, such botnets as Mirai are taking advantage of the fact
that security is still not a priority for device manufacturers, leading to the lack
of possibility of automatic firmware upgrades, exposing the devices to simple
attacks such as account enumeration and open ports scanning up to unpatched
vulnerabilities presence and their exploitation to gain full control.

In addition to forcing the integration of security aspects into IoT devices at
the manufacturer level, it is evident that a monitoring solution is essential to
protect the end-users. IoT devices are often completely closed, not standardised
c© The Author(s) 2018
E. Gelenbe et al. (Eds.): Euro-CYBERSEC 2018, CCIS 821, pp. 68–78, 2018.
https://doi.org/10.1007/978-3-319-95189-8_7
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or openly developed. Hence, the user does not have a clear idea of the potential
risks involved. On top of the purely technological and operational cyber secu-
rity challenges, the end-user behaviour becomes a determinant factor, with the
human typically portrayed as the weakest link in security. Indeed, consumers
tend to exhibit low tolerance and fatigue in using sophisticated cyber security
solutions or practices, while the cyber security industry often addresses usabil-
ity as at trade-off on security rather than as a security enhancing component.
Thus, combining or integrating usability and security requirements is a major
research challenge, which recently has been brought forward [2,3], while turning
end-user behaviour in favour of cyber security remains a field with a promising
exploitation potential [4].

This paper gives an overview of the European Union Horizon 2020 Research
and Innovation project GHOST (https://www.ghost-iot.eu/). GHOST aims to
increase the level and the effectiveness of automation of existing cyber security
services and to enhance system self-defence while prioritising the opening up
the cyber security ‘blackbox’ to consumers and building trust through advanced
usable transparency tools derived from end-users’ mental models.

The rest of the paper is structured as follows. Section 2 discusses related
work. Section 3 presents the GHOST system, whilst Sect. 4 presents the GHOST
validation process. Finally, conclusions are summarised in Sect. 5.

2 Related Work

In traditional cyber security, Intrusion Detection Systems (IDS) are taking the
main role in detecting any anomalous activity on the network. Best known solu-
tions are Snort [5], Suricata [6] and Bro [7]. While Snort and Suricata are based
on pattern matching detection, Bro is relying on semantic matching of the net-
work events. However, these solutions are designed for professional use and are
not explicitly aimed at the IoT environment in terms of protocol analysis avail-
ability. Global scale architecture with distributed data storage and correlation
for IDS was proposed in [8]. While taking advantage of novel technologies and
providing wide coverage of monitored data for expert users, this system is not
adapted for smart home installation where regular citizens have to understand
the usage of this tool. Graphical representation of attack and threats scenes was
greatly advanced in [9]. These works are targeting professional analysts with the
deep technology knowledge though. Modelling uncertainties in the cyber threat
arena was presented in [10], Grey theory application for threat prediction was
analysed in [11] and a framework assessing the impact of cyber attacks was
described in [12]. Once again, all these advancements are focusing on the expert
users, not regular citizens.

2.1 Advancements in IoT Cyber Security Monitoring

Similarly to traditional cyber security IoT ecosystem is vulnerable to the analo-
gous issues as in web, sensor and mobile communications networks, with partic-
ular focus on privacy, authentication and access control network configuration,

https://www.ghost-iot.eu/
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information storage and management, standardisation and data integrity. The
most complete classification of the IoT attack vectors is described in [13], refer-
ring to the IoT ecosystem as a Web3 or Web of Things phenomenon, where four
main categories are provided: Device, Application Service, Network, Web Inter-
face and Data integrity. Developing a cyber security solution targeting to protect
all of the identified vectors is a very challenging and crucial task. [14] is raising
a necessity to apply the Negative selection and Danger Theory to traditional
IDS, to cover ubiquitous nature of the IoT devices and target all attack vectors
specified above. Such systems, however, encounter serious limitations in terms
computational power and storage requirements. An overview of the Real-time
IoT security solutions was provided in [15]. The authors conclude that existing
approaches can be divided into two major classes: hardware and software based
security. Alternative to IDS approach is described in [16], where SIEM system
for IoT environment is proposed.

2.2 Smart Home Cyber Security Frameworks

The authors of [17] analyse existing architectures of smart homes from the secu-
rity perspective, concluding that gateway architectures are the most suitable to
provide key technologies for cyber protection: auto-configuration and automatic
update installation. An overview of existing tooling for the implementation of
cyber protection in smart homes is also included in their work, however, all
these tools are applicable only for newly designed devices to be included in a
future smart homes. On contrary, the IDS framework [18], based on Anomaly
Behaviour Analysis, approaches this problem for existing and hardly change-
able smart home installations. Their focus is given to measuring the activities
of installed sensor devices a smart house is equipped with, and detecting any
anomalies in the quantity and quality of the collected measurements. The lim-
itation of their work relies in the ability to apply their analysis only on the
primitive IoT devices without direct internet access. Similarly to GHOST, traf-
fic monitoring and inspection solution IoTGuard, based on Bro, is presented
in [19]. The main drawback of their framework is the requirement to forward all
router’s traffic to IoT Controller and link each IoT device with the IoT Watch-
dog. On the contrary, GHOST provides all-in-one solution to be deployed in the
existing smart home installations with key focus given to user’s experience and
understanding of a cyber security solution.

The great interest of developing smart home cyber security solutions is also
given by the commercial entities. Already a wide selection of the commercial
products is available on the market: F-Secure SENSE [20], Luma smart Wi-Fi
router [21], Dojo [22], CUJO [23], Bitdefender [24], Norton Core [25].

3 The GHOST System

The GHOST system is being realised by analysing existing technical infrastruc-
ture and existing software components corresponding to the aims of the project.
Usability studies have been defined with the aim to establish mental models of
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the end users. This allows systematical and effective addressing of the human
factor with the aim to facilitate end-users’ proper decision making in relation
to security and privacy issues and adequate usage of the GHOST solution. It
also allows the definition of a first set of end-user requirements, which in turn
facilitate better specification of the development and integration of core tech-
nologies. Since human participants will be involved in the evaluation phase of the
project and personal data will be collected, special emphasis is given on elabo-
rating a data management plan for respecting privacy related issues according to
national and EU legislation. It should be noted that the access to the collected
data will be provided only to the members of the consortium for development
and demonstration purposes.

3.1 Development Approach

To keep up with cyber security issues and threats GHOST not only follows guid-
ance documents, best practices and standards (issued by international, Euro-
pean and national stakeholders) at all stages of design and development, but
it also scans for emerging threats/issues. To this end, it makes use of security
intelligence available within the consortium and outside (e.g. through mining
insightful security blogs), as well as related information collected directly from
the end-users and the smart home pilots. The development of GHOST follows
an iterative approach. Three iterations have been specified for the implementa-
tion of the technical components of the infrastructure. These will be evaluated
through real life trials and feedback will be reflected back for further refinement
and acceptance, according to the validation process discussed in Sect. 4.

3.2 GHOST Software Architecture

GHOST’s conceptual design involves advanced data flow analysis on a packet
basis to build the context of communication. From this context, data are clas-
sified into user and device profiles, which in turn are used in the automated
real-time risk assessment. The assessment is based on evaluation, comparison
and matching with safe data flow patterns, utilising a self-learning approach.
Data analytics and visualisation techniques are deployed to ensure enhanced
user awareness and understanding of the security status, potential threats, risks,
associated impacts and mitigation guidelines.

The architecture of the GHOST system, shown in Fig. 1, follows a layered
approach that allows independent development of the separate components,
while preserving a high interdependency within the framework. A brief outline
of each layer and its main functionality is presented in this subsection.

3.3 Core Layers

Data Interception and Inspection (DII). Data related to traffic of all net-
work interfaces in a smart home environment is gathered directly from the net-
work. This data is analysed and stored in order to be used by GHOST com-
ponents. Significant data extracted from traffic packets is stored to a shared
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Fig. 1. GHOST architecture

data storage. Additionally traffic packets are aggregated into groups related to
specific communications or actions. These groups of packets are also analysed
to extract information of a higher abstraction level and store it along with the
information produced by single packets analysis. Additionally context informa-
tion is extracted from traffic data. Recurring patterns of traffic are detected and
the causes they are produced by are identified and an initial classification of
the data type of traffic is performed. The network traffic may be correlated to
actions of people or events in the smart home and the data in the packets are
categorised accordingly as personal data or device data.

Contextual Profiling (CP). The classification templates and actual profiles
of the typical devices’ behaviour are built in this layer, by extracting valuable
data from the local network communication already prepared by DII profiles for
the normal behaviour of the devices are built in a tree based format for fur-
ther processing by the risk assessment component. This layer also monitors the
communications occurring between any combination of devices including the
gateway, along with the status of each device and the status of the gateway.
Monitoring is learning based, and models are trained to recognise the normal
status of devices and the normal status of communication between them. Ran-
dom Neural Networks are employed for each pair of devices and reinforcement
learning is used to update them through time.

Risk Assessment (RA). This a core layer, which gathers information about
the current risks and analyses in real-time current network traffic flows. It cor-
relates device activity on the network with the profiles available from CP layer.
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The automatic decision making of the Risk Engine presents transparency of the
cyber security solution, informing the end-user only about urgent decisions. Its
capabilities is enhanced with the use of Smart Contracts (SC) to ensure the
reliability and trustworthiness of decisions. RA is also designed for controlling
users’ privacy and making them aware of the associated risks.

Control and Monitoring (CM). Three types of the user interfaces are form-
ing this layer: Feedback Analytics (advanced professional-alike interfaces), Secu-
rity Intervention (daily decision-making support tooling) and Configuration. The
input data include historical and current packet flow behaviours, risk levels,
device profiles, packet classification score, etc. The layer provides visual and
intuitive presentations and reports of the smart home security status, including
visualisations of packet features through time, visual monitoring and distinc-
tion of packet behaviours, and visual identification of potential anomalies and
vulnerabilities. The appropriate visualisation and human-machine interaction
mechanisms are put in place to allow users to effortlessly and effectively review
security issues and take key decisions that affect their privacy and security.

3.4 Supplementary Layers

Blockchain Defense Infrastructure (BDI). GHOST uses blockchain tech-
nology and SC for ensuring data and code integrity. At this layer the decisions
made by RA are verified according to commonly agreed SC, turning the decision
making into a truly decentralised and resilient system against intrusions. The
integrity of the code running on smart home gateways can be certified by the
use of blockchain technology. Additionally valuable security related information
can be stored at a blockchain infrastructure in order to be shared between smart
home gateways.

Cross Layer Anomaly Detection Framework (CLADF). Cross layer
anomaly detection framework integrates existing open source solutions for tradi-
tional cyber security features. The main purpose is to collect, correlate, combine,
and provide a unified output to other components in terms of possible events
that require further analysis.

Cyber Security Knowledge Base (CSKB). A common cloud based knowl-
edge repository is integrated with GHOST to collect anonymised security intelli-
gence and insights from external web-sources to enhance the automatic decision
making and improve end-user visual experience within the CM layer. It will
maintain list of malicious actors and properties (IP Addresses, Domains, URLs,
File Hashes).

Shared Data Storage (SDS). The data structures defined by each of the
components are normalised and unified within a single storage framework. A
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combination of relational and non-relational databases is used to satisfy the
needs of all components. There is distinction between local and cloud based
storage, as some components will perform off-site analytics.

3.5 GHOST Hardware Platforms

GHOST is based on the existence of a communication gateway with network
monitoring capabilities, in which GHOST modules capture and analyse the dif-
ferent traffic patterns by devices and users. This gateway is a trustable and
secure-by-design device as far as it is located inside the home network and it
has two main responsibilities: (1) to provide connectivity capabilities for the
devices inside the network, (2) to run the different algorithms and mechanisms
for ensuring the security and privacy of the user data. Having these in mind, this
element of the GHOST solution must accomplish market requirements related
with size, weight and objective cost, among others. Therefore, it is needed to
find a trade-off between the different features and capabilities of the gateway,
resulting in a device that can be defined as constrained node [26]. The main
restrictions that a constrained device can have are the following:

– maximum code complexity and size,
– size of the memory of the system,
– processing power that the device can offer in a certain period of time,
– allowed energy consumption or battery duration,
– communication methods and interfaces of the system,
– user interfaces and accessibility to the system in deployment.

Several techniques has been proposed in the literature to keep these set of
constraints controlled in different environments and specific solutions [27–29],
including the for security and privacy applications [30,31].

GHOST is being developed and tested using two resource-constrained plat-
forms: a proprietary IoT gateway, and a Raspberry Pi (with some expansion
modules for IoT networks). The use of both devices allows several different IoT
protocols, such as 802.11, Bluetooth Low Energy, Z-Wave and 802.15.4 to run
on GHOST. Differences do exist between these two devices, but there are also
some similarities regarding their constraints as regards processing power; mem-
ory; communications; and energy efficiency. These constraints pose a number of
research challenges.

4 GHOST Validation Process

The validation strategy defined for GHOST is based on a three-fold vision that
combines a complete set of robustness and laboratory testing; the specific def-
inition of realistic testbeds; and real-life trials or pilots. First, the laboratory
testing will be done with the objectives of reducing the number of possible bugs
and functional errors and of checking the stability of the hardware. Therefore,
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unit tests will be performed over each specific GHOST module and an accep-
tance test plan will be defined and tested, including both software and hardware
stability testing. After this first stage, two already functional testbeds will be
used to deeply test the functionality of the GHOST solution in a controlled
environment. The testbeds designed for two specific smart home demonstra-
tors include more than 15 different types of devices, involving up to 25 devices
that will be simultaneously connected and monitored by the GHOST suite. In
order to have a broad view of the possible services and solutions, devices like
smart locks, biomedical devices, companion robots or smart lights based on
several communication solutions (like 802.11, 802.15.4, Z-Wave or Bluetooth
Low Energy) have been included in the testbeds. Potential threats against the
smart home can be categorised into [32]: (i) Physical attacks, (ii) Uninten-
tional damage (accidental), (iii) Disaster (natural/environmental), (iv) Damages
or loss of IT assets, (v) Failures/malfunctions, (vi) Outages, (vii) Eavesdrop-
ping/interception/hijacking, (viii) Nefarious activity/abuse, and (ix) Legal. Of
these, relevant to GHOST are groups (ii), (iv), (vii), and (viii). Each of these
groups includes a number of threats that can exploit relevant vulnerabilities
by launching different attacks. The response of GHOST when faced with those
amongst the above attacks that lead to higher risks and/or are most prevalent
will be assessed in the controlled environment of the GHOST testbeds.

In addition to the testbeds, a set of pilots in real scenarios (homes of end-
users) in three different countries (Spain, Romania and Norway) and with com-
plementary use cases related with telecare, eHealth, home security and home
automation will be carried out. The real-life trials have been designed to cover a
varied set of application and services. Four different use cases have been defined:
Ambient assisted living in smart homes for older people in Galicia, Spain; Con-
tinuous health monitoring for adult people in Galicia, Spain; Regular private
homes (smart-home solutions) in Norway and Regular private homes (smart-
home solutions) in Romania.

Each use case has their own set of devices to be installed and a complete
test plan is being developed to simulate the possible results of specific attacks
(previously validated and performed in the testbeds) to capture the response of
the users to the GHOST behaviour.

5 Conclusions

GHOST brings professional security tools down to regular home users. The
strategic outcome of GHOST is threefold: increased resilience of existing cyber
security solutions for smart homes and the IoT; a leap forward to usability and
automation in cyber security; and a boost in the competitiveness of European
ICT security industry in the advent of the IoT in the connected world. From a
user perspective, GHOST will help end-users to increase their control over their
smart-home IoT devices and it will provide an option for smart-living service
providers to use its security services to ensure that they respect the security and
privacy needs of their clients.
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Future work includes the iterative implementation, testing and validation of
GHOST in existing laboratory testbeds and in real-life and scale pilots in three
European countries, using appropriately designed use case scenarios. Related
work from the GHOST project can be also found in [33–35].
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Abstract. In this paper, we analyze the network attacks that can be
launched against IoT gateways, identify the relevant metrics to detect
them, and explain how they can be computed from packet captures. We
also present the principles and design of a deep learning-based approach
using dense random neural networks (RNN) for the online detection of
network attacks. Empirical validation results on packet captures in which
attacks were inserted show that the Dense RNN correctly detects attacks.

Keywords: Cybersecurity · IoT · Dense random neural network

1 Introduction

With the proliferation of network attacks aiming at accessing sensitive infor-
mation without authorisation, or at rendering computer systems unreliable or
unusable, cybersecurity has become one of the most vibrant of today research
areas. Whereas most work has been done in the context of traditional TCP/IP
networks, IoT systems have specific vulnerabilities which need to be addressed.
In this paper, we analyze the cybersecurity threats against an IoT-connected
home environment and present the principles and design of a learning-based
approach for detecting network attacks.

The paper is organized as follows. In Sect. 2, we analyze the vulnerabilities
of IoT gateways and identify the relevant metrics for detecting some of the
attacks against them. In Sect. 3, we present the experiment performed in order
to obtain some initial packet captures and explain how the previous metrics can
be extracted from them. Section 4 is devoted to the description of the learning
algorithm, whereas Sect. 5 presents empirical validation results.
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2 Network Attacks

In an IoT-connected home environment, there may be dozens or even hundreds
of sensors with various functions, e.g., measuring temperature, light, noise, etc.
These environments usually also include some actuators for controlling systems
such as the heating, ventilation, and air conditioning system. Each of these
devices may use different protocols to connect (Wi-Fi, Bluetooth, Ethernet, Zig-
Bee and others) and most of them are not able to connect directly to the Inter-
net. A crucial component is then the IoT gateway, which is a device capable of
aggregating and processing sensor data before sending it to Internet servers.

IoT gateways sit at the intersection of edge devices (sensors and actuators)
and the Internet, and are therefore vulnerable to both traditional IP attacks
and to attacks against wireless sensor networks. In this section, we focus on
the security of IoT gateways and consider both types of attacks. As there is a
myriad of different computer and network attack methods, we focus on some
of the most common and most damaging ones: Denial-of-Service attacks for
TCP/IP networks, and Denial-of-Sleep attacks for wireless sensor networks.

2.1 Denial-of-Service Attacks

A denial-of-service attack (DoS attack) is typically accomplished by flooding the
targeted machine or resource with superfluous requests in an attempt to overload
systems and prevent some or all legitimate requests from being fulfilled. In a
distributed denial-of-service attack (DDoS attack), the incoming traffic flooding
the victim originates from many different sources, making it impossible to stop
the attack simply by blocking a single source.

Some DoS attacks aim at remotely stopping a service on the victim host.
The basic method for remotely stopping a service is to send a malformed packet.
Below, are two standard examples of this type of attacks:

– Ping-of-death attack: the attacker tries to send an over-sized ping packet
to the destination with the hope to bring down the destination system due
to the system’s lack of ability to handle huge ping packets.

– Jolt2 attack: the attacker sends a stream of packet fragments, none of which
have a fragment offset of zero. The target host exhausts its processor capacity
in trying to rebuild these bogus fragments.

Other well known examples of this type of attacks include Land attacks,
Latierra attacks and Rose attacks, but there are many more.

Another form of DoS attack aims at remotely exhausting the resources of
the victim host. This form of attacks involves flooding the remote victim with a
huge number of packets. Below are some well-known examples:

– TCP SYN attacks: This type of attacks exploits a flaw in some implemen-
tations of the TCP three-way handshake. When an host receives the SYN
request from another host, it must keep track of the partially opened con-
nections in a “listening queue” for a given number of seconds. The attacker
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exploits the small size of the listen queue by sending multiple SYN requests to
the victim, never replying to the sent back SYN-ACK. The victim’s listening
queue is quickly filled up, and it stops accepting new connections.

– UDP flood: The attacker sends a large number of UDP packets to random
ports on a remote host. The victims checks for the application listening on this
port. After seeing that no application listens on the port, it replies with an
ICMP “Destination Unreachable” packet. In this way, the victimized system
is forced to send many ICMP packets, eventually leading it to be unreachable
by other clients, or even to go down.

There are of course many other forms of flooding attacks, including ICMP
floods and HTTP POST DoS attacks, and many more.

2.2 Denial-of-Sleep Attacks

In the context of the Internet of Things, low-rate wireless personal area networks
are a prevalent solution for communication among devices. As discussed in [2],
tights limitations on hardware cost, memory use and power consumption have
given rise to a number of security vulnerabilities, including traffic eavesdrop-
ping, packet replay, and collision attacks, straightforward to conduct1. A simple
form of attack is to deplete the energy available to operate the wireless sensor
nodes [4,6,7]. For instance, vampire attacks are routing-layer resource exhaus-
tion attacks aiming at draining the whole life (energy) from network nodes, hence
their name [12]. In this section, we shall focus on another form of energy attacks,
which are MAC-layer attacks known as Denial-of-Sleep attacks. Below are some
examples of denial-of-sleep attacks:

– Sleep Deprivation Attack: the ability of sensor nodes to enter a low
power sleep mode is very useful for extending network longevity. The attacker
launches a sleep deprivation attack by interacting with the victim in a man-
ner that appears to be legitimate; however, the purpose of the interactions
is to keep the victim node out of its power conserving sleep mode, thereby
dramatically reducing its lifetime [5,10,11].

– Barrage Attack: As in the sleep deprivation attack, the attacker seeks to
keep the victim out of its sleep mode by sending seemingly legitimate requests.
However, the requests are sent at a much higher rate and aim at making the
victim performs energy intensive operations. Barrage attacks are more easily
detected than sleep deprivation attacks, which are carried out solely through
the use of seemingly innocent interactions.

– Broadcast Attack: malicious nodes can broadcast unauthenticated traffic
and long messages which must be received by other nodes before being pos-
sibly discarded for lack of authentication [1]. Such attacks are hard to detect
since they have no effect on system throughput, and nodes that receive them
waste energy.

1 For instance, these attacks can be conducted with KillerBee, a python-based frame-
work for attacking ZigBee and other 802.15.4 networks.
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Other forms of denial-of-sleep attacks include Synchronization attacks [9],
Replay attacks [3], and Collision attacks [8].

2.3 Relevant Metrics to Detect Attacks

Table 1 presents the relevant metrics for detecting the attacks described above.

Table 1. Selected attacks and relevant metrics to detect them.

Attack Metric

UDP flood Number of destination UDP ports per second

Number of outgoing ICMP “destination
unreachable” packets

TCP SYN Difference between the numbers of initiated and
established connexions

Sleep deprivation attack Number of data packets over a long time scale

Barrage attack Number of data packets over a short time scale

Broadcast attack Number of broadcast messages

3 Metering Cybersecurity Metrics from Packet Captures

In this section, we explain how the metrics identified in Sect. 2 can be obtained
from packet capture files. We first present the experiment performed in order to
obtain some initial packet captures. We then briefly describe Scapy, a python
package for packet manipulation, which was used to analyse the packet capture
files and extract the time-series of various metrics.

3.1 Packet Captures

A standard installation of the Carelife system was done to obtain packet cap-
tures. Several software modules were installed on the Televes gateway in order
to capture and parse (in a PCAP format) the data packets exchanged with var-
ious sensors which were previously paired and registered by the gateway. The
gateway was also connected to the Internet using a 3G SIM card. Packets were
captured for a complete weekend on all the network interfaces of the gateway
(see Fig. 1).

The packet captured during the experiment were analyzed using Scapy. Scapy
is a packet manipulation tool for computer networks, written in Python by
Philippe Biondi. It can forge or decode packets, send them on the wire, capture
them, and match requests and replies. It can also handle tasks like scanning,
tracerouting, probing, unit tests, attacks, and network discovery.
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Fig. 1. Configuration used for the experiment.

3.2 Analysis of Packet Captures

In the following, we shall illustrate how some metrics are extracted from packet
capture files. Instead of providing results for all network interfaces, we shall focus
on the PPP interface, but we emphasize that the metering of metrics is similar
for the other technologies. Scapy was used to extract some general packet-level
characteristics from pcap files, in order to have a better understanding of what is
“normal traffic”, but also for computing the time-series associated to the various
cybersecurity metrics.

General Packet-Level Characteristics. In total, 100, 653 frames were cap-
tured during the experiment on the PPP interface. The total number of IP pack-
ets received by the gateway is 50, 296, whereas it sent in total 41, 938 packets.
Analysis reveals that packets were sent to 158 distinct destination IP addresses,
and that packets were received from 2, 375 distinct origin IP addresses. Figure 2
shows the locations of packet origins and destinations. As a whole, the IP traffic
exchanged with the gateway is composed of 93.8% of TCP packets, 4.1% of UDP
packets and 2.1% of ICMP packets.

We have analysed several other packet-level characteristics of the traffic, dis-
tinguishing between the traffic sent by the gateway, and the traffic it receives,
as well as between different protocols (ICMP, DNS, UDP, TCP):

– Packet-size distributions: The analysis of the packets emitted (resp.
received) by the gateway reveals that there are 56 (resp. 130) different sizes.
Small IP packets are the most frequent ones. Figure 3a shows the packet-size
distribution of the incoming traffic.

– Inter-arrival and inter-departure times: Figure 3b shows the inter-
arrival distribution of incoming packets at the gateway. The inter-departure
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(a) Packet destinations (b) Packet origins

Fig. 2. Locations of packet origins and destinations.

time distribution of packets from the gateway is similar, but UDP and ICMP
outgoing traffics follow an almost periodic pattern (one packet every 5 min).

– Packet throughput: Although there are some peaks, the non-TCP traffic
exchanged with the gateway is usually in the order of a few hundred of Bytes
per second. The throughput of TCP traffic is slightly higher, but does not
exceed a few kilobytes per second.

Fig. 3. Packet-size distributions.

Cybersecurity Metrics

– UDP flood attacks: A UDP flood can be detected by looking either at the
number of UDP destination ports or at the number of ICMP “Destination
Unreachable” packet sent by the victim, or preferably at both metrics. Under
an UDP flood, the “Destination Unreachable” messages sent by the victim will
usually have their error code set to the value 3, to indicate a port unreachable
error. Figure 4 shows the number of UDP destination ports opened per minute
during the first 80 min of the experiment. Overall, the average number of UDP
destination port opened on the gateway is 0.011, and the standard deviation
is 0.065.
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– SYN flood attacks: a SYN flood can be detected by looking at the difference
between the numbers of initiated and established TCP connexions. A TCP
connexion is initiated when the first SYN packet is received. It is established
when the 3-way handshake is completed, that is, when the destination has
sent a SYN-ACK packet which was acknowledged by the source with a ACK
packet. Figure 5 shows the difference between the numbers of initiated and
established TCP connexions per 10-min time slot. Except for a peak around
15:21 on 09/22/2017, this difference is usually quite low. Its average value is
4 and its standard deviation is 8.43.

Fig. 4. Number of UDP destination ports opened per minute (first 80min).

Fig. 5. Difference between the numbers of initiated and established TCP connexions
per time slot (10 min)

4 Network-Attack Detection with Random Neural
Network

This section describes the use of random neural networks (RNN) [17,18] devel-
oped for deep learning recently [13–16] to detect network attacks, which can
be viewed as a binary classification problem. First, we show how to construct
training datasets from captured packets. Then, the dense RNN is presented to
learn given datasets so as to conduct classification.
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4.1 Dataset Construction

Starting with the captured packets, statistical data (e.g., the number of UDP
ports opened per time slot) in time series can be obtained as explained in Sect. 3.
We extract samples from the time-series statistical data by setting a sliding
window with length l. If a sample Xn ∈ Rl×1 is extracted in the non-attack
case, then we assign the label of this sample denoted as yn as 0; otherwise, if it is
extracted in the attack case, the label of this sample is assigned as yn = 1. Then,
we have a dataset {(Xn, yn)|n = 1, · · · , N}, where the input is the statistical
data extracted from captured packet data and the output is a binary value.

4.2 Dense Random Neural Network for Deep Learning

A dense cluster in a dense RNN [13,14,16] is composed of n statistically identical
cells. Each cell receives inhibitory spike trains from external cells with rate x,
whose spike behaviours follow the pattern of random selection of soma-to-soma
interactions. Let q denote the probability of the activation state of a cell in the
cluster in the steady state. Previous work shows that a numerical solution can
be obtained for q such that

q = ζ(x) =
−(c − nx) − √

(c − nx)2 − 4p(n − 1)(λ− + x)d
2p(n − 1)(λ− + x)

,

with d = nλ+ and c = λ+p + rp − λ−n − r − λ+pn − npr, where p is the
repeated-firing probability when a cell fires, r is the firing rate of a cell, and a
cell receives excitatory and inhibitory spikes from external world with rates λ+

and λ− respectively. For notation ease, ζ(·) is used as a term-by-term function
for vectors and matrices.

Dense RNN in multi-layer architectures (DenseRNN) are constructed in the
following manner.

The first layer (input layer) of the DenseRNN is made up of RNN cells that
receives excitatory spike trains from external sources, resulting in a quasi-linear
cell activation q(x) = min(x, 1) [19]. The successive L layers are hidden layers
composed of dense clusters that receive inhibitory spike trains from cells in the
previous layer, with a resultant activation function q(x) = ζ(x). The last layer
is an RNN-ELM. Let us denote the connecting weight matrices between layers
of a L-hidden-layer (L ≥ 2) DenseRNN by W1, · · · ,WL ≥ 0 and output weight
matrix by WL+1. Given input matrix X, a forward pass of X in the DenseRNN
can be described as:

⎧
⎨

⎩

Q1 = min(X, 1),
Ql = ζ(Ql−1Wl−1) for l = 2, · · · , L + 1,
O = QL+1WL+1.

where Q1 is the 1st layer output, Ql is the lth layer output (l = 2, · · · , L + 1)
and O is the final DenseRNN output.
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Given a training dataset {(Xn, yn)|n = 1, · · · , N}, the works in [13,14,16]
have developed an efficient training procedure for DenseRNN to determine the
values of W1, · · · ,WL,WL+1, which combines unsupervised and supervised learn-
ing techniques.

5 Experimental Results

In this section, we present the empirical results obtained for the detection of
TCP SYN attacks. Using Scapy, we wrote a Python script for generating such
attacks. The resulting pcap files can be used to train the learning algorithm,
in addition to the “normal traffic” captured during the experiment described in
Sect. 3. Moreover, using the utility tool mergecap, it is possible to insert a SYN
attack into the files containing the packets captured during the experiment,
thereby allowing to test the learning algorithm.

As an example, Fig. 6a plots the time-series for the difference between the
numbers of initiated and established TCP connections per time slot (10 s) which
was extracted from a pcap file obtained using the above procedure. As can be
observed in Fig. 6b, the Dense RNN models correctly predicts that there was an
attack.

Fig. 6. Scenario where a SYN attack was inserted into the normal traffic captured
from 9:15 AM to 11:03 AM on Sep. 21st, 2017: (a) time-series of the difference between
the numbers of initiated and established TCP connexions per time slot (10 s), and (b)
attack probability predicted by the Dense RNN.

6 Conclusion

In this paper, we presented a methodology for the online detection of network
attacks against IoT gateways. The methodology, which is based on a deep-
learning approach with dense random neural networks, can predict the prob-
ability that a network attack is ongoing from a set of metrics extracted from
packet captures. As future work, we intend to apply our methodology to a broad
range of network attacks, including Denial-of-Sleep attacks against ZigBee and
Bluetooth-connected devices, and to investigate the design of a one-class classi-
fication algorithm for network attack detection.
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Abstract. Blockchain is a distributed ledger technology that became
popular as the foundational block of the Bitcoin cryptocurrency. Over
the past few years it has seen a rapid growth, both in terms of research
and commercial usage. Due to its decentralized nature and its inher-
ent use of cryptography, Blockchain provides an elegant solution to the
Byzantine Generals Problem and is thus a good candidate for use in areas
that require a decentralized consensus among untrusted peers, eliminat-
ing the need for a central authority. Internet of Things is a technology
paradigm where a multitude of small devices, including sensors, actua-
tors and RFID tags, are interconnected via a common communications
medium to enable a whole new range of tasks and applications. However,
existing IoT installations are often vulnerable and prone to security and
privacy concerns. This paper studies the use of Blockchain to strengthen
the security of IoT networks through a resilient, decentralized mecha-
nism for the connected home that enhances the network self-defense by
safeguarding critical security-related data. This mechanism is developed
as part of the Safe-Guarding Home IoT Environments with Personalised
Real-time Risk Control (GHOST) project.

Keywords: Internet of Things · Blockchain · Security · Cyber-security

1 Introduction

A Blockchain is a cryptographically-linked list of records that maintains a pub-
licly verifiable ledger without the need for a central authority; as such, it is
a new paradigm of trust between entities in various application domains. The
technology behind Blockchains originated in cryptocurrency applications, while
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its advancements over existing architectures motivated researchers to apply it
to domains that prioritize security. The main benefits of this new architecture
are the decentralized nature, the inherent anonymity, resilience, trust, security,
autonomy, integrity and the scalability. Some implementations support Smart
Contracts for interactions between the Blockchain and third-party stakeholders.

A suitable application of the Blockchain technology is to the Internet of
Things (IoT) which had a tremendous growth during the past few years, while
their security mechanisms are often light-weight due to resource constraints,
thus threatening user trust. As discussed in [1], IoT networks are vulnerable to
external threats for a variety of reasons. It is easy to gain physical access to
individual devices since they are often isolated and there is no administrator to
manage them; They usually communicate with each other and with a gateway
using different wireless communication protocols, making eavesdropping very
easy; and finally, most devices have low processing capabilities and thus it is
difficult to implement complex security schemes on a per device basis.

This paper discusses the main security-related benefits of integrating a Block-
chain infrastructure in IoT ecosystems, and more specifically in smart homes
installations. The inherent benefits of using a Blockchain in such systems are
considered, while supplementary use cases are proposed to strengthen the secu-
rity aspects of IoT installations. The proposed use cases are mainly focused on
the interaction of data generated by IoT devices with external entities, while
the relation with the Safe-Guarding Home IoT Environments with Personalised
Real-time Risk Control (GHOST) project main architectural elements is defined.

The rest of the paper is organized as follows. Related work regarding the use
of Blockchain in IoT environments is summarized in Sect. 2. Section 3 reviews
security and privacy requirements in IoT environments, and it discusses the
GHOST architecture and the use of Blockchain technology in GHOST. Security
enhancements that the use of blockchain technology induces are discussed in
Sect. 4. Concluding remarks and future work are discussed in Sect. 5.

2 Related Work

With the evolution of IoT networks and their strictly centralized architectures
for manipulating device data, the new Blockchain distributed ledger technol-
ogy inherently solves many fundamental security issues. The use of Blockchain
technology in the IoT domain to facilitate the sharing of services and resources,
and automate in a secure manner several time-consuming workflows, is studied
in [2]. The authors concluded that the Blockchain-IoT combination is powerful
and can pave the way for novel business models and distributed applications.
Moreover, relative literature and work designed for Blockchain use in IoT was
studied in [3]. The paper identified different research efforts, [4–6], that utilize the
Blockchain infrastructure as a data storage management solution. In all cases,
data exchanged between IoT devices are stored as unique transactions within
the Blockchain and are subsequently distributed among the nodes, ensuring the
integrity and security of the communication between them.
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A decentralized peer-to-peer platform based on Blockchain networks for
Industrial IoT was proposed in [7]. Their use cases focus on industrial and man-
ufacturing applications, where Smart Contracts act as intermediaries between
the Blockchain ecosystem and outside stakeholders. Dorri et al. proposed a pri-
vate Blockchain infrastructure for Smart homes, [8]. They focus on security issues
with respect to confidentiality, integrity and availability, while simulation results
indicate that the overheads imposed by the use of such technology remain at
low levels. Additionally, [9] discusses the security enhancements with the use of
Blockchain in IoT. The role of Blockchain is examined through four challenges,
namely: Costs and capacity constraints, Architecture, Unavailability of services
and Susceptibility to manipulation. They conclude that with the decentralized
and consensus-driven structures of Blockchain, more secure IoT ecosystems can
be provided as the network size increases. Recently, FairAccess, a token-based
access control model with the use of Blockchain, has been proposed in [10],
that provides an access control mechanism for the transactions realized within
a Blockchain infrastructure.

IT companies have also shown a great interest in applying Blockchain archi-
tectures in IoT ecosystems. The IBM Watson IoT platform supports private
Blockchain ledgers for sharing IoT data via transactions. ADEPT (Autonomous
Decentralized Peer-To-Peer Telemetry), a research project for Blockchain in
IoT that uses the technology of Ethereum, Telehash and BitTorrent, was also
announced [11]. Targeting an economy of Things, ADEPT focuses on Dis-
tributed Transaction Processing and Applications, Robust Security and Privacy
By Design and Default. There are also other companies and start-ups that focus
on transaction integrity, trust and security in the IoT domain.

Almost all relevant research work utilize the Blockchain technology as a data
storage management solution, taking advantage of the underlying infrastructure
that provides decentralization, resilience, trust, security, scalability, autonomy
and integrity. This work proposes additional use cases for further enhancement
of the security of IoT smart homes, especially regarding their interaction with
external entities, such as caregivers.

3 Security in IoT Environments

An IoT installation consists of interconnected heterogeneous devices that collect
sensitive user information and share it with other devices of the network, the
gateway or third-party nodes connected via the Internet. Furthermore, modern
IoT installations come in different configurations and modes of deployment. The
decentralized deployment, high connectivity, diversity and heterogeneity results
in a number of security and privacy challenges, that in turn induce requirements.
These can be categorized in five groups, namely network security, identity man-
agement, privacy, trust and resilience. Network security requirements are split
into confidentiality, integrity, authenticity and availability. Identity management
requirements are separated into authentication, authorisation, accountability
and revocation. Privacy requirements are split into data privacy, anonymity,
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pseudonymity and unlinkability. Trust requirements are divided into device,
entity, and data trust. Finally, resilience requirements are split into robustness
against attacks and resilience against failures [12].

3.1 The GHOST Approach

The H2020 European research project GHOST aims to develop a cyber-security
layer on IoT smart homes installations. The proposed system analyses packet
level data flows for building patterns of communications between IoT devices
and external entities. The architecture of GHOST is detailed in [13]. GHOST
includes the Data Interception and Inspection layer that is responsible to gather,
aggregate and analyze data; the Contextual Profiling layer that builds behaviour
trees for devices and data-flows and provides current state of data identification
and related behaviour; the Risk Assessment layer that gathers information about
the current risks and analyzes in real-time current network traffic flows; and the
Control and Monitoring layer that presents a graphical interface to the end user.

Moreover different components are utilized, including the GHOST Block-
chain Defence Infrastructure component that uses Blockchain and Smart Con-
tracts to ensure data integrity in the process of distributed decision making,
as well as additional security countermeasures; the Cross Layer Anomaly Detec-
tion Framework where traditional cyber security features are exploited, extended
and adapted for the needs of the smart home environment; the Cyber Security
Knowledge Base that consists of a cloud-based knowledge repository to collect
anonymized security intelligence and insights to enhance the automatic decision
making and improve end-user visual experience within the Control and Moni-
toring layer; and the Shared Data Storage, a single-storage framework.

3.2 IoT Blockchain Component

A Blockchain component can be incorporated, together with a Risk Assessment
mechanism, at the core of IoT installations to offer an additional layer of security.
It can ensure the integrity of such a mechanism through the decentralisation and
replication of trusted decisions on the Blockchain network. Additionally, the
Blockchain component can be used to capture data flows exchanged between
IoT devices and the IoT gateway. The data flows captured, that represent part
or all the messages exchanged, based on predetermined filtering settings, can be
stored in the form of transactions that in turn can be subsequently published to
the Blockchain distributed ledger.

A possible interaction between Blockchain nodes in smart homes is depicted
in Fig. 1. As can be seen by the Figure, the IoT devices of each smart home
communicate and exchange data flows with an IoT gateway, in this case the
GHOST gateway. The gateway can function at the same time as Blockchain
nodes if they possess adequate processing power or else perform the role of light
Blockchain nodes. In this second scenario, additional, full Blockchain nodes must
be used that can be installed either on a per smart home basis or centrally
on an external location. These nodes can be used to serve as miners in order
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to achieve consensus in cases of validation of transactions and to publishing
these transactions to the distributed Blockchain ecosystem of smart homes. Any
external entities can interact with the Blockchain network through the use of
the appropriate Smart Contracts.

4 Enhancing Security and Privacy in Smart Homes Using
Blockchain

Section 3 identified security and privacy requirements of current smart home
IoT installations. This Section details different ways an IoT device network can
utilize the Blockchain technology to fulfil security and privacy requirements in a
smart home context. Some of these cases will be modified and used appropriately
as part of the operation of the GHOST network.

Fig. 1. GHOST Blockchain nodes interaction
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4.1 Resilience

A widely used mechanism that can address part of the resilience requirement
of IoT environments is intrusion detection, the monitoring and investigation
of system events so that the attempts to access system resources in an unau-
thorized manner can be identified [14] and mitigated. There are two primary
approaches to intrusion detection algorithms: signature based, where a collec-
tion of signatures that characterize known security threats is maintained as well
as anomaly detection based, where network traffic is monitored continuously
and compared against an established baseline of normal traffic profile [15]. How-
ever, both approaches are resource-intensive, making their execution by most
low-powered and limited-processing IoT devices prohibitive.

The IoT network can use high-processing Blockchain nodes as the basis for its
infrastructure. These nodes are using their computing power to verify and record
transactions to a public ledger as per the standard Blockchain specification but
also to execute intrusion detection algorithms. Since the public ledger contains
a list of all transactions in the network in chronological order, and is synced
across all the gateway nodes, the intrusion detection algorithms can be executed
in parallel, speeding up their operation.

The use of high-processing Blockchain nodes to increase the resilience of
IoT installations directly impacts the total energy consumption of the system.
However, the energy increase can be kept at moderate levels if only a limited
amount of Blockchain nodes is used and if a lower difficulty for the mining
algorithm is selected. Both of these measures are valid for a private Blockchain
network where access to unauthorized users is prohibited.

4.2 Identity Management

Device authentication is a mechanism to be used towards fulfilling the identity
management requirement of IoT environments. It involves the connection of
trusted devices to the IoT network excluding insecure devices or devices that an
unauthorized user would try to add. Its enforcement is challenging though, due
to the decentralized nature of IoT installations, in conjunction with the lack of
secure authentication protocols in IoT gateways. The GHOST network maintains
two lists of IP addresses, a whitelist and a blacklist. The initial whitelist is created
by the Knowledge Base and contains a range of IP addresses marked as safe.
This list consecutively is extended by the verified behaviour of the devices on
the network by Risk Engine and direct end-user configurations through Control
and Monitor layer.

The blacklist in turn consists of IP addresses that were flagged as unsafe by
the Risk Engine, while correlating device activity on the network with profiles
available from a Contextual Profiling layer. These lists are stored locally on the
GHOST gateway with a limited corresponding information stored in a compo-
nent called Shared Data storage. The Knowledge Base can also communicate
with the Risk Engine to update the blacklist based on additional intelligence.
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Both the whitelist and the blacklist are retrieved from the Risk Engine for
any Smart Contract that requires them via the appropriate calls. If the lists
cannot be sourced, a static list of IP addresses is hard-coded in a Smart Contract
with its life limited to a fixed-time period. Once such a Contract expires, a
new one is deployed with an updated list, for protection against any additional
nodes that were flagged as unsafe. A similar mechanism based on Blockchain
and Smart Contracts for collaborative DDoS mitigation strategy that is used to
block suspicious IP addresses was detailed in [16].

4.3 Network Security

The firmware of IoT devices is a crucial part of their operation. Once a device
is deployed, its firmware can be updated to address known bugs, increase its
stability or add new functionality. At the same time though, its upgrade process
can be easily hijacked by a malicious user [17] resulting to the compromise of the
security of the network. Due to the always-on nature of many of these devices,
their low processing capabilities and the reluctance of device manufacturers to
improve their security for cost reasons, a successful attacker can intercept the
updating firmware and replace it with a harmful version that makes the device
operate in an unpredictable way.

The subject of firmware attacks in IoT devices has been extensively studied.
In [18] it is shown that the firmware verification done by the Nest thermostat can
be bypassed, due to the lack of protection by the device’s hardware infrastruc-
ture. In [19], a security analysis of both consumer and industrial IoT devices is
performed and is concluded that both types of devices are vulnerable to attacks.
Moreover, in [20] was shown that it is trivial to intercept the firmware update
process of Philips Hue lamps by plugging infected bulbs in the network and
then exploiting bugs in the implementation of the Touchlink part of the ZigBee
Light Link protocol and performing a side-channel attack to extract the global
AES-CCM key that Philips uses to encrypt and authenticate new firmware.

IoT networks can utilize a new firmware update scheme, based on the Block-
chain network. That way, the version of the firmware can be checked securely, its
correctness can be validated and the installation of the most up-to-date firmware
on all the devices of the network can be ensured.

4.4 Trust

Each IoT device can have a unique identification ID number assigned to it. The
ID is created through a Smart Contract, by providing the “Entity ID” of the
device and the “User ID” of the smart home user. The “Entity ID” depends on
the underlying protocol of each device; it is the MAC address in case of a WiFi
or Zigbee capable device, the Bluetooth Device Address in case of a Bluetooth
capable device or the Network ID/Node ID pair in the case of a Z-Wave device.
This procedure is performed centrally by an authorized user, such as the network
administrator and is published as a Smart Contract in the Blockchain network.
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Registering an IoT device creates an additional complexity layer to the IoT
architecture but has the benefit of knowing the exact state of the IoT device
infrastructure. Moreover, and since devices are uniquely identified, they can be
managed both individually and in groups. Finally, by restricting connection to
authorised devices, the network can be managed easier and with additional secu-
rity.

Blockchain networks are built from the ground up based on a trustless proof
mechanism of all recorded transactions [21], including all data circulated by the
individual devices. In this type of network, all message exchanges between devices
can be performed with the use of Smart Contracts and stored as records in a
public ledger. The network cryptographically signs these records and verifies the
signatures to ensure that they originate from each corresponding device, elim-
inating various potential threats including proxy or man-in-the-middle attacks
and replay attacks [9].

On an already established IoT system, there is often a lack of motivation
for individual users to enhance its security past its deployment, by updating
the device firmware or substituting insecure and vulnerable devices with safer
alternatives. For this reason, a virtual currency can be used. The concept behind
the use of a virtual currency is to increase the safety of the network by assigning
different costs to different devices based on risk assessment of previous tasks or
on known vulnerabilities. Then, a higher virtual cost has to be paid by the users
to access less secure devices. Furthermore, a virtual currency can be used not
only at the device level but at the network level as well.

As part of the operation of an IoT device network, it is important to inform
the participating users about its operating principles of the network as well as
to request their acceptance by the users. This procedure can be performed by
digital signing a Form of Consent. The signing is performed upon the users’ first
connection to the network as well as every time the principles are modified. The
IoT devices of the users are only allowed to operate on the network after the
user has signed the latest issued Form of Consent.

The digital signing of the Form of Consent is performed in the following
steps:

– The Blockchain service receives the external connection request and asks the
user to digitally sign/accept a Form of Consent using a Smart Contract

– The user signs the form and the transaction is added to the ledger
– The block containing the transaction will eventually be mined and received

by the rest of the decentralized nodes.

4.5 Privacy

Often, IoT devices in a smart home capture sensitive private data for their users.
It is imperative therefore that a permission handling mechanism is established.
For this reason, the user must authorize access to exchange data between each
of the IoT devices in their smart home and third-party entities. This access can
be granted or revoked using a Smart Contract with the following inputs:
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– Device ID number. This is a unique identification number for the devices in
a users’ smart home network, as discussed in Sect. 4.4

– Third party ID number. This is a unique identification number for a third
party entity

– Status. Determines the status of the data access and can be set to either
“grant” or “revoke”

– Time limit. This is an optional input and can be set to a specific time period
that the access status change will take place. If the input is omitted, the
status change is indefinite and can be only changed with a new call to the
Smart Contract.

5 Conclusions

This paper presented a decentralized mechanism based on the Blockchain tech-
nology and Smart Contracts to improve the security of IoT in smart home instal-
lations. The mechanism is being developed as part of the GHOST project.

IoT installations in a smart home come with a number of security and privacy
requirements, whose fulfilment is non-trivial, due to the unique structural and
operational characteristics that such installations have. Blockchain technology
can be used in such contexts to enhance security and privacy, by contributing
to satisfying several of these requirements. Possible ways of doing so have been
presented and discussed.

Further work will focus on the implementation details of the proposed Block-
chain mechanism, as well as on its validation and performance evaluation within
the GHOST environment.
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3. Conoscenti, M., Vetró, A., Martin, J.C.D.: Blockchain for the Internet of Things:
a systematic literature review. In: 2016 IEEE/ACS 13th International Conference
of Computer Systems and Applications (AICCSA), pp. 1–6, November 2016

4. Wörner, D., von Bomhard, T.: When your sensor earns money: exchanging data for
cash with Bitcoin. In: Proceedings of the 2014 ACM International Joint Conference
on Pervasive and Ubiquitous Computing: Adjunct Publication, UbiComp 2014
Adjunct, pp. 295–298. ACM, New York (2014)

5. Zhang, Y., Wen, J.: The IoT electric business model: using blockchain technology
for the Internet of Things. Peer-to-Peer Netw. Appl. 10(4), 983–994 (2017)

www.dbooks.org

https://www.ghost-iot.eu/
https://www.ghost-iot.eu/
https://www.dbooks.org/


Using Blockchains to Strengthen the Security of Internet of Things 99

6. Zyskind, G., Nathan, O., Pentland, A.: Enigma: decentralized computation plat-
form with guaranteed privacy. arXiv preprint arXiv:1506.03471 (2015)

7. Bahga, A., Madisetti, V.K.: Blockchain platform for industrial Internet of Things.
J. Softw. Eng. Appl. 9(10), 533 (2016)

8. Dorri, A., Kanhere, S.S., Jurdak, R., Gauravaram, P.: Blockchain for IoT secu-
rity and privacy: the case study of a smart home. In: 2017 IEEE International
Conference on Pervasive Computing and Communications Workshops (PerCom
Workshops), pp. 618–623, March 2017

9. Kshetri, N.: Can blockchain strengthen the Internet of Things? IT Prof. 19(4),
68–72 (2017)

10. Ouaddah, A., Elkalam, A.A., Ouahman, A.A.: Towards a novel privacy-preserving
access control model based on blockchain technology in IoT. In: Rocha, Á., Serrhini,
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Abstract. The Internet of Things (IoT) was born in the mid 2010’s,
when the threshold of connecting more objects than people to the Inter-
net, was crossed. Thus, attacks and threats on the content and quality of
service of the IoT platforms can have economic, energetic and physical
security consequences that go way beyond the traditional Internet’s lack
of security, and way beyond the threats posed by attacks to mobile tele-
phony. Thus, this paper describes the H2020 project “Secure and Safe
Internet of Things” (SerIoT) which will optimize the information secu-
rity in IoT platforms and networks in a holistic, cross-layered manner
(i.e. IoT platforms and devices, honeypots, SDN routers and operator’s
controller) in order to offer a secure SerIoT platform that can be used to
implement secure IoT platforms and networks anywhere and everywhere.

Keywords: Cybersecurity · IoT · Network attacks
Attack detection · Random Neural Network · Cognitive packet routing

1 Introduction

With roots in a globally connected continuum of RFID (Radio Frequency Iden-
tification and Detection)-based technology, the IoT1 concept has been consid-
erably extended to the current vision that envisages billions of physical things
or objects, outfitted with different kinds of sensors and actuators, being con-
nected to the Internet via the heterogeneous access networks enabled by current
and future technologies [4]. Currently, IoT is emerging as the next big thing
introducing the next wave of innovation with rather endless possibilities. For
instance, it opens a huge window of opportunity for the creation of applications
(e.g. automation, sensing, machine-to-machine communication, etc.), promises

1 From now on, rather than write “the IoT” we shall simply say “IoT”.

c© The Author(s) 2018
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to improve and to optimize our daily life and forms the infrastructure that allows
intelligent sensors and smart objects to communicate and work together [11].

Contrary to the application layer of the World Wide Web that was developed
on the infrastructure of the Internet (i.e. the physical layer or network made up
of switches, routers and other equipment), IoT becomes immensely important
because it is the first real evolution of the Internet - a leap that will lead to rev-
olutionary applications that have the potential to dramatically improve the way
people live, learn, work, and entertain themselves. Today the IoT is well under
way, with the potential for changing people’s lives for the better, especially with
regard to human safety and security [27]. It has created new application domains
and already infiltrated and dominated a wide range of existing ones (e.g. Con-
sumer Automotive, Telecommunications, Home and Building Automation, Data
Center and Cloud, Consumer Devices, Industrial, Medical, Commercial Trans-
portation). So, as Personal Computers (PCs) start to show revenue declines, IoT
is rising as the next big wave after PCs, networking and mobile systems. More-
over, based on the “cloud” trend that expects “everything to be connected” to
Cloud services, we can also refer to the so-called Internet of Everything (IoE)
[37], which represents the open access to data from one or more monitoring and
control systems by third-party applications to provide unique, additional value
to stakeholders.

In this context, it is a commonplace in the research community and the
IoT related industry that challenges in future IoT and IoE will be affected by
issues, such as the lack of a shared infrastructure and common standards, the
management of (big) data, including control and sharing, security, flexibility,
adaptability and scalability, and of course the maintenance and update of the
IoT network. While analysts agree that security concerns and the effective man-
agement of produced data need to be worked out before the IoT can be fully
developed, there is little doubt that the long-range impact will be substantial.

2 Security and the IoT

With IoT’s arrival, EU industry, homes and society are catapulted into the huge
arena of security risks that accompany an untested yet already universal tech-
nology that directly manages our cyber-physical reality on a daily, and indeed
second by second, way beyond the security issues that are faced by mobile tele-
phony [2,20,21], by the early machine to machine systems [1,42] or by software
systems [15,16,22,25].

However by thinking in an innovative and positive manner, the security
threats to the IoT are also a great opportunity for industry and business, and
for all those who will know how to harness security science and technology in
order to counter the emerging threats in a cost effective manner, and who will
market products to support the development of a thriving business that assures
the safety and security of the IoT [6].

While today security technologies can play a role in mitigating risks con-
nected to IoT security [28], we foresee problems and potential threats that are not
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limited to what has been developed until now. In currently developed systems,
the data is not delivered using uniform, consistent technology; often conflicting
protocols are used with unverified designs. Moreover, we tend to think of the
maintenance cycle in a short term span, which may mean that updates to IoT
systems are not compliant. Lack of standards for authentication and authoriza-
tion, as and security standards, as well as standards for platform configurations,
means that every vendor creates its own ecosystem. On top of that comes pre-
vention from attack all the way from information stealing, physical tempering to
problems we have not encountered in the pre-IoT world, like denial-of-sleep, syn-
chronization and energy attacks [24,35,41]. Since today the IoT infrastructure
is centralized and focused on a client/server model, in fine all communication
needs to go either through mobile networks or the Internet even when the devices
are physically close to each other, it is vulnerable to standard Internet attacks as
well [22,26]. Authentication relies on the central server that can be easily com-
promised. Thus, the model works well for small scale IoT but does not provide
sufficient mechanisms for future, large scale IoT projects which incur very high
costs.

In order to overcome these issues we will seek to provide an efficiently pro-
grammable approach for flexible network management [33] a decentralized app-
roach with peer to peer communication, distributed file sharing and autonomous
device coordination, using the latest Blockchain technology [46], a distributed
ledger that provides information about data transfers between parties in a secure,
publicly verifiable, and efficient way. The properties the technology brings to the
system come from the features of the method. By design, a Blockchain is dis-
tributed in an anonymous peer to peer network. All transactions (or data trans-
fers) are public, auditable and recorded in blocks that are added to the top of the
chain. There is no way to remove anything from a Blockchain, one can only add
a modified version of a block. As it is decentralized, there is no authority that
can be easily compromised. We plan to use the properties offered by Blockchain
technology to help improve the shortcomings of IoT: keep immutable record of
the history of smart devices, as well as improve the security and trust of mes-
saging by leveraging smart contracts and cryptocurrencies transactions. This
cutting edge technology has been already introduced by some companies in the
field of IoT [34], but we plan to seek to improve some of its shortcomings and
explore how we can bring it to the standardization bodies.

3 Objectives of the Project

The SerIoT project will address all the aforementioned challenges under a com-
mon framework based on the cooperative efforts and prior expertise of a strong
interdisciplinary consortium, including the most important European key players
in the IoT domain. We bring together star European technology companies such
as DT/T-Sys. And ATOS together with highly competent SMEs such as HIS,
HOPU, GRUVENTA, HIT and ATECH and world-leading European research
organisations such as CERTH, JRC, TUB, ICCS, IITIS-PAN and TECNALIA,
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and universities such as Essex and TU Berlin, with savvy users such as OASA,
Austria Tech and DT/T-Systems.

SerIoT aims to conduct pioneering research for the delivery of an open, scal-
able, secure and trusted IoT architecture that operates across IoT platforms,
which will pave the way for the market uptake of IoT applications across differ-
ent domains. Key enabling technologies, including Software Defined Networks,
Secure IoT routers, Fog Computing, Analytics for improving embedded intelli-
gence of IoT platforms and devices, Design-driven features for improving both
resource efficiency and self-monitoring of next generation of “Things”, will be
investigated in SerIoT, emanating from the market and industrial needs [36]
for the delivery of safe and reliable IoT connected devices. SerIoT will con-
sider a holistic approach in the formal definition of the end-to-end IoT network
ecosystem, considering a multi-layered schema dealing with network, transport
layer and perception layers. In this context, SerIoT technology will be installed,
deployed and validated in emerging IoT-enabled application areas (i.e. Smart
Transportation, Surveillance and Flexible Manufacturing/Industrie 4.0 as core
business areas and Food, and Supply Chains) throughout its lifetime, enabling
the conduction of pioneer R&D for the delivery of horizontal IoT end-to-end
security platform in Europe.

With this overall ambition, the SerIoT project pursues a number of Technical
Objectives which are listed below:

– To provide new means to understand the existing and emerging threats that
are targeting the IoT based economy and the citizens’ network. To research
and analyse how Blockchain and distributed ledgers can contribute to improv-
ing IoT solutions. Moreover, to understand how to solve the know issues of
IoT and blockchain.

– To introduce the concept and provide the prototype implementation of (vir-
tualized) and self-cognitive, IoT oriented honeypots, easily configurable so as
to meet the standards of and adapt to any IoT platform across domains (e.g.
embedded mobile devices, smart homes/cities, security and surveillance, etc.)
that will be both integrally connected with the core network components and
centrally controlled, as well as that will have a transparent function within
the network’s total behaviour either it is active or passive.

– To deliver the design and implement the corresponding prototype of smart
SDN routers [13] for the dynamic (i) detection of suspicious/high risk paths,
(ii) re-planning and (iii) re-scheduling of the routing paths of the transmitted
information in IoT networks over secure and (per user- or per case-) preferable
connections, supporting among others the interference of the human (i.e. semi-
supervised approach), when needed. Furthermore, this objective will design
and implement a suitable substrate of fog nodes to support secure allocation of
compute, storage and network resources for (i) localized processing of sensitive
information, (ii) define the security requirements of a path coordinated by
SDN, and (iii) enable secure communication with the core cloud.

– To introduce an extra, security dedicated, physical layer to the manufactur-
ing of existing IoT platforms and devices so as to offer a secure-by-design
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architecture and monitoring capabilities for the sake of the network. To
explore introduction of Blockchain as a security and privacy preserving layer
for IoT. Along with improving the shortcomings of the existing efforts devoted
to it.

– To optimize the information security in IoT networks in a holistic, cross-
layered manner (i.e. IoT platforms and devices, Honeypots, fog nodes, SDN
routers and operator’s controller) that will be based both on dynamic and
distributed processing of variable complexity by single network components
(i.e. IoT platforms, devices and honeypots will perform lightweight processes
while fog/cloud nodes and SDN routers will be shouldered with more heavy
processes), as well as on a centrally located server/controller that will have
the main control of the network and will collect, aggregate and appropriately
fuse the transmitted data and produced metadata.

– To utilize and develop the appropriate technologies, so as to implement an
efficient and robust Decision Support System (DSS) on the controller’s side,
where all data and metadata will be collected, for (i) the detection of potential
threats and abnormalities, (ii) including a competent package of comprehen-
sive and intuitive (visual) analytics (i.e. put the human in the loop for rea-
soning, hypothesis testing and interference in the decision making), and (iii)
the generation of escalating mitigation strategies according to the severity of
the detected threat.

– To enhance the inter-connection of heterogeneous devices by speeding up the
communication processes and by selecting the optimal routing path for the
transmitted information in terms of both security and travel time.

– To introduce a methodology and to provide a tool-chain for automatic gen-
eration of design-driven security features, monitors and validators for IoT
platforms and networks based on IoT architecture and behaviour model spec-
ifications.

– To validate these actions in both large- and small-scale representative real-
case scenarios involving heterogeneous IoT platforms and devices in an EU
wide testbed covering a wide variety of important areas.

SerIoT also aims to provide a useful open reference framework for real-time
monitoring of the traffic exchanged through heterogeneous IoT platforms within
the IoT network in order to recognize suspicious patterns, to evaluate them and
finally to decide on the detection of a security leak, privacy threat and abnormal
event detection, while offering parallel mitigation actions that are seamlessly
exploited in the background. Furthermore, the project will also address the role
of networking, and in particular transmission control, media access control, band-
width allocation, and routing, for anomaly detection and mitigation in the IoT.
Thus, the SerIoT System Architecture is based on the expected work-flow
of the system, broken down into several core architectural elements (see Fig. 1).

3.1 IoT Data Acquisition Platform

This layer is comprised of low-level IoT-enabled components that constitute
the distributed IoT infrastructure backbone ranging from IoT platforms and
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Fig. 1. Overview of SerIoT’s planned architecture.

devices, foreseen SerIoT fog nodes including honeypots as well as normal com-
putation engines and storage capabilities and the routers enriched with the Soft-
ware Defined Network (SDN) framework of SerIoT.

The SDN framework will use an OpenFlow SDN-Controller that will spec-
ify and control routing paths for all given IoT applications. Similarly it will be
possible to have specific SDN-Controller specialised to a single IoT application,
or to groups of related IoT applications. The SDN-Controller will be a generic
piece of software that may be incarnated for different IoT systems and it may
be run on a given router for all routers in the SerIoT network, or it may be
run remotely, as part of the core cloud or on a specific server. Thus, multiple
SDN-Controllers may be running simultaneously for a complex set of IoT appli-
cations, even though some or all of the routers are common to some or all of the
applications.

4 Smart Cognitive Packet Network (CPN) Flow Control
and Data Acquisition

Smart network management of SDN [12,13] will be considered for anomaly detec-
tion and mitigation [32,39,40].

The smart flow controller will be based on the Cognitive Packet Network
(CPN) [18] and its Random Neural Network [14,23] based learning algorithm.
The CPN Goal Function in this case will consider security and attack activities
over the network paths as a primary goal, but in the absence of attacks will
follow paths that offer the best quality of service metrics, such as packet delay,
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packet desequencing which can significantly affect real-time applications, and
end-to-end delay, which are important for IoT applications.

CPN routing, which is based on Reinforcement Learning using the specified
Goal Function [5], that has also been used for managing the access to Cloud
services [43] and Cloud networks [44] will be used by the SDN routing engine,
but it will also be distributed over selected network routers for measurement,
observation, and threat detection purposes. These additional CPN nodes will also
feed information to the SDN routing engines, as well as to the visual analytics
modules. Thus, these CPN enabled nodes, will continuously gather information
in order to conduct the routing and flow function. However, the data gathered
in this manner will also feed into the Analytics module (e.g. network activity,
attack-related information) in a distributed manner.

In this context a modular middleware will be employed building upon pre-
vious successful paradigms, i.e. WAPI API [45], for the implementation of the
SerIoT data collection framework. The framework has been initially developed
in WOMBAT project and was further extended in Vis-SENSE and NEMESYS
projects [3]. This layer will feed the necessary information needed by the other
architectural elements of the distributed SerIoT framework, which will deal with
the ad-hoc anomaly detection and the centralized decision support framework,
supported by the core cloud. These components will be coupled with innovative
visual analytics techniques to further support decision making to the respective
operators [30,31]. In addition to the security monitoring, means for monitoring
the energy consumption of the SerIoT network will also be introduced; indeed
energy consumption has become an important issue in networks in general [19,29]
since it is a significant component of the economic cost system operation, as well
as significant from the point of view of CO2 impact.

4.1 Ad-Hoc Anomaly Detection Platform

This layer will deal with the design and implementation of a modular informa-
tion network security component stack, which will support the provision of a
number of security mechanisms that will be executed across IoT devices, honey-
pots and routers. Lightweight techniques fully exploiting the capabilities (single
core versus multiple CPU cores) of each IoT device (accessed through the corre-
sponding IoT platform) will be investigated for the identification and prediction
of abnormal patterns [38]. Lightweight and robust anomaly detection techniques
based on local traffic characteristics such as dynamic changes in queue lengths
and second order properties of traffic will be regularly measured and probed
by smart probe “cognitive packets” sent out by the SDN controller, feeding into
the SDN-Controller’s routing decisions. Analysis of wireless communication links
based on research based evidence and performance data will also be used to feed
the anomaly detection functions. These smart probe packets will bring back the
information to the SDN-Controller’s Cognitive Security Memory (CSM), which
will be used for periodic or on-demand routing updates, to eliminate lack of
security and points of failure (e.g. intelligently route traffic when an attack has
been identified) and bottlenecks stemming from the network intrusion attempts.
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This data will also be forwarded to the Analytics modules for confirmation (or
the opposite), which will in turn come back to the SDN-Controller’s CSM. Any
alert at the CSM level that is clearly denied by the Analytics module will be
removed, while alerts that are either confirmed or not denied clearly will be acted
upon for greater security. Between updates from the Analytics module, the CSM
will remain under the influence of the most recent information it has received,
although it may not react to this immediately. This may lead to some reactions
or re-routing under some false alarms, but the principle followed is that it is
better to react than to discover a security breach after it has done its harm.

4.2 Interactive Visual Analytics and Decision Support Tools

This architectural layer will deal with the interactive decision support tool kits
that will be delivered to the end-users (i.e. IoT network operators) of the SerIoT
system. It will be composed of advanced information processing mechanisms,
fully utilizing the raw measurements from the SerIoT IoT-enabled data collec-
tion infrastructure (i.e. devices, routers and honeypots), which will be able to
effectively detect potential abnormalities at different levels of the IoT distributed
network in the spatiotemporal domain. To support decision making in terms of
analysing the root cause of attacks [10] in the IoT infrastructure, a novel visual
analytics framework will be researched and developed dealing with the effective
management and visualization of data.

4.3 Mitigation and Counteraction Platform

This component is responsible for orchestrating, synchronizing and implementing
the decisions taken by the aforementioned DSS. Apart from a central process-
ing unit, it will involve specific software on the network components (i.e. SDN
routers, honeypots and IoT devices), remotely handled.

5 Overall Approach for SerIoT

SerIoT has adopted an agile, trans-disciplinary requirement engineering, mod-
elling and design methodology, which includes the following aspects: (i) End-user
and stakeholder requirements engineering and refinement, (ii) Architecture and
system analysis and refinement [7–9,17], (iii) IoT-related research and innova-
tion to implement the architecture, (iv) Prototype technical development and
integration plus testing, (v) Creating pilot examples in large-scale business ori-
ented applications (OASA and DT), (vi) Multi-level performance evaluation and
end-user validation acceptance based on the fulfillment of Key Performance Indi-
cators (KPI), and (vii) Lessons learned and concrete efforts towards standardiza-
tion and market take-up of SerIoT results. It is therefore crucial for the successful
outcome of the SerIoT project that a clear well-structured methodology be used.
Thus, the overall methodology proposed involves five phases.
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5.1 Phase One

Framework Design and Preparation (embodied in WP1 and WP2). This phase
marks the beginning of the project and includes the identification of state-of-the-
art technologies relevant to the project objectives, through existing knowhow
of project partners and existing solutions. The output of this phase will be a
comprehensive set of requirements, recommendations and guidelines covering all
scientific and implementation aspects of the project. It also includes the concep-
tion of a business environment that can provide the framework for commercial
exploitation of the envisioned framework along with its exploitable products. It
involves market analysis, technology assessment, valorisation and business mod-
elling for successful penetration in the emerging market around IoT.

5.2 Phase Two

Technical Development and Innovation (WP3 and WP6) will proceed in paral-
lel with Phase One, where the definition of the SerIoT architectural framework
takes place, this phase will involve the conceptual design and implementation of
the envisioned IoT ecosystem. It includes the development of the architectural
elements in accordance with their high-level functional, technical and interop-
erability specifications. The agile process followed in SerIoT will address in a
unified way the whole reference chain, including end-users as well as business
scenarios (defined in the previous phase) and system requirements, Thus, allow-
ing for holistic implementation of the envisioned framework and tool sets (SDN-
controller and secure router, design-driven self-monitoring of IoT devices, ad-hoc
honeypots, cross-layer anomaly detection and analytics, mitigation engine, IoT
reference malware warehouse infrastructure, etc.). The output of this phase is
the effective definition of the SerIoT specifications to operational architectural
elements by following a UML based approach and preparing the groundwork for
the transfer of the SerIoT approach to real-world environments.

5.3 Phase Three

The Integration and Validation (WP7 and WP8) phase after the realisation
of the SerIoT prototype components will include the following activities: (i)
Individual Component/Module Configuration and Adaptation, will take place
including experimental verification in the virtual testing environment towards
integration int the SerIoT framework. (ii) Prototype integration and iterative
testing, in with a specific integration methodology addressing interdependencies,
hierarchy, software and hardware implementation, test-bed plans, etc., followed
by system integration. Integration should assemble all architectural elements and
iteratively deployed into real-life demonstration sites (DT, OASA, etc.).

5.4 Phase Four

This comprises Demonstration and Evaluation (WP8). Due to the agile approach
we will adopt, this phase will be run almost in parallel with design, development
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and integration activities, and focus on fine-tuning and validation of the whole
framework as well as on the assessment of the demonstration phase of the project.
Thus, this phase is concerned with the iterative deployment of the end-to-end
IoT framework in the business scenarios of SerIoT (OASA, DT) as well as the
overall project evaluation (lessons learned). This should be followed by activities
that address follow-up project achievements. Overall activities will include as
(i) System Acceptance involving the execution tests, the recording of findings
and the addressing of identified shortcomings. Furthermore, laboratory integra-
tion tests will be conducted in order to identify potential leaks and bugs of the
prototype system prior its deployment and evaluation in realistic conditions.
(ii) Validation of the whole system against the user requirement specifications
and the developed business and exploitations plans. (iii) Evaluation of the entire
project and its foreground along with tangible achievements compared to the ini-
tial project objectives, with adequate focus on technical evaluation (i.e. KPIs),
user acceptance and impact assessment.

5.5 Horizontal Activities

These include Project Management, Dissemination/Exploitation and Standard-
ization (WP9 and WP10). This work comprises all the horizontal activities of the
project including (i) Overall Project Management (administrative, scientific and
technical), (ii) Dissemination and Exploitation of SerIoT results by consortium
partners during and after the end of the project, (iii) Standardization activities
stimulating seamless connectivity with existing industrial bodies and initiatives
in the domains addressed in the project and will be in line with the guidelines
from the related standardization bodies and (iv) Sustainability of exploitable
SerIoT products, based on a concrete strategy (IoT market analysis)” SWOT,
CBA/CEA analysis stemming from Large-scale trials, detailed business plan,
etc.).

5.6 Use Case 1: Surveillance

This Use Case will target the exploitation of the system on multimedia data
streaming from surveillance networks and from proprietary sensor networks (e.g.
cameras, registration points, etc.), that render valuable “loot” for fraudulent
hackers or unauthorized companies or individuals. In this case, sensitive informa-
tion related to personal data, and protected by privacy legislation, become avail-
able in the interconnected IoT and are obtained via unauthorized access and then
are forwarded via the rerouting/bypassing of the information on secure paths.
This Use Case will be combined with the next one regarding Intelligent Trans-
port Systems in Smart Cities to demonstrate security scenarios in the context
of Autonomic Sensor Systems. Examples of such autonomous systems related
to SerIoT include critical infrastructures that can effectively monitor external
facilities (Athens Pilot Concept I), and the case where embedded intelligence
in IoT devices (e.g. placed on parts of a manufacturing system) can automat-
ically notify storage areas and services to improve maintenance planning and
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worker safety. These are core impacts stemming from the Flexible Manufac-
turing domain, which SerIoT targets in particular by our partner DT/T-Sys.
This Use Case will be also demonstrated through the infrastructure and public
services offered by OASA, the largest transport authority in Greece.

5.7 Use Case 2: Intelligent Transport Systems in Smart Cities

This Use Case focuses on the analysis and definition of security solutions for
Intelligent Transport Systems (ITS) integrated in a Smart City where ITS sta-
tions can be vehicles, but also mobile persons, other transportation infrastruc-
tures, etc. The term ITS refers to the application of Information and Com-
munication Technologies (ICT) to road transportation to support and enhance
various applications. The main concept is to integrate computers, electronics,
wireless communications, sensors, and navigation systems such as Global Nav-
igation Satellite Systems (GNSS), to enable the collection and distribution of
information to and from the vehicles. One of the main standardization activi-
ties in ITS is specific to Vehicle to Vehicle communications where generic ITS
stations (e.g. cars or a roadside platform) exchange information in a secure way
through Dedicated Short Range Communication (DSRC), also called ITS G5
in Europe. A key aspect of such an example of Cooperative-ITS (C-ITS) is the
establishment of “trust” between participating systems and devices. The C-ITS
security framework (for cars and infrastructure stations) is mainly based on the
Public Key Infrastructure (PKI) concept and is currently defined at the EU level
in the C-ITS deployment platform.

While the use of PKI for a specific vehicle based ITS application like Collision
Avoidance is well defined and described in specification documents, the secure
and safe integration of ITS stations in the Smart City and transport systems
is still a subject of investigation. We will explore the security framework for
such applications beyond the ones prescribed at the EU level, through C-ITS
deployment, namely the buses provided by OASA, and ATECH’s contribution of
roadside ITS stations. IoT security solutions will be integrated to ensure that the
evolution of ITS will not generate security risks or vulnerabilities when different
means of communication and devices are integrated. In addition, cyber-physical
aspects are quite relevant in ITS and a security breach can generate not only loss
of data but also risks to physical safety, including possible loss of life. Thus, the
related security requirements will differ from generic IoT security requirements,
as the reaction time of the cyber-physical components are very short and the
related security solutions must react very quickly.

Two core aspects will have to be taken into consideration: (a) Vehicles and
drivers will be connected through multiple wireless technologies such as Cellular
Networks, Bluetooth, Wi-Fi, etc. (b) The security of the ITS station and the
exchange of information (including personal data) will have to be protected in
this heterogeneous context. (c) Beyond cars, people on the streets and other
roadside nodes could also be connected to ITS stations Thus, widening the cur-
rent concept of ITS station and its collaborative functionalities. This Use Case
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will also be coupled with the Surveillance Use Case (monitoring of an infrastruc-
ture) and will be instantiated in the large-scale IoT-enabled systems that are
described below.

Bilbao Pre-demonstrator and Real World Scenarios. This pilot offers an
intermediate step between early validation of algorithms in a laboratory environ-
ment, and the actual exploitation of the system in real world environments as in
the next three use-case pilots. In particular, all applicable systems of the SerIoT
solution will be tested in the controlled environment of the Bilbao park before
being exploited on the streets of Athens so as to significantly facilitate the early
detection of faults, bugs, etc., to minimize any risk to the public, and thoroughly
and repeatedly check certain cases with no time restriction or environmental dis-
turbances. The TECNALIA private test track is a fully instrumented permanent
test site for Automated Vehicles composed of two Renault Twizzy automated
vehicles, a private (dedicated) test track with central station (with I-to-V and
Vehicle-to-Vehicle communication) and a driving platform simulator. This sce-
nario will help validate some of the individual and cooperative manoeuvres in
the vehicles: overtaking, intersection lane change and roundabouts. Dual mode
services, such as control of automated functions and sharing techniques between
vehicle and driver, can be tested. technology providers from the consortium will
participate in this demonstrator.

Transport for Athens Pilot Concept I. Audio permanent sensors and cam-
eras will be installed in public transport vehicles and depots to detect illegal or
unwanted activities such as window scratch graffiti, graffiti, potential security
incidents, and unsolicited activities (such as begging, in-vehicle music playing,
etc.). This low-cost network of microphones and cameras, coupled with an “secu-
rity incident control center”, will have the capability to detect selected image
frequencies for graffiti and scratch graffiti, and detecting and recognizing sound
patterns that indicate security incidents or unsolicited activities. This in-vehicle
and depot systems will have capabilities of audio feedback, in order to deter and
avert unwanted and illegal actions. The central system will identify the vehicle
in which an incident takes place and give the operators required information for
incident management.

Transport for Athens Pilot Concept II. The installation of engine sensors in
buses and trolleybuses (potential extensions to Metro will also be investigated
during pilot designs), aims to enable the access to engineering data in order
identify potential future breakdowns and create engineering log of required data,
in order to plan maintenance activities, using the secure and safe IoT ecosystem
of SerIoT. Both of the “Athens Pilot” Use Cases will be organized by OASA with
ICCS and CERTH for the application development and integration in liaison
with project partners ATOS, HOPU and DT/T-Sys.
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C-ITS Stations Vienna Pilot Concept III. Use of existing and installed
C-ITS stations in a living lab environment with additional security elements
of SerIoT for the monitoring of security risk’s and attacks form the connected
sensors and external C-ITS dynamic communication links. Enable and support
fast recognition of “insecure ITS stations” or other external users and contribute
data reports and logs to the clarification of the “unclear situation” in terms
of severity of the risk and the consequences for the extended and distributed
C-ITS network (e.g. options could range from closing one network channel of
the ITS station, temporarily close the receiving channel, temporarily shut down
the C-ITS station, to report to central operators to close all “linked stations”
down in “hibernation mode” till certain conditions are met again and operational
capacity can be resolved). Generate for the operator additional recommendations
and hints for regular network operation and propose improvements for regular
and stable operations. ATECH has access to ITS stations in the Vienna Living
lab environment and will offer the expertise and resources from there in order
to set up the aforementioned scenario.

5.8 Use Case 3: Flexible Manufacturing Systems

This Use Case will deal with Flexible Manufacturing Systems (Industry 4.0),
which concern a sophisticated approach for enabling connected industry to cre-
ate value and novel business models. This Use Case will provide monitoring and
detection of physical attacks to wireless sensor networks in the context of the
Industry 4.0 and will be mainly supported by DT/T-Sys. and the testbed pro-
vided by UEssex. There will be two concrete scenarios, which will be instantiated
in DT/T-Sys. infrastructure:

– Attack on an intelligent automatic warehouse such as those that are planned
by Amazon. In this use case the warehouse is operated by wireless connected
robots, which collect the purchase lists automatically and bring the goods to
the packing stations. Since all data communication is wireless, many attack
vectors may be used for breaking or jamming the communication line. Within
SerIoT, techniques such as anomaly detection at SDN and device levels will
be utilized for the early identification of such attacks.

– This use case is also an example of dealing with a critical infrastructure, where
some of the components, actors or sensors are linked by wireless technology
such as W-Lan or Bluetooth. Jamming attacks can disturb the communica-
tions, so that the supply of critical resources such as energy or water can be
impacted seriously. The monitoring and detection system of SerIoT will be
also utilized here to demonstrate the feasibility of mitigating such attacks,
and tested in OASA pilots, in DT/T-Sys., and perhaps in other contexts.

5.9 Use Case 4: Food Chains

Food Chains can illustrate end-to-end security across communication channels,
i.e. Transport Layer Security, Datagram TLS protocol, etc., by addressing device
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authentication mechanisms, the detection and avoidance of DoS and replication
attacks, as well as early detection of the interruption of IoT devices (critical
functionality), while the requirements related to the mobility of these devices
will be explored, for instance when they are deployed in an environment where
no protection is available by design. Since many food items are perishable and can
only remain in shops for a certain time before they become unfit for consumption,
replacing printed “deadlines” by IoT devices on packages will communicate to
shop managers when a deadline is reached and flash a red LED indicator for the
shop managers and customers, offering “on board sensing and communications”
for food. This Use Case will be supported by third parties that will join the
SerIoT consortium and interconnected to the project through the EU wide test-
bed supported by UEssex.

6 Conclusions

As we move towards the IoT and the IoE, we are opening our most vital
physical systems that support our daily life, to possible security and privacy
breaches, and attacks that can impede and impair all of our common daily
activities. Thus, in this paper we have outlined the EU H2020 SerIoT project
which addresses the IoT Security Challenge by developing, implementing and
testing a generic IoT framework based on a specific adaptation of the concept
of smart Software Defined Networks, augmented with secure routers, advanced
analytics and user friendly visual analytics. The SerIoT project will create a
unique and portable software-based SerIoT network to spearhead Europe’s suc-
cess in IoT security. The SerIoT project has thus formulated major Scientific and
Technological Objectives which will also help us monitor overall progress based
on specific quantitative and qualitative indicators relevant to each objectives.
These advances will also be evaluated in individual laboratory test-beds and in
an integrated EU wide test-bed, which will be interconnected and demonstrated
via significant use cases by our industry partners.
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routers, a Markov model. In: Czachórski, T., Gelenbe, E., Grochla, K., Lent, R.
(eds.) ISCIS 2016. CCIS, vol. 659, pp. 185–192. Springer, Cham (2016). https://
doi.org/10.1007/978-3-319-47217-1 20
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mation of the TCP Vegas and Reno congestion control mechanism. In: Czachórski,
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Abstract. Several policies initiatives around the digital economy stress
on one side the centrality of smartphones and mobile applications, and
on the other call for attention on the threats to which this ecosystem is
exposed to. Lately, a plethora of related works rely on machine learning
algorithms to classify whether an application is malware or not, using
data that can be extracted from the application itself with high accuracy.
However, different parameters can influence machine learning effective-
ness. Thus, in this paper we focus on validating the efficiency of such
approaches in detecting malware for Android platform, and identifying
the optimal characteristics that should be consolidated in any similar
approach. To do so, we built a machine learning solution based on fea-
tures that can be extracted by static analysis of any Android application,
such as activities, services, broadcasts, receivers, intent categories, APIs,
and permissions. The extracted features are analyzed using statistical
analysis and machine learning algorithms. The performance of different
sets of features are investigated and compared. The analysis shows that
under an optimal configuration an accuracy up to 97% can be obtained.

1 Introduction

Digital Single Market (DSM) strategy1, and other policy initiatives recognize the
potentialities of digital business for innovation and growth. Smarthphones and
mobile applications are considered a basic component in this ecosystem. This
is not only because lately the 50% of web page traffic is generated by mobile
devices as reported in [1], but also mobile networks enable users to interact with
digital services at any time and almost at any place. Thus, service providers offer
to users both web based applications and their mobile counterpart.

However, to exploit DSM capacities in mobile environments various chal-
lenges should be faced. Among them security, privacy and trust is of high con-
cern. This is of especially importance for mobile applications that users can
install either from trusted official sites (i.e., Google Play) or through third
1 https://ec.europa.eu/commission/priorities/digital-single-market en.
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party applications stores. Note that even if mobile applications are inspected
(e.g., through Google bouncer), for security flaws before publishing, it is rather
impossible to be completely sure about the quality of any given application
from a security and privacy perspective as adversaries always find new ways and
techniques to bypass the underlying protection mechanisms. Furthermore, third
parties stores do not follow the same security policies as Google play and hence
is most probable to be used as a vehicle for malware distribution.

However, lately systems’ security have been highly enhanced by introducing
different solutions [2,3] either at operating system or at application layer works,
malware detection as a part of it is still an on-going and challenging research
problem. Various research works [4,5] have shown that not only malicious soft-
ware (malware) can get access to private information but also goodware might
try to invade to users’ digital space as it is considered the main asset for digital
business in this new era, and consequently can threaten their private sphere. So
a major question, considering the vast number of available mobile applications
(apps), is whether users can be informed if a given app can act maliciously to a
certain degree. To do so it is of high importance to:

1. understand mobile applications characteristics that can be used for such a
classification

2. provide a solution capable of analyzing the large scale landscape and learn to
identify potential problems and unknown patterns in the fly.

In this context, anomaly detection solutions with emphasis on machine learn-
ing (ML) have been considered as an alternative option, to traditional ones,
recently. This is because (a) humans are incapable of identifying (common) pat-
terns in a high frequency data, (b) cyber domain is currently supported by big
data meaning that high volume of data can be used for developing the appropri-
ate base line behaviours, and (c) ML assisted tools the last decades have been
used successfully in diverse domains such as text processing, health-care, finance,
etc.

We believe that a well-defined model relying on the advantages of ML can be
a promising ally for improving and enhancing the current level of cyber security
protection/identification solutions. Currently, related works e.g., [6,7] demon-
strate promising outcomes, however, additional analysis should be accomplished
in order to identify the optimal parameters to achieve high accuracy and vali-
date the outcomes of other related works. In this mind-set, we envision a ML
assisted framework for mobile apps classification based on their intrinsic proper-
ties that is capable of (a) demonstrating ML based solutions capacities; currently
it is not straight forward to compare different ML approaches and validate their
outcomes, and (b) detecting malware with high accuracy.

In this work we set up the foundations for developing such a framework with
emphasis on Android OS. More specifically, the proposed architecture relies on
reverse engineering any given app for extracting through static analysis app’s
features such as activities, services, broadcasts, receivers, intent categories, APIs,
and permissions that retrofit ML algorithms to characterize whether or not the
examined app is malicious. We analyze the effectiveness of two well-known ML
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i.e., k-NN and SVM to detect malware using different set of features over a data
set of 2620 applications, equally divided among malware and goodware, and we
provide a comparison with other related works. Further, we study the efficacy
of applying a statistical analysis to the extracted features, which transform the
initial set of features in a smaller dimensional space. We discuss the relevance of
the different features using various selection approaches in order to identify the
optimal parameters. Results indicate that we can reach accuracy up to 97%, by
using optimal features with low overhead.

The rest of this paper is structured as follows. We briefly describe the related
works in Sect. 2 and we introduce our ML based approach for malware detection
in Sect. 3. We present the experimental evaluation and discuss our outcomes in
Sect. 4. Finally, we conclude our work and we present possible future develop-
ments in Sect. 5.

2 Related Work

In this section we overview related works that rely on ML algorithms for detect-
ing malware targeting the Android platform using as features data that can be
extracted by static analysis of the app. We review, only the most relevant results
to the approach proposed in this paper. This means that we consider only works
that rely on features such as Application Programming Interfaces (APIs), system
calls, permissions.

Applications Programming Interfaces and System Calls: A major group of
Android malware detection techniques, are using systems calls or/and API calls.
System calls have been used extensively for malware detection on personal com-
puters [8–10]. So similar approaches have been introduced for detection malware
in Android. More specifically, authors in [11] introduce a solution for detecting,
among the others, polymorphic malware by monitoring system calls. Authors,
assess the effectiveness of SVM algorithm over a dataset of 150 apps and and indi-
cate accuracy up to 90%. Similarly, in [12] authors describe a malware detection
tool called MALINE. In their solution they use as features system calls frequency
as well as the corresponding call graphs. MALINE for the classification relied on
SVM, Random Forest, LASSO and Ridge Regularization. Depending on the fea-
ture selection and the employed classifier accuracy results ranges between 85%
to 97%. SafeDroid [13] provides another solution for Android malware detection
that uses APIs as a feature, instead of relying on system calls, for retrofitting
ML. It consists of the features extraction and the classification reporting services.
SafeDroid considers in its analysis 743 APIs that are most frequent to malware
apps, and demonstrates detection accuracy 99%, 98% and 97% for Random For-
est, K-NN and SVM respectively. In a more coarse grained approach introduced
in [14] authors make an analysis of ML classifiers efficiency for detecting malware
using as a feature APIs packages. Authors have evaluated their idea using three
well known algorithms i.e., SVM, J48 and Random Forest, over 205 benign and
207 malware apps. Result indicate that detection accuracy can be as high as
92% for SVM and Random Forest, while for J48 reaches up to 89%.
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Permissions: Permissions are an important factor for the proper operation of
any given app, and reflect the access to sensitive resources as they have been
defined by Android OS. For that reason, permissions have been considered as an
alternative source of features for detecting malware in Android. Authors in [15]
assess the accuracy of seven well known classifiers using as a feature app’s per-
mission on a data set consisted of 200 malicious and 200 benign Android apps.
In this setup, authors demonstrate for SVM accuracy up to 95%, while for the
remaining classifiers the accuracy levels are 88.6% for C4.5, 91,6% for JRip, 82.5
for Naive Bayes (NB). Permission risk rank solution introduced in [16] studies
to what extend Android malware can be detected based on the permission they
define in app’s manifest. To do so authors first select the riskiest permission set
(i.e.,, the most relevant from a statistical point of view) by employing statistical
techniques such as T-test, and Principal Component Analysis (PCA) and sec-
ondly evaluate ML classifiers using the riskiest permission. Authors demonstrate
accuracy as high as 99% for SVM, Decision Tree, and Random Forest under spe-
cific configuration using a high volume data set. In the same mind-set, the APK
Auditor [17] relies on logistic regression, while evaluates its performance using a
dataset of 6900 malware and 1850 benign apps. Results indicate accuracy up to
88%. Similarly, authors in [18] rely on different approaches (Gain Ratio Attribute
Evaluator, Relief Attribute Evaluator) to select the optimal features to use for
detecting malware with the support of machine learning algorithms. Authors
evaluate their solution over a data set of 3784 apps, however, they do not report
which of them was malware. The demonstrated results show accuracy up to 94%.

Other Features and Possible Combinations: One of the earliest works
that combines APIs and permissions was introduce in a solution named
DroidAPIMiner [7], in which well-known classifiers were assessed over on a
dataset of 20000 and 3987 benign and malware apps. In this set-up authors
demonstrate accuracy up to 99% in the case of K-NN, while other ML classifiers
perform accuracy around 96%. In the same direction, authors in [19] combine also
APIs and permissions assessing the performance of Random Forest, SVM, and
Neural Networks. Authors evaluate their approach using a dataset of 5000 good-
ware and 1260 malware apps, and demonstrate accuracy up to 94% for all the
classifiers depending on the setup. An extended set of features, such as intents,
permissions, system commands, suspicious API calls, were used as input to ML
in [20]. Authors accomplish an assessment different classifiers using an extended
data set consisted of 18.677 malware and 11.187 benign apps correspondingly;
their analysis indicates an F-score up to 0.96. In an earlier work Drebin [6]
presents a holistic approach for malware detection based on SVM by using a the
broadest set of features (Hardware components, Requested Permissions, App
components, Filtered intents, Restricted API calls, Used permissions Suspicious
API calls, Network addresses) in comparison with other related works. In the
same mind set, as the other related works, Drebin evaluates its performance on
the biggest public available dataset (consists of 123453 benign and 5560 malware
apps). Drebin results shows accuracy 94% in the case of SVM.
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Fig. 1. High level architecture for feature extraction

3 Methodology

3.1 Overview

Any ML based approach for malware detection for Android platform consist of
three phases: (a) apps collection, (b) feature extraction, and (c) apps’ classifica-
tion. This procedure is a standard textbook process [21] and is followed in any
solution that builds on the advantages of ML.

So, similar to other ML approaches, to study the effectiveness of ML on
malware detection for Android OS, firstly a collection of goodware and malware
apps should be developed. To compile the appropriate datasets, we follow two
different approaches. Briefly, we built a specific tool for downloading and getting
access to a numerous of goodware from Google play, while for malware we made
a literature research for public available data sets, as currently there is no central
repository available that can be used to download them.

Secondly, towards a large scale analysis framework for ML based detection
we develop the appropriate tools to automate and parellelize the experiments;
especially for extracting the features of interest. Figure 1 illustrates the high level
approach for extracting the features.

More specifically, we decompile any given app using the apktool2 in order
to get access to app’s (original) resources, that is, among the others: (a) the
manifest, (b) resources (images, fonts), (c) the source code, and (d) libs. In this
work we focus on (a) app’s manifest and (b) source code as they contain the
core information for app’s execution, however, we are planning to incorporate
the remaining resources in our model in a future work. Our tools are able to
distinguish the resources and analyze them in order to extract the features of
interest and compile the corresponding vectors required in the third phase.

Thirdly, the classification phase takes place in order to identify whether a
give app is a goodware or malware using the extracted features. In this last
phase, apps’ classification procedure relies on the data set of features extracted
in the second phase to retrofit ML both for training and testing.

3.2 Feature Set

As various features can be used in classification, similar to other related work, we
rely on features that can be extracted from any Android app namely actions, fea-
2 https://ibotpeaches.github.io/Apktool/.
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tures, services, categories, APIs, and permissions. However, based on the current
related work analysis there is not any indication which of the available features
are the optimal choices for Android malware detection. So at the classification
phase we employ also a selection feature procedure to identify the optimal ones.
In our approach for each and every feature (i) we assume that there is a vector
Fi of n dimensions, where i is the type of feature. Each dimension of a vector
corresponds to a binary variable which is set to 1 in case that the app contains
an instance of the feature i, otherwise to 0. An app A(j) gain access a subset of
these features sets Fi depending on its capabilities. In a formal way, each vec-
tor Fi is calculated using the formula 1. It should be mentioned that instead of
applying the ML classification directly to raw features the statistical properties
variance and sum are employed in the initial feature set. Table 1 overviews the
features used to retrofit ML for the classification.

Fi = {X0,X1,X2 . . . Xn} (1)

Since it is not known a priori which features are the most relevant feature,
feature selection is a necessary step for any ML assisted detecting framework.
Based on the related work there are not indications which are the dominant
features for detecting malware on Android. The goal is to reduce the dimension
of the data set to improve the classification time but without sacrificing the per-
formance beyond a certain threshold. Most of the feature selection algorithms
can be divided in two broad categories. The first one determines features signif-
icance using a ML algorithm that is to ultimately be applied to the data, while
the second one estimates features dominance by using heuristics based on gen-
eral characteristics of the data. The formers are referred to as wrappers and the
latter as filters. In this paper, we assess both approaches for identifying the opti-
mal features. For the wrapper approach we rely on the ML classifier SVM [21],
and for filter we use the RELIEF algorithm proposed in [22].

Table 1. Used features for ML classification

ID Feature description

1 Variance of actions

2 Variance of features

3 Variance of services

4 Variance of categories

5 Variance of API

6 Variance of permissions

7 Sum of actions

8 Sum of features

9 Variance of services

10 Variance of categories

11 Variance of API

12 Variance of permissions
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3.3 Machine Learning Classification

Various ML algorithms are available in literature that can be used in binary
classification. Recall that our goal is to provide ML based platform capable of
determining whether an app is malware or not with a certain degree. So, in this
preliminary work two well known ML algorithms have been used for assessing
the effectiveness of ML in this domain; the K-Nearest Neighbour (K-NN) and the
Support Vector Machine (SVM). We do not go into details about ML classifiers,
and we refer the interested reader to relevant state-of-the-art sources such as [21].

K-NN: is probably among the most simple ML algorithms that classifies new
instances based on a similarity function e.g., Euclidean, Manhattan, in compar-
ison with instances used in the training phase of classification. Considering a
dataset of instances i.e., the features of the goodware and malware apps in our
case, each instance is classified to belong to a specific class by using the major-
ity of votes from its neighbours, with the case being assigned to the class most
common amongst its K nearest neighbour measured by the distance function.

SVM: is capable of defining a model, based on labeled data, for classifying
a new instance to a specific class. To do so, SVM finds a linear separating
hyperplane, that is the decision boundary, with an optimal margin among the
different classes. A popular kernel, which used in this paper also, is the Radial
Basis Function (RBF) kernel.

4 Evaluation

To test the accuracy and efficiency of the classifiers presented in the previous
section, we performed a comparative analysis of different configurations and
applied them on the collected datasets. There are two aspects to validate with
regard to our work, namely the validity of (a) relevant features, and (b) the
classification model and process itself.

4.1 Data Set Configuration

In our evaluation two data sets were used. The first data set (named Dataset-1)
was balanced and composed by two subsets of 1300 goodware and malware apps
respectively. We used this dataset to identify the optimal parameters i.e., the
most relevant features and evaluate ML accuracy. We assess also the effectiveness
of K-NN and SVM classifiers using an unbalanced dataset (named Dataset-2)
which consist of 31000 goodware and 1300 malware apps, and relying on optimal
parameters that have been selected from the first dataset.

For classifiers evaluation we used a 10-fold approach where each collection
of statistical features is divided into ten blocks. Nine blocks from each set of
data are used for training and one block is held out for testing. The training
and testing process is repeated ten times until each of the ten blocks has been
held out and classified. Thus, each block of statistical features is used once for
classification and nine times for training.
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Fig. 2. Features relevance based on a
wrapper approach using the SVM

Fig. 3. Predictor relevance weight on
the basis of the RELIEF algorithm

4.2 Classification Metrics

To evaluate the performance of a classifier one might use different types of met-
rics. For the needs of this paper we rely on accuracy that is defined as the per-
centage of correctly classified instances over the total instances, and is calculated
according to the formula 2.

Accuracy = TP + TN/TP + TN + FP + FN (2)

4.3 Results

At the first step of our approach we should select the dominant features fol-
lowing both a wrapper and a filter approaches as briefly described in Sect. 3).
In the first case we use the SVM, while for the second we rely on RELIEFF
algorithm. Figures 2 and 3 reports on the features with the highest relevance for
both approaches respectively.

More specifically, we employ SVM over every single feature to identify their
importance in malware detection. The values of the optimization parameters
in this specific case are BoxConstraint = 5 and Scaling Factor = 5. According
to this approach the dominant features are the variance and the sum of APIs
and permissions in which accuracy ranges between 70% to 75%. To validate
this outcome we employ also a filter selection approach by using the RELIEFF
algorithm. In that case outcomes demonstrate that the variance of APIs and
permissions, as well as the sum of APIs are the features with the highest rele-
vance. In this point it should be noted that none of the related works identify
the most relevant features that should be used as input to ML. The only work
that select the dominant features is proposed in [16], nevertheless, they focus
only on permissions.

So considering the outcomes of the two feature selection approaches we opt
the variance and the sum of APIs and permissions as the features to be used
for retrofitting ML classifiers, that are the [5, 6, 11, 12] of the Table 1. Using this
set of features we evaluate the performance of both the SVM and K-NN. Our
preliminary results demonstrate (see Fig. 4) accuracy up to 95% for SVM and
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Fig. 4. K-NN and SVM accuracy for the dominant features [5, 6, 11, 12].

up to 97% for K-NN in the case of the extended dataset (Dataset-2). This means
that the dataset size influence the detection accuracy. For both ML algorithms
K-NN and SVM the performance is enhanced approximately to 10%. However,
additional tests should be taken place for validating this outcome. For instance
how the size of malware subset influence the accuracy.

Although some of the related works (i.e., Safedroid [13,16], etc.) report accu-
racy up to 99%, we believe that our approach, relying on statistical features, can
be an alternative option for detecting malware on Android. This is because the
related works use the initial data as input to ML classifiers instead of depend-
ing on statistical transformation, and thus they perform on higher dimensions
that on one side offer higher accuracy. On the other side, such approaches intro-
duce additional processing overhead for the classification. So as there is always
a trade-off between security and performance our initial outcomes demonstrate
a promising solution without sacrificing accuracy. We are planning to provide a
detailed analysis with regard to processing overhead that ML classifiers face in
a future work.

5 Conclusions and Future Work

Apps intrinsic properties can be a valuable ally, among the others, in order
to identify apps that tend to have malicious behaviour. In this paper we have
described the main components for evaluating ML classifiers accuracy for detect-
ing malware on Android platform. In our approach, we rely on the statistical
properties i.e., variance, mean of the initial selected feature set, and we opt
the most dominant features by using the outcomes of Relief algorithm and SVM
classifier. This way, ML classifiers operates on a lower dimension space, and thus
less overhead can be introduced. Our initial results show accuracy up to 97%.

Though our results are promising other related works demonstrate accuracy
up to 99%. For that reason, we foresee additional tests and configurations in order
to reach this level of accuracy without imposing high overhead. Furthermore, the
current analysis should be supported with other features that might be critical
for malware detection such as (a) Cryptographic libraries, (b) application source
code update, and (c) dynamic code loading presence.
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Abstract. Many emerging Internet of Things devices, gateways and
networks, rely either on mobile networks or on Internet Protocols to sup-
port their connectivity. However it is known that both types of networks
are susceptible to different types of attacks that can significantly disrupt
their operations. In particular 3rd and 4th generation mobile networks
experience signalling related attacks, such as signalling storms, that have
been a common problem in the last decade. This paper presents a generic
model of a mobile network that includes different end user behaviours,
including possible attacks to the signalling system. We then suggest two
attack detection mechanisms, and evaluate them by analysis and simu-
lation based on the generic mobile network model. Our findings suggest
that mobile networks can be modified to be able to automatically detect
attacks. Our results also suggest that attack mitigation can be carriedout
both via the signalling system and on a “per mobile terminal” basis.

Keywords: Signalling storms · Denial of Service
Mathematical modelling · Detection · Mitigation

1 Introduction

The security of computing systems is based on three basic principles: confiden-
tiality, integrity and availability. System availability of networks and services
can be significantly impaired by Denial of Service (DoS) attacks which can take
various forms which differ according to the technology being considered. Thus
DoS attacks for IP (Internet Protocol) networks differ significantly from DoS
attacks against mobile networks.

Mobile networks are susceptible to DoS attacks, mostly because of the net-
works’ openness to the Internet, the use of deterministic procedures, and the
use of basic design principles based on “typical” user behaviour. In the last ten
years, there were huge advances from an algorithmic, manufacturing ‘and soft-
ware perspective, pushing forward the innovation of mobile smart devices and
applications, which operate over a mobile network - while the network itself did
not keep up with the pace. One of the problems caused by these circumstances,
is the appearance of DoS attacks known as signalling storms, which overload the
control plane of the mobile network, unlike many previously known data plane
flooding attacks [26,37].

c© The Author(s) 2018
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Network security is ranked as one of the top priorities for future self-aware
networks [18], which is why there is well established research in the field. Fur-
thermore, while work in [21,33] focuses on a general defensive approach against
DoS attacks in future networks, signalling storm specific research can roughly
be categorised in the following groups: problem definition and attacks classifi-
cation [5,30,31,41]; measurements in real operating networks [11,40]; modelling
and simulation [1,27]; impact of attacks on energy consumption [10,12]; attacks
detection and mitigation, using counters [19,20,38], change-point detection tech-
niques [32,42], IP packet analysis [28], randomisation in RRC’s functions [45],
software changes in the mobile terminal [8,34], monitoring terminal’s bandwidth
usage [39], and detection using techniques from Artificial Intelligence [2]. As we
look to the future, such as the Internet of Things (IoT), various forms of attacks
will also have to be considered [6,9].

The communication schemes may be opportunistic [25] and attacks may use
similar opportunistic means to access IoT devices, viruses and worms will con-
tinue being important threats [16] and they can diffuse opportunistically through
a network [17], video input is one of the uses of the IoT and video encoding [7]
can also be specifically targeted by attacks. Furthermore, many network services
are organised to flow over overlay networks [4] that cooperate with the Cloud
[43,44] to offer easy deployable and flexible services for the mobile network con-
trol plane. Thus research needs to remain alert to such developments.

In this paper we mainly use stochastic modelling techniques, in order to rep-
resent complex communication protocols, such as the Radio Resource Control
(RRC), in simplified mathematic terms. In particular we use open and closed
queueing networks with multiple classes of calls. The analysis of these systems
is first described by Jackson [29], Basket et al. [3], and Gelenbe [14,15,22–24],
among others. A second approach is used through discrete event simulation,
whose results in many cases are comparable to queueing network models. More
precisely, we are using a specialised Mobile Networks Security Simulator (SEC-
SIM) created by in research group [27].

The remainder of the paper is organised as follows. In Sect. 2 we present a
queueing network model of a generic architecture of a mobile network, and model
normal and attack behaviour in Sect. 2.2. In Sect. 3 we present two attack detec-
tion techniques, respectively in Sects. 3.1 and 3.2, and a mitigation technique in
Sect. 3.3. Finally, Sect. 4 concludes the paper.

2 Network Model

The proposed model describes a general network architecture, focusing on its
radio access part, from the perspective of both, the control and data (user)
plane. It’s envisioned to represent different mobile network technologies, which
is achieved through representing the resource allocation in the data plane as a
“black box” where different technologies’ sub-models can be plugged in, while
keeping the control plane unchanged. The core part of the model consists only
the basic elements of the architecture, such as multiple Base Station (BS) nodes
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connected to a single network controller consisting one Signalling Server (SS)
node, and the communication stage nodes.

2.1 Model Description

An example workflow captured by our model goes as follows. When a mobile
terminal wants to communicate, it sends a connection setup request through the
control plane of the network, which needs to be processed at the BS and the SS. If
admitted, the mobile proceeds to communicate in the data plane of the network,
in sessions (each comprising multiple data packets), which we denote as calls in
the rest of the paper. If a call is blocked, then the mobile may either leave the
network or attempt to reconnect with a probability that depends on the type of
call. There are two types of calls or connection setup requests in the network: (i)
normal calls representing traffic from legitimate users or applications, and (ii)
attack traffic generated by malicious or malfunctioning applications that may
overload the network. The network model is open with calls joining and leaving
the network, representing for example the arrival and departure of mobiles to
WiFi areas. Its parameters are defined in Table 1 where the superscript r ∈ {n, a}
denotes the class of a call (normal n or attack a) (Fig. 1).

control plane

data plane

BS 1

control plane

data plane

BS N

Signalling server

μb
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μs
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Fig. 1. A model of the radio access part of a mobile network.

We assume calls arrive from outside the network according to independent
Poisson processes and the service times in each node are independent and expo-
nentially distributed. Since calls may be blocked at the SS due to congestion,
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Table 1. The main parameters of the model

N Number of cells covered by one signalling server

λr
0i Rate of new class-r calls joining cell i ∈ {1, . . . , N}, which corresponds to

mobile phone activations and handovers by roaming users

λr
i Rate of class-r connection requests traversing the i-th BS. These include

calls joining from outside the network, calls that have been successfully
served and return as new calls, and calls that retry connecting after not
being admitted at cell j due to insufficient data channels

λr
s Total rate of class-r calls arriving at the SS, λr

s =
∑N

i=1 λr
i

γr
i Rate of class-r calls that timed out after being admitted to cell i

pr
ib Proportion of class-r calls not admitted for communication at cell i

pr
b0 Probability that a blocked class-r call leaves the network; pa

b0 represents
attackers’ stubbornness while pn

b0 reflects human persistence

pr
i0 Proportion of class-r calls leaving the network after successful service at

cell i

pr
ij Proportion of class-r calls joining cell j after being blocked at cell i given

that they stay in the network, i.e.
∑N

j=1 pij = 1

μb Class-independent service rate of connection requests in the BS,
representing the cell signalling capacity

μs Class-independent service rate of connection requests in the SS,
representing the SS capacity

tr0 Inactivity timer

the aggregate arrival processes at different parts of the network are not Poisson.
Nevertheless, to simplify matters so as to obtain analytical solutions, we make
the approximation that all flows within the network are Poisson. The service
time distribution for the BS and SS nodes in the signalling stage is same for
both classes of calls, because the signalling procedure undertaken by the net-
work does not distinguish call classes. On the other hand, in the communication
stage, the service time distribution is distinct for different classes of calls because
of the different bandwidth usage behaviour of the normal and malicious calls.

The flow of calls in the above model could be expressed in a closed form as
follows. The total arrival rate of class-r connection requests at BS i is the sum
of the rates of (i) new calls, (ii) returning calls that timed out, and (iii) calls
that were blocked at a cell j by the SS and are attempting to connect at cell i:

λr
i = λr

0i︸︷︷︸
new calls

+ γr
i (1 − pr

i0)︸ ︷︷ ︸
reconnecting after

timeout

+
N∑

j=1

λr
jp

r
jb(1 − pr

b0)p
r
ji

︸ ︷︷ ︸
joining after being blocked
at cell j due to congestion

, (1)

where the proportion of blocked calls pr
ib and the rate of admitted calls that has

timed out γr
i depend on λr

j , ∀j. The model as presented is suitable for modelling
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different mobile technologies under an attack. More details, and a comparison
of the attacks’ influence on two groups of technologies, are presented in [36].

2.2 User Behaviour Model

An important part of the network model is the user behaviour model. In gen-
eral, the two classes of calls have different service time distributions. A normal
call, for example web browsing traffic, would usually happen in bursts which
would occupy the channel for a longer period. Contrary, attack calls would usu-
ally transfer only a small portion of data in order to trigger quick bandwidth
allocations and deallocations. The two patterns are depicted on Fig. 2 with Tn

denoting the normal session duration and T a the attack session duration, and s
and q respectively denoting “service” and “quiet” periods. In this part we need
to estimate the average session duration E[T r] = 1/μr.

Fig. 2. The user behaviour model describing the duration of a single data session T r

of class r.

Figure 2 could be translated to a Markov Chain model as in Fig. 3, using the
states: service (S), quiet (Q), and end of session (F). The transitions among S and
Q states are controlled with αr, and βr, where 1/αr is the average communication
time of a class-r burst, and 1/βr is the average duration of a quiet (inactivity)
period, regarding class-r calls. The timeout rate is given with τ = 1/t0.

Fig. 3. State diagram of the user behaviour model.

Let us denote with Πi the probability of the session being in one of the states
{S,Q, F}. The average session duration could be found using the following ratio:

ΠS + ΠQ + ΠF

1 + E[T r]
= ΠF .
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Solving the balance equations yields the state probabilities in equilibrium, and
the above equation solves to:

(μr)−1 = E[T r] ≡ 1
μr

=
1
αr

+
1
τ

+
βr

αrτ
. (2)

In the above expression, one can see that when the timeout is very short,
with τ → ∞, the average session duration tends to the communication time of a
single burst 1/αr. Modifying the αr and βr parameters, this modelling approach
can be used to investigate different traffic types, and different attack patterns.

3 Detection and Mitigation

In this Section, we first present two real-time storm detection mechanisms based
on counting channel allocations and monitoring bandwidth usage. Both are
tested in the SECSIM simulator. The mitigation mechanism employs an idea
of using a adjustable inactivity timer, and is tested with the model in Sect. 2.

3.1 Counter Detection

Description. The Counter detection mechanism enables detection of signalling
storms per mobile terminal in real-time. It is based on counting the repetitive
bandwidth allocations of same channel type (eg. a shared FACH or dedicated
DCH channel in a 3G UMTS network). It is envisioned as a lightweight mecha-
nism that should not impose any processing, storage, and memory problems if
implemented on a mobile terminal.

Decision Making. The mechanism requires two input parameters: the time
instances of bandwidth allocation and the type of bandwidth allocation, which
are stored in memory for the duration of a time window of length tw. A decision
of an attack being detected is simply taken when the number of repetitions
reaches a predefined threshold called counter threshold - n. The length of the
window tw is chosen such that tw > n · tI , where tI the duration of the inactivity
timer of the attacked state. The upper limit of tw is set according the memory
and storage capacities of the device on which it is implemented.

Evaluation. Figure 4 shows the performance of the described detection algo-
rithm using a ROC curve, as calculated with the SECSIM simulator. A threshold
of n = 3 could be a suitable choice resulting in around 40% true positive detec-
tion ptp and less than 0.2% false positive detection pfp.
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3.2 Bandwidth Monitoring Detection

The Bandwidth monitoring detection mechanism uses a simple idea of tracking
the bandwidth usage of each mobile terminal in a given sliding time window,
and calculating a cost function to estimate the likelihood of a terminal per-
forming a signalling attack. It’s based on previous analyses which showed that
signalling storms are inefficient bandwidth users. The mechanism monitors two
input parameters: the total time that the terminal spends while allocated band-
width within a given time window tw (denoted with tD, and tF respectively for
DCH and FACH states in 3G UMTs), and the time which the mobile termi-
nal is allocated bandwidth but does not transfer any data in a time window tw
(denoted with tDi and tFi). Whenever resources are de/allocated, the detector
calculates the ratio tFi+tDi

tF+tD
, which is then rolled in time using the Exponential

Weighted Moving Average (EWMA) algorithm as:

C[k] = α
tFi[k] + tDi[k]
tF [k] + tD[k]

+ (1 − α)C[k − 1], (3)

where k ∈ N > 0 is the index of the state change, 0 ≤ α ≤ 1 is a weight parameter
and C[0] = tFi[0]+tDi[0]

tF [0]+tD[0] is the initial cost value. As defined, C is between 0 and
1 with values closer to 1 indicating higher probability of an attack.

Decision Making. For decision making, we define two thresholding rules, and
a rule based on the cost function. Observing the cost C, and having calculated
an average Cavg over all historical C values, a simple rule of C ≥ βCavg can be
used to detect an attack. A second rule is using an upper threshold θ+ above
which we make a decision of an attack. This rule helps in detecting attacks with
very small attack rate, for which the cost function rule cannot be used, because
βCavg > 1. A second threshold is defined as lower threshold θ− below which
we assume a normal behaviour of the mobile terminal. The θ− rule helps in
protecting mobiles with normal behaviour of high activity, which are assigned a
low value of Cavg. Setting up these thresholds should be based on offline traffic
analysis by the mobile operators.

Evaluation. The performance of the Bandwidth monitoring detection algo-
rithm is depicted with the ROC curve on Fig. 4, which combines the pfp and ptp

metrics. Values in the top-left corner of the graph are most desirable, as it pro-
duces the highest true positive and lowest false positive detection probabilities.
The simulation results suggest that α = 0.3 is the most suitable value, producing
95% true positive and 0.04% false positive detection.

3.3 Dynamic Timer Mitigation

Mobile networks today use a fixed value for the inactivity timer with possible
manual corrections for specific situations, which we consider to not be the opti-
mal approach. While it plays an important role in controlling radio resource
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Fig. 4. ROC curves of the counter detector (left), and bandwidth detector (right).

allocation, being a trade-off parameter between the bandwidth reuse and num-
ber of connections, this section examines if it could possibly play a similar role
controlling the impact of a signalling attack on the network. For this, we propose
a dynamic inactivity timer which is set as a function of the network load, and
use the model described in Sect. 2 to study its performance.

One possible approach is to increase the timer linearly with the load on the
signalling server, after a signalling load threshold value θ is reached:

t0(λs) =

{
tmin
0 λs ≤ θ,
(tmax

0 −tmin
0 )

λmax
s −θ · (λs − θ) + tmin

0 λs > θ,

where λmax
s is the maximum allowed load on the signalling server, θ is a load

threshold and tmin
0 and tmax

0 are the minimum and maximum values that the
timer can take. In real operating network, these parameters need to be estimated
from statistical observations.

Results. Using the model in Sect. 2 we select a data plane model with m = 20
non-sharing data channels, such as in 3G UMTS Rel. 99, modelled as M/M/m/m
Markov chain [35]. The rest of the parameters are selected as follows: λn

0 =
1, pn

0 = 0.9, pa
0 = 0.1, pn

b0 = 0.9, pa
b0 = 0.3, λe = 0.05, t0 = 2 s (static), tmax

0 =
60 s, tmin

0 = 2 s, λmax
s = 5 calls/sθ = 3 calls/s.

Figure 5 shows the comparison of a static and dynamic inactivity timer for
varying network load. The dynamic timer activates when the threshold load θ
is reached and manages to lower the resulting network load, compared to the
static approach. Although the timer can play a control role, it cannot completely
mitigate a signalling storm. One downside of using this approach is increasing the
portion of normal calls that don’t get a service. Therefore, the timer controls the
trade-off between the signalling load in the network and the number of unserviced
normal calls.
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Fig. 5. Signalling server load for static and dynamic inactivity timer.

4 Conclusions

This paper has briefly explained the ongoing research in the field of mobile net-
works security, looking at in particular, signalling related attacks. It introduced
a generic mathematical model of the radio access part of a network, which can
be used to model different mobile technologies, and different user patterns. The
model was afterwards used to examine an attack mitigation technique using a
modified inactivity timer. The two proposed attack detection mechanisms were
implemented in a simulation environment and their evaluation showed satis-
factory results of 95% true positive and 0.04% false positive detection. Recent
work has used the Random Neural Network [13] for attack detection [2] and we
expect that further results will become available with similar machine learning
techniques.
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Abstract. Software security is a matter of major concern for software
development enterprises that wish to deliver highly secure software prod-
ucts to their customers. Static analysis is considered one of the most
effective mechanisms for adding security to software products. The mul-
titude of static analysis tools that are available provide a large number of
raw results that may contain security-relevant information, which may be
useful for the production of secure software. Several mechanisms that can
facilitate the production of both secure and reliable software applications
have been proposed over the years. In this paper, two such mechanisms,
particularly the vulnerability prediction models (VPMs) and the opti-
mum checkpoint recommendation (OCR) mechanisms, are theoretically
examined, while their potential improvement by using static analysis is
also investigated. In particular, we review the most significant contribu-
tions regarding these mechanisms, identify their most important open
issues, and propose directions for future research, emphasizing on the
potential adoption of static analysis for addressing the identified open
issues. Hence, this paper can act as a reference for researchers that wish
to contribute in these subfields, in order to gain solid understanding of
the existing solutions and their open issues that require further research.

Keywords: Software security · Reliability · Static analysis
Vulnerability prediction · Checkpoint and Restart

1 Introduction

Software security is usually considered an afterthought in the software develop-
ment lifecycle (SDLC). It is normally added after the implementation of software
products chiefly by using mechanisms aiming to prevent malicious individuals
from exploiting existing vulnerabilities (e.g. intrusion detection systems). How-
ever, the increasing number of the security incidents reported annually indicates
the inability of these mechanisms to fully protect the software products against
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attacks [1,2]. To this end, software houses have shifted their focus towards build-
ing software products that are highly secure (i.e. as vulnerability-free as possible)
from the ground up.

A software vulnerability is a weakness in the specification, development, or
configuration of software such that its exploitation can violate a security pol-
icy [3]. Most of the software vulnerabilities stem from a small number of common
programming errors [4]. These errors are introduced by the developers during
the coding phase, mainly due to their lack of security expertise [5], or due to the
accelerated production cycles [6]. However, it is unrealistic to expect from them
to remember thousands of security-related bug patterns and bad practices that
they should avoid. As a result, efficient tools are required to help them avoid the
introduction of such security bugs, and therefore write more secure code [7,8].

Automatic static analysis (ASA) tools have been proven effective in uncover-
ing security-related bugs early enough in the software development process [4].
Their main characteristic is that they are applied directly to the source or com-
piled code of the system, without requiring its execution [5]. However, since their
results comprise long lists of raw warnings (i.e. alerts) or absolute values of soft-
ware metrics, they do not provide real insight to the stakeholders of the software
products. In fact, a great number of ASA tools have been proposed over the years
providing a huge volume of such raw data, which may contain security-relevant
information that may be useful for secure software development. Hence, appro-
priate knowledge extraction tools are needed on top of the raw results produced
by ASA tools for facilitating the production of secure software.

To this end, the outputs of ASA tools have recently started being used for
vulnerability prediction. In fact, recent studies have highlighted the ability of
ASA tools to predict software components that contain vulnerabilities (i.e. vul-
nerable components) [9,10]. The prediction outcome may provide useful insights
to project managers about where to focus their testing efforts. However, none of
the already proposed vulnerability prediction models (VPMs), especially those
that are not based on static analysis, managed to achieve a satisfactory trade-off
among accuracy, practicality and performance [10]. The accuracy of the existing
VPMs in cross-project prediction is also observed to be poor. In addition to this,
static analysis results can be used to facilitate the development of software prod-
ucts that are fault tolerant, and therefore reliable, from the beginning, since they
can be used in order to highlight expensive loops and fault-prone components
prior of which application-level checkpoints should be inserted. Although sev-
eral mechanisms have been proposed for assisting developers in the selection and
insertion of application-level checkpoints (e.g. [11,12])), they failed to provide
complete recommendations, while the required development effort is high.

To sum up, we can state that the current trend in the field of Software Security
is the development of knowledge-discovery mechanisms for the intelligent process-
ing of the results produced by ASA tools to support the secure software develop-
ment. A thorough literature review led us to the conclusion that the exploitation
of the raw results produced by ASA tools in order to conduct (i) prediction of
vulnerable software components, and (ii) optimum checkpoint recommendation
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constitute two interesting subfields with potential positive impact on the produc-
tion of secure and reliable software products. To this end, the purpose of this paper
is to review the most significant attempts in each one of the aforementioned sub-
fields, identify existing open issues of high interest, and potentially propose direc-
tion for future research, emphasizing on how these mechanisms may leverage from
static analysis. Hence, this paper can act as a reference for researchers that wish
to contribute in these subfields, in order to gain a solid understanding of exist-
ing solutions and identify open issues that require further research. All these are
presented in detail in the rest of the paper.

2 Literature Review

2.1 Vulnerability Prediction Modeling

Vulnerability prediction modeling is a subfield of software security, aiming to
predict software components that are likely to contain vulnerabilities (i.e. vul-
nerable components). Vulnerability prediction models (VPMs) are normally built
based on machine learning techniques that use software attributes as input, to
discriminate between vulnerable and neutral components. These models can be
used for prioritizing testing and inspection efforts, by allocating limited test
resources to potentially vulnerable parts. Although it is a relatively new area
of research, a great number of VPMs has already been proposed in the related
literature. As stated in [9], the main VPMs that can be found in the literature
utilize software metrics [13–22], text mining [23–28], and security-related static
analysis alerts [10,29–32] to predict vulnerabilities. These types of VPMs are
analyzed in the rest of this section.

Software Metrics. Shin and Williams [13,14] were the first to investigate the
ability of software metrics, particularly complexity metrics, to predict vulnera-
bilities in software products. Several regression models were built based on dif-
ferent subsets of the studied metrics in order to discriminate between vulnerable
and non-vulnerable (i.e. neutral) functions. The results of their analysis (which
was based on Mozilla JavaScript Engine) suggest that complexity metrics can
be used only as weak indicators of software vulnerabilities. Based on the same
code base, Nguyen and Tran [15] evaluated the ability of semantic complexity in
vulnerability prediction. The models which were built using semantic complex-
ity demonstrated on average a better predictive performance compared to the
best models of [14]. In [16] an empirical study conducted on Mozilla Firefox and
Whiteshark revealed the ability of execution complexity metrics (i.e. complexity
metrics that are collected during the code execution) to discriminate between
vulnerable and neutral functions. In particular, VPMs built on these features
were found to predict vulnerability-prone functions with similar prediction per-
formance to commonly used statically collected complexity metrics, but with
lower inspection effort.

The main purpose of the previous studies was to empirically evaluate the
experts’ opinion that software complexity is the enemy of software security. The
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weak relationship that was generally observed between complexity and vulnera-
bilities led to the need for incorporating additional metrics in vulnerability pre-
diction. Towards this end, Chowdhury and Zulkernine [17], based on 52 releases
of Mozilla Firefox, highlighted the ability of complexity, coupling, and cohe-
sion (CCC) metrics to indicate the existence of vulnerabilities in software files.
Based on this observation, the same authors proposed a framework for the auto-
matic prediction of vulnerable files based on CCC metrics [18]. The VPMs that
were built demonstrated a high accuracy and tolerable false positive rate. Shin
et al. [19] examined the ability of complexity, code churn, and developer activity
to discriminate between vulnerable and neutral files in two widely-used software
products, namely Mozilla Firefox and Red Hat Linux Kernel. The results of the
analysis suggest that the selected metrics may be used as sufficient indicators of
vulnerabilities in software files, while those retrieved from software history may
be stronger indicators than the commonly-used complexity measurements.

Moshtari et al. [20], contrary to previous studies, examined and highlighted
the ability of software complexity to predict vulnerabilities between software
products (i.e. cross-project prediction), based on 5 open-source software prod-
ucts, namely Mozilla Firefox, Linux Kernel, Apache Tomcat, Eclipse, and Open
SCADA. Similarly, in a recent study [21], the predictive power of complexity
and coupling in cross-project prediction was compared. The results revealed
that complexity metrics had better predictive power than coupling metrics in
cross-project prediction, while the combination of traditional complexity mea-
surements with a newly proposed set of coupling metrics led to an improvement
in the recall of the best complexity-based VPM that was built in this work.

Text Mining. Apart from software metrics that have received much atten-
tion in the field of vulnerability prediction, VPMs using text mining have also
demonstrated highly promising results. In this approach, the source code of the
software artifacts is parsed and represented as a set of tokens (i.e. keywords).
Subsequently, these tokens are intuitively combined and used to train vulnerabil-
ity predictors. Neuhaus et al. [23] were the first to adopt a form of text mining for
vulnerability prediction. They proposed Vulture, a VPM that predicts vulnera-
bilities in software components based on their import statements and function
calls, which are parsed from their source code. An empirical evaluation of the
model on Mozilla Firefox and Thunderbird, revealed that the proposed VPM
was able to predict half of all the existing vulnerable components, and about
one third of all the predictions were correct. Vulture is also the first known
VPM that can be found in the related literature.

A more complete text mining-based prediction approach was introduced by
Hovsepyan et al. [24]. According to their technique, each software component is
characterized as a series of text terms extracted from their source code along
with their associated frequencies, which are then used to forecast whether each
component is likely to contain vulnerabilities. An empirical evaluation on 19
versions of a large-scale Android application, revealed that their technique may
be promising for vulnerability prediction, as the produced predictors achieved
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sufficient precision (85% on average) and recall (87% on average). Based on
these preliminary results, the same authors conducted a more elaborate empirical
study to investigate the validity of their approach [25]. In particular, several
VPMs using Näıve Bayes and Random Forest algorithms were constructed and
evaluated on a code base of 20 large-scale Android applications. The evaluation
results revealed that the predictive power of the proposed models is equal or even
superior to what is achieved by state-of-the-art VPMs, which indicates that text
mining can be used for the construction of satisfactory VPMs. However, the
produced models performed poorly in cross-project prediction, which can be
explained by the fact that their predictions are based on text terms, which are
highly project-specific features.

Pang et al. [26] proposed an improvement of the aforementioned tech-
nique [24,25], by employing N-Gram analysis. According to their proposal, con-
tinuous sequences of tokens should be used instead of raw text features for
predicting vulnerable components. An empirical evaluation based on 4 android
applications (retrieved from the same code base with [25]), revealed that SVM
predictors built based on N-Gram technique were able to predict vulnerable com-
ponents with high accuracy, precision and recall. In a recent replication of their
study [27], the same authors observed that the adoption of deep neural networks
instead of SVM, can also lead to VPMs with highly satisfactory predictive per-
formance. Despite their promising results, these techniques are too expensive in
terms of memory and execution time, due to the nature of their features (i.e.
long sequences of text terms), which restricts their practicality.

In [28] a sophisticated two-tier composite approach called VULPREDICTOR
was proposed to predict vulnerable files. VULPREDICTOR [28] analyzes text
features along with software metrics and is built on top of an ensemble of classi-
fiers. VULPREDICTOR outperforms the state-of-the-art approaches proposed
by Walden et al. [33], which use either software metrics or text features for
vulnerability prediction, but not both. This indicates that the combination of
software metrics with text mining may be promising for vulnerability prediction.

Static Analysis. Limited attempts can be also found in the related litera-
ture regarding the ability of security-related static analysis alerts to predict the
existence of vulnerabilities. The idea of using static analysis alerts for the iden-
tification of attack- or vulnerability-prone software components was inspired by
Gegick and Williams [29]. Based on this concept Gegick et al. [30] constructed
several VPMs using ASA alerts density, code churn, and lines of code as inputs,
while different combinations of these features were also considered. Recursive
partitioning and logistic regression was employed for the construction of these
models. An empirical evaluation of the produced VPMs on a large commercial
telecommunication software system revealed that the model based on ASA alerts
density and code churn was the best predictor, being able to detect 100% of the
attack-prone components, with 8% false positive rate (FPR). This indicates that
ASA alerts can be used effectively for vulnerability prediction, while their com-
bination with other vulnerability indicators (e.g. software metrics) may also be
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promising. In [31] a replication of the work presented in [30] on a different code
base (i.e. a large Cisco software system) led to different observations. In fact,
the FPR of the produced model was found to be higher, which suggests that
the selection of the code base may influence the predictive performance of the
produced models.

Moreover, several recent studies have highlighted the need for refining exist-
ing VPMs by using security-specific metrics and ASA alerts as inputs in order
to improve their accuracy [32]. To this end, Yang et al. [10] proposed a novel
VPM that uses security-specific warnings produced by an ASA tool to predict
vulnerable components. The evaluation results revealed that the proposed app-
roach may lead to an improvement of up to 5% in terms of accuracy compared to
the state-of-the-art models proposed in [33]. This suggests that the adoption of
security-specific warnings, and especially their combination with software met-
rics, may be beneficial for the production of accurate VPMs.

Comparison of Existing Models. Finally, different empirical studies have
shown that text mining-based models exhibit better predictive performance in
comparison to other state-of-the-art techniques [9,33,34]. However, they perform
poorly in cross-project prediction, which indicates that they are highly project-
specific [33], while excessive amount of time and memory is required for their
construction and regular application [9,34]. Hence, VPMs that use software met-
rics (such as complexity, code churns etc.) and density of ASA alerts may be a
more viable solution in practice [34], as they are less expensive to build and
apply [34], and they perform slightly better in cross-project prediction [33]. This
highly suggests that the adoption of security-related ASA alerts and statically
collected software metrics may be a promising approach for the construction
of more accurate, as well as practical VPMs. Hence, future research attempts
should focus towards this direction.

Open Issues and Contributions. Despite the multitude of VPMs that have
been already proposed over the years, there are still many open issues that
require further investigation. First of all, none of the already proposed techniques
managed to achieve a satisfactory trade-off among accuracy, practicality and
performance [10]. Accurate VPMs usually provide predictions at the binary level
(i.e. file or component level), which is impractical in terms of inspection time, as
binaries normally contain hundreds of source files [32]. More practical VPMs that
provide predictions at the source code level are usually inaccurate [10] or they
produce a large number of false positives (i.e. clean files wrongly predicted to
be vulnerable), which renders the inspection process time-consuming and effort-
demanding. On the contrary, models that are both accurate and practical, such
as text mining-based VPMs [25], are highly expensive to build and apply [25,34].
Thus, a model able to achieve a sufficient compensation among the previously
mentioned factors is necessary.

Another issue is that the datasets used in the literature for the deriva-
tion of VPMs are constructed based chiefly on reported vulnerabilities of real
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products. However, not all of the vulnerabilities that a product contains are
always reported, and therefore many components that are considered clean in
the dataset may in fact be vulnerable. Moreover, the number of vulnerable files
that a software product includes is often too small [35], leading to highly imbal-
anced datasets, which influence significantly the accuracy of the produced pre-
dictors [32]. The usage of a highly balanced and sound dataset is expected to
improve the accuracy of the produced VPMs. For this purpose, well-known vul-
nerability code bases like the Juliet suite [36] can be used for the construction
of such a dataset.

The last issue is that the existing VPMs perform poorly in cross-project
prediction [10]. This is normally due to the fact that they are based on project-
specific features for providing their predictions. For instance, as stated previ-
ously, text mining VPMs [25] base their prediction on the frequencies of specific
text features (i.e. keywords) extracted from the source code of software products,
which makes them highly project-specific [33,34]. The usage of security-related
software metrics and alerts produced by ASA tools are expected to lead to more
generic VPMs (i.e. models with sufficient cross-project performance), as these
factors can catch more high-level and abstract attributes of software products.

To sum up, an interesting topic would be to investigate whether the combi-
nation of security-specific static analysis alerts and statically collected software
metrics, along with the usage of a highly balanced and sound dataset, may lead
to a VPM that achieves an acceptable trade-off among accuracy, practicality and
performance. Another topic that worths examination is whether such a model
demonstrates sufficient prediction performance in cross-project prediction.

2.2 Optimum Checkpoint Recommendation

As will be discussed in the present section, the application-level checkpoint and
restart (ALCR) mechanism is the most effective mechanism for building software
applications that are fault tolerant from the beginning [37–39]. However, since
it is based on the deliberate insertion of checkpoints into the source code, it
requires significant expertise and development effort. Early work has considered
the start of an execution block in block-structured programs [40] as a natural
point to insert checkpoints.

On the otherhand, the optimum checkpoint recommendation (OCR) corre-
sponds to the selection of the optimum source code locations where application-
level checkpoints should be inserted, as well as of the optimum checkpointing
frequency in case of repetitive processes (e.g. loops). This mechanism is highly
useful during the SDLC as it helps developers make informed decisions regarding
the optimum placement of the checkpoints, leading to more fault-tolerant and,
thus, reliable software applications. In addition, by allowing the automatic inser-
tion of the recommended checkpoints the development effort associated with the
ALCR mechanism is reduced, and the developers’ productivity remains almost
unaffected. In the following sections, the related literature along with the fun-
damental background concepts of the overall field is provided.
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Transaction-Oriented Systems and Optimum Checkpoint Interval.
Checkpoint and rollback/recovery is one of the most widely-used mechanisms for
adding fault tolerance to software applications [37–39]. It was originally devel-
oped for enhancing the reliability of transaction-oriented computer systems (e.g.
database or file systems), which are responsible for the sequential processing
of incoming transactions [41]. If no fault tolerance mechanism is adopted by
these systems, all the transactions need to be re-executed in case of a failure,
leading to significant performance burden. According to the checkpoint and roll-
back/recovery scheme, at predetermined instants of times (i.e. intervals), a snap-
shot (i.e. a secure valid copy) of all the data that have been successfully processed
so far is taken and stored in an area that cannot be affected by failures (e.g. a
secondary file system) [41–43]. This stored snapshot is called checkpoint [41–43].
In case of a failure, a rollback/recovery is performed, during which the contents
of the checkpoint are copied from the secondary memory to the main memory
of the system [44] and all the transactions since the most recent checkpoint are
re-executed [41–43]. By using this scheme, the number of transactions that need
to be re-executed is significantly reduced.

The major challenge of such systems is the selection of the optimum check-
point interval (OCI), that is, the time interval between two successive check-
points that maximizes the system availability [41,43,44]. The term availability
corresponds to the probability that the system is available for processing transac-
tions [44,45]. Hence, the vast majority of the research attempts in this field have
focused chiefly on the selection of the optimum checkpoint interval (e.g. [44–46]),
as well as on the impact that the checkpoint interval may have on other qualities
of transaction-oriented systems (e.g. [41,43]). The first attempt for determining
the OCI was conducted by Young [46], who attempted to compute the optimum
time interval between two successive checkpoints so as to achieve a satisfactory
trade-off between the time required for the establishment of a checkpoint, and
the time required for the system to recover from a failure. The author proposed a
simple yet practical formula for the calculation of the OCI, in which the optimum
interval depends on the mean time to failures, as well as on the time required
for the creation of a checkpoint.

The selection of the OCI is crucial, as the cost of checkpointing is observed
to be high if the checkpoints are frequent [47]. Based on this observation, in [41]
the author investigated the impact that the selection of the OCI may have on the
system performance. The results of the analysis revealed that the optimum value
of the interval between two successive checkpoints that maximizes the system
availability, does not optimize its performance as well. Therefore, the OCI should
be calculated in a way that a sufficient compensation between the contradictory
factors of availability and performance is achieved. Another important parameter
of transaction-oriented systems is their response time. Hence, in [43] the authors
examined the impact that the selection of the checkpoint interval may have
on the availability and the response time of transaction-oriented systems. The
results of their analysis revealed that the average response time depends highly
on the checkpoint interval, and that the interval that minimizes the average
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response time is considerably different from the one that maximizes the system
availability (i.e. the OCI). The authors also proposed a mathematical model
for representing transaction-oriented systems that utilize the checkpoint and
rollback/recovery mechanism. This model can be used both for the calculation of
the OCI and for the estimation of its impact on important performance measures.

In [44] Gelenbe et al. proved that the checkpoint interval should be determin-
istic in order to maximize the system availability, and that the OCI is a function
of the system load. Based on these observations, the authors proposed a new for-
mula for the calculation of the OCI that also considers the system load among
other parameters. In [45] the same authors, in an attempt to further enhance
the completeness of the OCI calculation, proposed a formula that takes time
dependence into account. In particular, they showed that the OCI is a function
of (i) the system load and (ii) the time-dependent failure rate. The results of
their analysis also highlighted that the checkpoint interval should be determin-
istic in order to maximize the availability of the system, further supporting their
previous observation [44].

Finally, Gelenbe et al. [47,48] proposed a new fault tolerant mechanism,
called failure (or virus) tests, which can be used in conjunction to the traditional
checkpoint rollback/recovery technique for further enhancing the reliability of
transaction-oriented systems. According to their newly proposed approach, the
data and the transaction trail of the system are periodically checked for errors
and inconsistencies. If at least one error (or inconsistency) is detected, the system
is forced to go through a recovery as if a failure occurred. The authors also
proposed a method for the calculation of the OCI, as well as the optimum interval
between two successive failure tests that maximizes the system availability.

Long-Running Software Applications. Although the idea of the checkpoint
and rollback/recovery has been initially proposed for transaction-oriented sys-
tems, it has been also found promising for enhancing the reliability of long-
running software applications [49,50]. Long-running software applications are
considerably more complex compared to the transaction-oriented systems, since
even the most simple software programs consist of a tremendous number of exe-
cution states [51]. Therefore, periodically saving only the successfully processed
data of a software application is not enough for ensuring its reliability. On the
contrary, a “safe copy” (i.e. a checkpoint) of the overall execution state of the
application should be taken and saved in a secondary file system that cannot
be tampered by failures [37,52]. This safe state can be used for recovering the
execution of the program in case of a failure.

It should be noted that the majority of software failures are caused by design
and implementation errors [51]. However, due to the high complexity of modern
software products, it is impossible to guarantee their correctness, even with the
most exhaustive validation and verification. Hence, since software applications
are inevitably bundled with such issues, effective fault tolerance mechanisms
are required to enhance their reliability [51,53]. Several rollback/recovery-based
fault tolerance mechanisms have been proposed over the years for enhancing
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the reliability of long-running software applications, including: (i) the Recovery
Block (RB) scheme [51], (ii) the N-Version Programming (NVP) [54], and (iii)
the Checkpoint and Restart (CR) [50] technique.

Despite their benefits in enhancing the reliability of software applications,
NVP and RB approaches are characterized by high development costs, since
they require the division of the source code into individual blocks and the def-
inition of alternative implementations for each one of these blocks. Therefore,
due to these high development costs, as well as to the significant overheads they
introduce, their adoption is restricted to very critical applications (e.g. safety-
critical applications), in which the reliability is the most important factor [55].

Checkpoint and Restart (CR) is a fault tolerance mechanism widely used for
enhancing the reliability of long-running software applications [38,39,50], since it
introduces significantly less overheads and development costs, compared to the
aforementioned rollback/recovery fault tolerance mechanisms (e.g. [51,54]). A
CR mechanism is responsible for keeping a “safe copy” of the current execution
state of the software application, and use this “safe copy” for restoring the
application in case of a failure. According to [39], three types of CR exist, which
are (i) the system-level CR, (ii) the library-level CR, and (iii) the application-
level CR, each one of them having its own strengths and shortcomings.

Both system- and library-level CR techniques are reactive approaches for
adding fault tolerance, since they allow checkpointing of software applications
without requiring any modification to their source code. However, their major
shortcoming is that they create checkpoints with large memory footprints, as
the entire execution state of the application and the operating system processes
is saved, which inevitably contains redundant information. Two representative
examples of system- and library-level CR tools are BLCR [56] and DMTCP [57]
respectively.

When the CR is built within the application itself, it is called application-
level CR (ALCR) [39,58]. Unlike its counterparts, it necessitates changes to the
source code of the applications in order to define (i) the locations of the check-
points, (ii) the checkpointing frequency, and (iii) the data that should be check-
pointed. Although it requires significant development effort, it is considered the
most effective CR approach [37–39], as it allows the creation of checkpoints with
smaller memory footprints, since the minimum amount of information required
for restoring the application state is essentially saved. A great number of tools
for implementing ALCR in software applications can be found in the related
literature [58]. A more detailed description and comparison of these types of CR
can be found in [50,58].

Several CR tools and libraries are available for ensuring the reliability of
single-process software applications, including the well-known: BLCR [56], and
Condor [11]. However, the CR approach has recently become an attractive area of
research due to our increasing reliance on long-running multi-process HPC appli-
cations. Such applications are characterized by expensive and time-consuming
computations, and therefore excessive re-computation should be avoided in case
of a failure [37]. For these applications, a distributed CR scheme should be
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employed, in which the checkpoints of the individual processes that constitute
the parallel job should be effectively combined in order to create consistent
recovery states of the overall parallel application.

The most common approach for incorporating the CR mechanism into the
HPC applications is by integrating it into libraries that are required for the imple-
mentation of such applications, like OpenMPI (e.g. [59]), OpenCL (e.g. [12]), and
OpenMP (e.g. [37,52]). For instance, in [59] the authors extended the OpenMPI
library, which is commonly used by HPC applications, in order to support the CR
fault tolerance mechanism. Contrary to previous fault tolerant MPI implementa-
tions that were characterized by complicated and difficult to use interfaces [49],
the proposed implementation manages to automate the process of construct-
ing the global checkpoint of the parallel application, increasing in that way its
usability. In [12], the authors proposed CheCL, a tool for incorporating CR into
OpenCL applications, since common CR libraries fail to checkpoint processes
that use OpenCL. The main advantage of CheCL is that it does not require the
modification of the application source code. Instead, the proposed tool monitors
the execution of the software application and all the API calls are forwarded to
an API proxy, which stores all the information required for restoring OpenCL
objects. The application, which is decoupled from OpenCL calls, is then check-
pointed using the BLCR [56] CR library.

As already mentioned, ALCR is the most effective CR mechanism as it
incurs minimum overhead compared to its counterparts, but it requires signif-
icant development effort, which hinders its adoption in practice. To this end,
Rodŕıguez et al. [52] proposed CPPC, a tool for providing ALCR to message pass-
ing applications. The tool manages to reduce the manual effort required by the
developers, as it identifies the safe points of the applications where checkpoints
should be inserted (i.e. code locations with no inconsistencies), and automatically
implements the checkpoints. In fact, it identifies long-running loops and auto-
matically inserts checkpoints at the first safe point of each loop. Losada et al. [37]
proposed an application-level checkpointing solution for hybrid MPI-OpenMP
applications. In fact, the proposed solution is an extension of the CPPC [52]
tool, which allows checkpointing of applications implemented using either MPI
or OpenMP, in order to support hybrid MPI-OpenMP applications.

Shahzad et al. [38] proposed CRAFT, a library for incorporating the appli-
cation level CR fault tolerance mechanism to software applications implemented
in C++. Similarly to CPPC [52] and [37], the proposed library aims to reduce
the development cost associated with the ALCR mechanism, by allowing the
identification of expensive loops and the automatic insertion of the application-
level checkpoints. In a recent research attempt, Arora [39] proposed ITALC, a
tool that helps the developers in semi-automatically re-engineering their appli-
cations to insert the code for the implementation of ALCR mechanism, without
compromising their productivity. ITALC identifies hotspots (i.e. expensive loops
or suspicious commands) where checkpoints can be inserted, and prompts the
user in order to select which of those hotspots should be checkpointed.

www.dbooks.org

https://www.dbooks.org/


Static Analysis-Based Approaches for Secure Software Development 153

Open Issues and Contributions. As already mentioned, among the CR
mechanisms, ALCR is considered the most effective, since it leaves the minimum
memory footprint, but it requires significant development effort and expertise for
its implementation [38,39]. Although several libraries for assisting and automat-
ing the insertion of application level checkpoints have already been proposed
(e.g. [37–39,52]), they are hindered by a set of shortcomings. Firstly, existing
approaches provide incomplete recommendations, since although they identify
hotspots for the insertion of the checkpoints (e.g. [39,52]), these hotspots are
restricted only to expensive loops. Apart from the expensive loops, failure-prone
software artifacts (e.g. classes or methods) should be also identified and check-
points should be inserted prior to their execution, in order to achieve quick recov-
ery in case of failure. Moreover, in case of expensive loops, existing approaches do
not provide recommendations regarding the optimum checkpointing frequency.
Static analysis can be used to highlight existing failure-prone components and
expensive loops that may require checkpointing. It can be also used to calculate
both the logical complexity and the total cost of the application loops, informa-
tion that can be used for the recommendation of a reasonable checkpointing fre-
quency for the loops that may require checkpointing. Such features are expected
to reduce the expertise required for the implementation of the checkpoints, as
well as the checkpointing overhead, as both the locations and the frequency of
the checkpoints will be optimally defined.

3 Conclusion and Future Work

In the present study, two commonly used mechanisms for enhancing the security
and reliability of software products, namely the vulnerability prediction mod-
els (VPMs) and the optimum checkpoint recommendation (OCR) mechanisms
were examined, by investigating their state-of-the-art. Through our study we
identified some interesting open issues regarding the aforementioned mechanisms
that can be potentially addressed through static analysis. In particular, none of
the existing VPMs that have been proposed so far has managed to achieve a
satisfactory trade-off among the contradictory factors of accuracy, practicality
and performance, while their predictive performance in cross-project prediction
is generally observed to be poor. In addition, although several libraries and
tools for assisting developers in the selection and insertion of application-level
checkpoints have been proposed, they have failed to provide complete recom-
mendations, since they focus exclusively on expensive loops, while they do not
provide any recommendation regarding their checkpointing frequency. Therefore,
an interesting direction for future research is to investigate whether the results
produced by static analysis tools, can be used in order to (i) construct better
VPMs, and (ii) facilitate the optimum selection of application-level checkpoint
locations and frequencies.
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