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Preface

About Tea Time Linear Algebra

Greetings! And thanks for giving Tea Time Linear Algebra a read. The phrase “tea time” is meant to do more
than give the book a catchy title. It is meant to describe the general nature of the discourse within. Much of the
material will be presented as if it were being told to a student during tea time at University, but with the benefit
of careful planning. There will be no big blue boxes highlighting the main points, no stream of examples after a
short introduction to a topic, and no theorem. . . proof. . . theorem. . . proof structure. Instead, the necessary terms and
definitions and theorems and examples will be woven into a more conversational style. My hope is that this blend
of formal and informal mathematics will be easier to digest, and dare I say, students will be more invited to do their
reading in this format.

Those who enjoy a more typical presentation might still find this textbook suits their needs. There will be a
summary of the key concepts at the end of each conversation and a number of the exercises will be solved in complete
detail in the appendix. One can get a closer-to-typical presentation by scanning for theorems in the conversations,
reading the key concepts, and then skipping to the exercises with solutions. I hope most readers won’t choose to do
so, but it is an option. In any case, the exercises with solutions will be critical reading for most. Learning by example
is often the most effective means. After reading a section, or at least scanning it, readers are strongly encouraged to
skip to the statements of the exercises with solutions, contemplate their solutions, solve them if they can, and then
turn to the back of the book for full disclosure. The hope is that, with their placement in the appendix, readers will be
more apt to consider solving the exercises on their own before looking at the solutions.

The topical coverage in Tea Time Linear Algebra is fairly typical, but the order of presentation is not. The book
starts with an introductory chapter covering all the typical matrix arithmetic including inverses and eigenvalues, but
with only one method for each computation and without accompanying theory. The second chapter begins to bridge
the gap between computational and theoretical linear algebra, covering row operations and systems of equations,
concluding with the first theorem of the book, existence and uniqueness of solutions of linear systems. Chapter 3
introduces the notion of linear indepenence and revisits eigenpairs, inverses and determinants, adding depth to the
computations of chapter 1. These three chapters conclude what might be considered the bare essentials of matrix
algebra. Upon completion, students will be able to compute matrix sums and products, dot products, and lengths
plus eigenpairs, matrix inverses, and determinants in multiple ways. They will be able to solve linear systems with
any number of solutions and have enough theory to compute the number of solutions of a system without finding
those solutions. This concludes part I, the mostly computational aspects of the course. Chapter 4 opens up part II by
extolling the idea of abstraction. Vector spaces, basis, dimension, and isomorphisms are covered. Linear transforma-
tions and inner products are discussed for general vector spaces, not just Rn. Chapter 5 closes part II by considering
vector spaces such as column spaces, null spaces, and eigenspaces, and extending the ideas of orthogonality, length,
and distance to arbitrary inner product spaces. The theme of abstraction is highlighted throughout. Part III (chapters
6 and 7) builds upon the computational aspects and theoretical notions of chapters 1-5 to solve mathematical and
other problems, introducing unstudied theory of linear algebra sparingly. Factorization, iterative methods, geometry,
and approximation take center stage. While these application sections largely stand on their own, the sections to
which they refer are included parenthetically in the name of the section to help guide the reader and instructor on
sequencing. Parts I and II do not have to be completed in their entirety before Part III is considered.

ix
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The first three chapters plus selections from chapters 4 and 5, capped with a smattering of chapters 6 and 7 cover
what, at SCSU, constitutes a first semester course in linear algebra. It is likely full coverage of the book would
require more than one semester. As this book is intended for use as a free download or an inexpensive print-on-
demand volume, no effort has been made to keep the page count low or to spare copious diagrams and colors. In
fact, I have taken the inexpensive mode of delivery as liberty to do quite the opposite. I have added many passages
and diagrams that are not strictly necessary for the study of linear algebra, but are at least peripherally related, and
may be of interest to some readers. Most of these passages will be presented as digressions, so they will be easy
to identify. For example, the fact that determinants may be calculated by expansion along any row or any column
is necessary basic fare for the course, but its proof is rather slippery and well beyond many students new to linear
algebra. Its proof is therefore added as a “crumpet”. Other crumpets similarly cover technical details, but some lay
out historical context and points for possible further study. They can be skipped without harm to the learning process,
but are included to provide a more complete understanding of the fundamentals. In any case, each crumpet is there to
enhance the reader’s understanding or appreciation of the subject, even if the material is not strictly necessary for an
introductory study of linear algebra.

Many of the computations can not be done satisfactorily with pencil and paper, so sufficient linear algebra routines
of SageMath are introduced and discussed. While one could simply ignore the SageMath sections and exercises and
still get something out of this text, it is my firm belief that full appreciation for the content can not be achieved without
getting one’s hands “dirty” by doing some calculation. It would be nice if readers have had at least some exposure to
programming whether it be Python, Java, C, web programming, or just about anything, but I have made every effort
to give enough detail so that even those who have never written a single line of code will be able to participate in
this part of the study. In addition to maintaining a completely free learning experience, SageMath was chosen as the
computer algebra system for this book because it allows linking to SageCells. Each live SageCell link in the PDF of
this book leads to a bare bones, but fully operational portal to SageMath. Most links land on prepopulated code to aid
with the process of using computer algebra. For example, in almost all cases the matrices involved in a question will
be coded for the student to alleviate the tedium and errors of data entry. The SageMathCell website is offered freely
to anyone and everyone!

As students come to linear algebra at widely varying levels of maturity, this course is not proof-based, nor does
it require calculus. There are only 19 theorems and corollaries stated formally as such. Instead, main ideas and their
proofs are often embedded in the course of discussion. Despite not being a proofs course, proofs are requested in
the exercises, but usually using the word “justify” or “show”, which may be interpreted as requesting an informal
argument for those who are not ready for full rigor. Almost never will the instructions begin “Prove. . .”, though
students with rigorous proof experience are always most welcome to provide full rigor. In the end, the level of rigor
is up to the reader and instructor. Several tips on proof technique, such as contraposition and induction, are sprinkled
throughout the text to aid the unaccustomed reader in digesting some of the arguments, but the explanations are too
scant to substitute as a complete course on foundations. References to calculus and exercises including integrals and
derivatives can easily be ignored, with one exception. Section 7.3 on Fourier series necessarily requires calculus.
Section 4.6 on inner product spaces is enhanced by knowledge of calculus, but does not require it. A corequisite
course in calculus would suffice for section 4.6 but at least one complete semester is recommended for section 7.3.

Chapters 1 and 2 form the foundation for the rest of the text and every section therein should be covered in order
before jumping to other topics. As an instructor, you may be tempted to fill in “missing” pieces of the discussion, but
do whatever it takes to resist. The gaps will be filled in later. The purpose of these chapters is to give a straightforward
introduction that gently eases the student into the finer details and provide a context for deeper study. While chapters
6 and 7 are placed at the back of the book, much of the material is appropriate long before the completion of the
first 5 chapters. The applications within these final two chapters should be sprinkled into the course as prerequisite
material is covered. For example, the first application, LU factorization, depends only on chapters 1-3 and can easily
be included immediately following section 3.6, as indicated in the brackets of the section title. Bracketed lists of
recommended prerequisite sections appear in the titles of all sections of chapters 5-7 to provide some guidance with
sequencing. These prerequisite lists assume chapters 1 and 2 have been completed in their entirety, and are not meant
to be hard and fast rules. You may find you are able to do without some of the recommendations, and you may be
more comfortable adding others. The following table is included for further guidance.
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interject this section any time after completing this section
7.4 Discrete Dynamical Systems 3.4
7.2 Markov Chains; and 6.2 The Power Method 3.5
6.1 LU Factorization 3.6
6.3 Geometry; and 7.5 Rep-tiles 4.4

The remainder of the application sections (6.4, 7.1, 7.3) are best left until after the first 5 chapters, but you may find
a way to modify the discussion of best approximation to avoid inner products and solution spaces, thus covering it
sooner.

No matter how you choose to use the book, I hope you enjoy your reading of Tea Time Linear Algebra. It was my
pleasure to write it. If you spot one of the many inaccuracies that have undoubtedly evaded my watch, please let me
know. Feedback is always welcome.

Leon Q. Brin
brinl1@southernct.edu

About the Exercises
Exercises may be marked with one or more of the following symbols. In the PDF version of the book, each of these
symbols is a hyperlink to the web or another part of the textbook. Click to follow.

[S]-n This exercise has a detailed solution on page n.
[S]-n Part of this exercise has a detailed solution on page n.
[A]-n This exercise has an answer on page n.
[A]-n Part of this exercise has an answer on page n.

SageMath is recommended or required for this exercise.

GeoGebra is recommended or required for this exercise.

Answers and solutions may be followed back to the exercise by clicking the exercise number.

New in the Second Edition
The biggest difference between the first and second editions is the launch of an accompanying MyOpenMath course
shell. Instructors can now assign and collect homework perfectly aligned with the textbook online. Create randomly
generated questions for assessments. Communicate with the class. Maintain an online gradebook. Post notes to the
online calendar. Full course management available. Most of the questions in the text have an online cousin, and most
of the cousins contain randomly generated numbers. There are a few questions in the book not available online, and
there are a few questions available online that are not in the book.

The online course contains prepopulated assignments for each section including the reading for the section, in-
structor’s notes, and a limited number of links to additional resources, all of which can easily be modified to suit your
needs. To get started, request an instructor’s account at MyOpenMath today. It’s free to sign up and free to use. No
charge ever. Once you have your account, you will find the Tea Time Linear Algebra course in the Course Browser
at MyOpenMath.

Acknowledgments
I gratefully acknowledge the generous support I received during the writing of this textbook. From the patience my
immediate family, Amy, Cecelia, and Victorija exercised while I was absorbed by my laptop’s screen to the time
allowed by sabbatical leave to the numerous flaws pointed out by students, this book is not a one-man show despite
the single credit.

https://sagecell.sagemath.org/
https://www.geogebra.org/calculator
https://www.myopenmath.com/


xii CONTENTS



Part I

Matrix Mechanics





Chapter 1
Matrix Calculations

1.1 Matrices

The fundamental object of linear algebra is the matrix. A matrix is very much like a table or a spreadsheet, but
without headings, labels, or lines. The data in a matrix are separated by space. The whole matrix is enclosed by large
parentheses or square brackets, but is otherwise unadorned.

Crumpet 1: Dictionary Definition

ma•trix (mā ′ trĭks) n., pl. ma•tri•ces (mā ′ trĭ-sēz′). Math. A rectangular array of algebraic quantities usu. delim-
ited by parentheses or square brackets.

The following are all matrices.

[
cosα − sinα
sinα cosα

] (
3 −4 63
2 8 −17

) 
î ĵ k̂
−1 6

√
3

√
2 13 e

 .929 .988 .405 .877 .752 .541 .269
.390 .595 .186 .328 .315 .566 .478
.731 .224 .254 .543 .575 .499 .881


The size of a matrix is described by its number of rows “by” its number of columns, and is abbreviated as in

2 × 3, read “two by three”. A 7 × 5 matrix has seven rows and 5 columns. The number of rows is always listed first.
The rows are indexed from top to bottom, and the columns are indexed from left to right. The first row is the topmost
row, and the first column is the leftmost column. There are no restrictions on the numbers of rows or columns other
than each must be a positive integer. The individual quantities in a matrix are called entries. The entry in the ith row
(from the top) and jth column (from the left) of a matrix is called the i, j-entry. The row number always precedes the
column number.

Matrices are most often labeled by capital letter variables such as A, B, or M. This helps distinguish them from
numerical variables such as x, y, z, s, or t. In this text, the i, j-entry of a matrix A is denoted Ai, j. The 5,1-entry (fifth
row, first column) of a matrix M is denoted M5,1, for example.

3
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Crumpet 2: Other Notations for Entries

The subscripted lower case counterpart to a matrix variable is often used to represent the entries of a matrix. You will
often see b1,2 or even b12 represent the 1,2-entry of B. Don’t be surprised when you run into it!

Two matrices are equal if they are the same size and corresponding entries are equal.
Taking a cue from computer science and the currently popular Python programming language, the ith row of a

matrix B is denoted Bi,:, the : indicating that all columns of the row are included. The jth column of the same matrix
B is denoted B:, j, where the : indicates that all rows are included.

If B =

 2 6 1 8
−3 4 −2 1
−2 −5 4 1

 then B2,: =
[
−3 4 −2 1

]
and B:,4 =

 8
1
1


A submatrix of a matrix M is any matrix derived by deleting some number of rows (less than the total number of

rows) and some number of columns (less than the total number of columns) from M.[
2 6 1
−3 4 −2

]
is a submatrix of

 2 6 1 8
−3 4 −2 1
−2 −5 4 1


derived by deleting the last row and last column.

[
6

]
is a submatrix of

[
2 6 1
−3 4 −2

]
, derived by deleting the

second row, the first column, and the third column. A submatrix derived by deleting one row and one column of a
matrix is common enough that we use a special notation for it: B\i, j (read “B without row i and column j”).

If B =

 2 6 1 8
−3 4 −2 1
−2 −5 4 1

 then B\2,3 =

[
2 6 8
−2 −5 1

]
.

Though we will not make frequent use of it, the : notation can be used to identify submatrices other than single
columns or single rows by placing a number before and a number after the colon as in 2 : 5, which means rows (or
columns) two through five. For example, B1:2,1:3 represents the submatrix of B consisting of its first two rows and first
three columns. All other rows and columns are excluded. B2:7,3 represents the submatrix of B consisting of rows two
through seven of column three.

Often the entries of a matrix will have underlying meaning, derived from the context of a story problem or
application. A table or spreadsheet of common grocery items at various stores such as

Price Comparison ($ )
Item

eggs milk bananas or

St
or

e Food Plus 2.89 4.69 2.07
Grocer Girl 3.69 4.99 2.37
Eddie’s Eats 2.79 4.29 2.57

would be summarized in a matrix as  2.89 4.69 2.07
3.69 4.99 2.37
2.79 4.29 2.57

 .
All the descriptive words are stripped. Labels would only get in the way of any mathematical operation, so the rows
and columns of a matrix are not labeled. Their meaning must be communicated some other way. View this video1

(3:13) for more examples where a matrix might be useful.
While the meaning of the entries in the grocery items example is stated explicitly in the table/spreadsheet, there

are times when meaning will simply be implied or understood from context. In any case, if the numbers in a matrix
are to have contextual meaning, that information must be supplied separately.

1https://youtu.be/BZWFkUQ3tco?t=71

https://youtu.be/BZWFkUQ3tco?t=71
https://youtu.be/BZWFkUQ3tco?t=71


1.1. MATRICES 5

Key Concepts
matrix A rectangular array of algebraic quantities usually delimited by parentheses or square brackets. Upper case

letters are used for variables representing matrices.

(matrix) entry One of the individual quantities in a matrix.

(matrix) size The number of rows “by” the number of columns.

matrix equality Two matrices are equal if they are the same size and corresponding entries are equal.

submatrix The matrix resulting from deleting some number of rows (less than the total number of rows) and some
number of columns (less than the total number of columns) from a matrix.

notation A, B, . . . ,M, . . . Upper case letters are used for variables representing matrices.

Ai, j The entry in row i and column j of matrix A.

Am,: Row m of matrix A.

A:,n Column n of matrix A.

A\m,n The submatrix of A consisting of all entries except those in row m or in column n.

Ai: j,k:l The submatrix of A consisting of rows i through j of columns k through l.

m × n The size of a matrix with m rows and n columns.

SageMath
The matrices and operations of this section (and the entire text) can be handled electronically by SageMath. All you
need is the syntax, the proper combinations of words and symbols. A matrix must be defined before it can be used in
any computation. In SageMath, there are several ways to define a matrix, but we will most often use the syntax

M = matrix(rows,cols,[list of entries])

The rows and cols stand for the number of rows and number of columns in the matrix, respectively. The list of
entries must be comma-separated as in 1,2,3. Entered into SageMath properly, this line creates the variable M

Crumpet 3: Instantiation

In computer science, giving a value to a variable is called instantiation.

as a matrix from which we can extract entries or submatrices, print out, or perform operations. Just as we can on
paper, we can name the matrix using any letter. It does not have to be M.

Submatrices can be extracted using : notation just as we have been doing on paper. In SageMath, though, sub-
scripts aren’t used. Square brackets are. So M3,: would be written M[2,:] in SageMath. Yes, that looks like a typo.
It is not! On paper, and in mathematics generally, we index the rows and columns of matrices in a way that seems
most natural. The first row is row 1, the second row is row 2, and so on. However, SageMath uses the very common
computer programming convention of 0-indexing. Counting starts with 0 instead of 1 in SageMath. So the first row
of a matrix M (in SageMath, Python, and many other programming languages) is row 0, the second row is row 1, and
so on.

The square bracket notation is used to extract entries of a matrix, too. In SageMath the i, j-entry of a matrix M is
indicated by M[i-1,j-1]. Table 1.1 summarizes the extraction of entries and submatrices using SageMath.

In SageMath, the lines

M = matrix(3,2,[1,2,3,4,5,6])
S = M[2,:]
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Table 1.1: Matrices, entries, and submatrices in SageMath.

Mathematics SageMath (0-indexed)

matrix M =

 1 2
3 4
5 6

 M = matrix(3,2,[1,2,3,4,5,6])

row Mr,: M[r-1,:]
column M:,c M[:,c-1]
submatrix Mi: j,k:l M[i-1:j,k-1:l]
submatrix M\r,c M.delete_rows([r-1]).delete_columns([c-1])
entry Mr,c M[r-1,c-1]

define a matrix M and a submatrix S, but do not create any output. When the code is run (evaluated), it seems nothing

has happened! Test it by following this link: 1. Rest assured, these lines cause SageMath to do things
internally. We just aren’t seeing the results yet.

If we add a couple lines requesting the display of our matrices, we will see the results. In SageMath, this can be
done with the print(object) statement. In this case, we want to print out two matrices. A little space between
them would be good too. Printing “nothing”, using print(), actually prints a blank line. The following SageMath
code creates a matrix M, a submatrix S, and prints them both with a blank line between.

M = matrix(3,2,[1,2,3,4,5,6])
S = M[2,:]
print(M)
print()
print(S)

Here is a screenshot of this code being processed at SageCell.SageMath.org.

https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDWMdKJNgQSxjomOqY6ZrGavFzBQGnfaCMdq1gA2d0Juw==&lang=sage&interacts=eJyLjgUAARUAuQ==
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Live at 2.

Crumpet 4: Nested Statements in SageMath

SageMath statements may be nested. One statement may appear as the argument (inside) of another. For example,
the code

M = matrix(3,2,[1,2,3,4,5,6])
S = M[2,:]
print(M)
print()
print(S)

might also be written as follows.

M = matrix(3,2,[1,2,3,4,5,6])
print(M)
print()
print(M[2,:])

Notice the extraction of the third row of M happens inside the print statement. There is no need to produce a variable
named S since it is not used for any other purpose.

Exercises
1. How many rows does a matrix with the given size have?

(a) 15 × 6 [S]-279

(b) 6 × 8

(c) 1 × 11

(d) 17 × 2

2. How many columns does a matrix with the given size
have?

(a) 5 × 10

(b) 12 × 5 [S]-279

(c) 6 × 12

(d) 18 × 19

3. How many entries does a matrix with the given size
have?

(a) 3 × 13

(b) 9 × 8

(c) 4 × 14 [S]-279

(d) 7 × 6

4. Identify the requested entry of the given matrix.

(a) A2,4

A =

 23 31 44 −9 45
27 −6 14 33 −33
−22 48 −17 −48 41



(b) B1,2

B =

 −3 39 −1
3 −30 7
−27 −48 32


(c) P3,4

P =


47 14 −10 10 −11
21 −29 −39 49 −26
−22 20 12 37 44
−18 −37 −30 −42 −17


(d) M3,1

M =

 21 −14 43 34
8 −32 −3 −20
−2 50 −24 20

 [S]-279

5. Let

N =


−11 −2 −6 −4 −3 5
−5 12 3 −2 −4 −7
−8 −12 11 −12 4 −3
3 10 9 0 −7 −10
−2 12 −9 3 −5 8

. What is

the size of the submatrix?

(a) N5,:

(b) N1,: [A]-347

(c) N:,2

(d) N:,3 [S]-279

(e) N1:5,2:4

(f) N2:3,4:5 [A]-347

(g) N\3,5
(h) N\4,2 [S]-279

https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDWMdKJNgQSxjomOqY6ZrGavFzBQGnfaCMdq1heroKizLwSDV9NGAvOCNYEAG8rEho=&lang=sage&interacts=eJyLjgUAARUAuQ==
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6. Let A =



−7 2 1 8 −1
−8 −11 10 −6 1
1 −10 12 −12 0
9 −1 3 −6 −8
6 −9 3 4 −5
2 −4 10 −7 −3


. Identify the

submatrix of A.

(a) A3,:

(b) A6,: [S]-279

(c) A:,2

(d) A:,5 [A]-347

(e) A2:3,3:5

(f) A2:4,2:3 [S]-279

(g) A\4,2
(h) A\3,5 [A]-347

7. Let P =


11 7 4
−8 −6 1
−2 −1 5
8 3 12

. Supply notation for the entry

or submatrix.

(a) 5

(b)

 11 4
−8 1
−2 5


(c)

[
−8 −6 1
−2 −1 5

]
(d)

[
8 3 12

]
(e) −2

(f)


11
−8
−2
8



8. Let B =


6 −7 1

11 −11 −2
11 12 12
−7 9 10

. Write

SageMath code that will accomplish the following.

(a) Create the matrix B.

(b) Print B.

(c) Extract B2,3.

(d) Print B2,3.

9. Let C =

 −4 −9 13 −11
7 5 −14 −2
−12 12 8 11

.
Write SageMath code that will accomplish the follow-
ing. [A]-347

(a) Create the matrix C.

(b) Print C.

(c) Extract C3,2.

(d) Print C3,2.

10. 3 Add code that will print out (i) the
third row and (ii) the first column of D.

D = matrix(3,4,[-2,10,-7,8,-2,7,
11,-7,-4,5,6,10])

What is the output of your code?

11. 4 If you swap the 3 and the 4 in the
code of exercise 10, as shown below, what is the new
output of your code (third row and first column of D)?

D = matrix(4,3,[-2,10,-7,8,-2,7,
11,-7,-4,5,6,10])

https://sagecell.sagemath.org/
https://sagecell.sagemath.org/
https://sagecell.sagemath.org/?z=eJxzUbBVyE0sKcqs0DDWMdGJ1jXSMTTQ0TXXsdABMs11DA1BHF0THVMdM6BMrCYvl7KCRqamQkFRZl6JQn5piUJJRioQZxalKBTllyvkpym48HJBVGEoS8ssKi5RSM7PKc3NA6sEAAw3Izc=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxzUbBVyE0sKcqs0DDRMdaJ1jXSMTTQ0TXXsdABMs11DA1BHF0THVMdM6BMrCYvl7KCRqamQkFRZl6JQn5piUJJRioQZxalKBTllyvkpym48HJBVGEoS8ssKi5RSM7PKc3NA6sEAAw5Izc=&lang=sage&interacts=eJyLjgUAARUAuQ==
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1.2 Component-wise Matrix Operations
While a sudoku board is not a matrix, if we strip away the color and the lines, it certainly is a rectangular array of
numbers, the essence of a matrix. Soon we will do just that, but for now let’s have a look at the sudoku board without
thinking about matrices. Notice it consists of nine 3 × 3 blocks.

Pick your favorite two 3× 3 blocks and think about how you might add them to one another. Don’t just read on. Stop
and think about this briefly. There are no right or wrong answers. What would be one reasonable way to add two
blocks? If you are like most students, you probably came up with one of two ways to add the blocks. The first one
is to add all the numbers in each block. If you did this, you should have gotten 90 for the total. Sum the numbers
in a different pair of blocks, and you will notice you get 90 again. The sum of the 18 numbers in any two blocks is
90. Can you see why? Answer on page 12. This way of adding is legitimate, but maybe a little unsatisfying since the
sum is always 90.

What if the sum of the two blocks were another 3 × 3 block? This way of thinking has a lot of precedent in
mathematics. The sum of two integers is an integer. The sum of two rational numbers is a rational number. The sum
of two functions is a function. The sum of two areas is an area. The operation of addition always seems to preserve
the type of object being added.

Crumpet 5: Operators

In mathematics a binary operator, such as +, takes two objects (inputs or addends) from a set and produces a third
object (output or sum) from the same set.

With this idea in hand, perhaps the most organized way to proceed is to add the number in the upper-left corner of the
first block to the number in the upper-left corner of the second block to produce the number in the upper-left corner of
the sum. Similarly, the other 8 numbers of the sum can be produced by adding corresponding numbers (by location)
of the two blocks being added. Here is an illustration of that process.

+ = =

The exact same component-wise (entry-by-entry) mechanics are used for adding matrices. Using matrix entry
notation,

if A and B are matrices, then (A + B)i, j = Ai, j + Bi, j

for all entries Ai, j and Bi, j of A and B. That is, the i, j-entry of A + B is the sum of the i, j-entries of A and B. For
the sum to be defined “for all entries Ai, j and Bi, j” A and B must have the exact same size. The sum of matrices of
differing size is undefined. Subtraction of matrices is defined analogously.

If A and B are matrices, then (A − B)i, j = Ai, j − Bi, j
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for all entries Ai, j and Bi, j of A and B. The difference of matrices of differing size is undefined.
All that is to say we add matrices the same way we added the sudoku blocks and we can subtract matrices in a

similar manner. Transferring the numbers of a sudoku board to a matrix is good practice in creating matrices where
there are none, extracting them from their context for mathematical work. Let’s start by looking at each 3 × 3 block
of the sudoku board as a matrix.  1 4 7

2 6 3
8 5 9


 8 6 5

1 9 4
3 7 2


 2 3 9

5 7 8
1 6 4


⇒

 3 2 1
9 7 5
4 8 6


 7 4 6

2 8 3
9 5 1


 8 9 5

4 1 6
3 2 7

 6 3 4
5 9 2
7 1 8


 5 2 7

6 1 8
4 3 9


 9 8 1

7 4 3
6 5 2



Previously we added the upper-left block and the middle block of the sudoku board. Now let’s add the upper-left
matrix and the middle matrix: 1 4 7

2 6 3
8 5 9

 +

 7 4 6
2 8 3
9 5 1

 =

 1 + 7 4 + 4 7 + 6
2 + 2 6 + 8 3 + 3
8 + 9 5 + 5 9 + 1

 =

 8 8 13
4 14 6

17 10 10


Conceptually, it is the same computation.

Multiplying a matrix by a number is also done component-wise. Multiplying the bottom-left 3×3 matrix extracted
from our sudoku board by 5 is done as follows.

5

 6 3 4
5 9 2
7 1 8

 =

 5 · 6 5 · 3 5 · 4
5 · 5 5 · 9 5 · 2
5 · 7 5 · 1 5 · 8

 =

 30 15 20
25 45 10
35 5 40


This is often referred to as scalar2 multiplication to differentiate it from matrix multiplication, the subject of the next
section. In symbols,

If A is a matrix and c is a scalar, then (cA)i, j = cAi, j

for all entries Ai, j of A. This means that cA has the same size as A and the i, j-entry of cA is c times the i, j-entry of A.
To be complete Ac is defined to equal cA.

Crumpet 6: Fields

Sets of scalars other than real numbers and complex numbers are permissible in linear algebra as long as matrix
entries come from the same field. A field must contain an additive identity, denoted 0, and a multiplicative identity,
denoted 1. A field with only these two elements can be defined by treating 0 and 1 as integers except that 1 + 1 = 0.
The field of two elements is often denoted F2 or Z2.

Key Concepts

binary operator A function with two inputs and one output, all three from the same set.

2In this textbook, the word scalar refers to either a real number or a complex number. In more abstract settings, the word scalar refers to any
element of a field.
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matrix addition For any matrices A and B of the same size, the sum A + B is defined, has the same size as A and B,
and (A + B)i, j = Ai, j + Bi, j for all entries Ai, j and Bi, j. If A and B differ in size, then A + B is undefined.

matrix subtraction For any matrices A and B of the same size, the difference A − B is defined, has the same size as
A and B, and (A− B)i, j = Ai, j − Bi, j for all entries Ai, j and Bi, j. If A and B differ in size, then A− B is undefined.

scalar An element of a field.

scalar multiplication For any matrix A and scalar c, the scalar product cA is defined, has the same size as A, and
(cA)i, j = cAi, j for all entries Ai, j. Moreover, Ac is defined to equal cA.

SageMath
The syntax for scalar multiplication, matrix addition, and matrix subtraction in SageMath is much like calculator
syntax. The plus sign is used for addtion, the minus sign for subtraction, and the asterisk for multiplication. The
asterisk is not optional. Typing two quantities with no operator between produces an error. Multiplication is not
implied by lack of a symbol. SageMath code that reproduces the calculations of this section follows.

A=matrix(3,3,[1,4,7,2,6,3,8,5,9])
B=matrix(3,3,[7,4,6,2,8,3,9,5,1])
print(A+B)
print()
C=matrix(3,3,[6,3,4,5,9,2,7,1,8])
print(5*C)

5. The output is as follows.

[ 8 8 13]
[ 4 14 6]
[17 10 10]

[30 15 20]
[25 45 10]
[35 5 40]

Exercises
1. Perform the operation if possible.

(a)
[
−1 −6 0
−6 −5 10

]
+

[
1 −10 3
9 0 2

]

(b)
[

1.6 8.4
8.16 −0.33

]
+

 4.01 1.75
9.35 1.49
−0.24 0.58


(c)

[
−5 −8 7 5
−9 −3 1 0

]
+

[
3 −4 7 −8
1 −2 2 −5

]
[A]-

347

(d)
[

4 1
3 2

]
−

[
−10 −3

1 8

]

(e)

 −6
0
−6

 +

 9
10
0


(f) 2

 5 −11 −2
14 1 −8
13 −1 6



(g)
[

3.43 6.59
−0.96 0.16

]
+

[
−0.78 8.68
2.14 8.79

]

(h)

 −9 1 5
10 1 −10
2 −3 −7

 +

 −2 7 8
9 −4 9
2 −10 −10


(i) 2

[
−1 6
8 15

]
[S]-279

(j)
[

4.65 1.33 8.86
6.03 4.56 4.8

]
−

[
1.85 6.4 7.33
4.58 8.39 1.89

]
(k)

[
0 6 −8 −2
8 10 7 −3

]
+

[
9 2
6 −3

]

(l)

 4.83 7.65
−0.48 7.82
0.25 2.53

 −
[

4.44 6.57
4.22 7.17

]

(m)
[

1 −9 6 10
]
−

[
−2 −1 2 −7

]
(n)

 9 −10 4
10 10 1
0 −8 3

 −
[

10 −4 −4
8 9 4

]
[S]-279

https://sagecell.sagemath.org/?z=eJxztM1NLCnKrNAw1jHWiTbUMdEx1zHSMQNyLHRMdSxjNXm5nFCUmAOVmAGVWAA5lkAlhiAlBUWZeSUajtpOcDaQ4YyiD2SkCchIoF5zHUMdC4Q-Uy1nTQALOyGG&lang=sage&interacts=eJyLjgUAARUAuQ==
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(o)


2
7
9
3

 +


−7 8
3 9
−4 2
2 9


(p)

 10
4

10

 − [
−1 10 −2

]

(q) 3.19


−12.96
−0.96
−7.99
11.05


(r)

 −6 −4
7 −2
−1 0

 −
 −4 −6

10 5
−3 8


2. Suppose M is a 5 × 5 matrix and M + N is defined (the

sum can be computed). How many entries does N have?
3. In your own words, describe how to add or subtract two

matrices, and explain how to determine whether the ad-
dition or subtraction can be done.

4. Can a matrix with 29 nonzero entries be added to a ma-
trix with 25 nonzero entries? Explain. [A]-347

5. Suppose M and N are matrices such that their sum is de-
fined (M + N can be computed). Is the following true or
false? Explain.

M + N = N + M

6. Suppose M and N are matrices such that their difference
is defined (M − N can be computed). Is the following
true or false? Explain.

M − N = N − M

[S]-279

7. Suppose M is a matrix of size 3× 7, c is a scalar, and the
matrix computation cM is defined. What is the size of
matrix cM?

For the remaining exercises, let

A =


42 0 −47 −34 −10 −48
8 26 43 −18 −20 −30
−41 −40 −29 −36 −44 12
−42 47 28 4 38 −22
18 −15 −1 29 37 9

 N =


−21 −33 28 −15 34 45
27 40 −13 −23 −10 15
43 −6 46 17 13 21
−40 −46 2 16 22 −14
10 −12 29 35 48 −31



Q =


−17 −37 −34 20 −14 10
−23 44 47 18 19 49
11 33 35 −50 2 9
−36 −18 7 17 −49 31
−8 16 28 −32 −2 5

 T =


40 47 13 −2 −22 3
−45 4 −16 6 −18 8
18 −26 −27 −19 −48 −35
33 35 9 25 2 7
−8 10 −12 −34 11 38


8. 6 Compute A + Q

9. 7 Compute 3A + 4T [S]-279

10. 8 Compute N − 5T

11. 9 Compute 3.17(1.11Q + .22N)

Answers
Sudoku sum: Since each block of a sudoku board is required to contain the numbers from 1 through 9 exactly once

each, the sum of a single block is 1 + 2 + 3 + · · · + 9 = 9·10
2 = 45 making the sum of any pair of blocks 90.

https://sagecell.sagemath.org/?z=eJxtkbFqxDAQRPuD-wdDmoTMgnclWXKR4kgfOEgXUqRIkeK4EC6Qz8-M7MrYIFuSd3fezp6Gp-Hycfv5-rsvmPCWAyMsV1jKMNe-oSEm5MRzgwXvku6di9-YeZ5wPAybx3KGB4MCrBcNGUn5AZXxwgUmp4oZ7w_Hw8sGxYIKKSlT0eTJBVEhUSdMpA7IX0Ij4ASvOxyMjZWVIVTni1hOOlWKDsEilEneSc5bEpcfiydqf00lAFtkb-zHZ-QZ7iAwi1kZd0gCi1fysQrWmENNax1KAAQLlE7xuh3N2LXUeXeRGxqiKU1YarbuLGdltMmItDcUqZQVc0bQUrKIYDFDPaqN1hnuhufr5fv39jmcHs__5bJrSg==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxtkb1qxEAMhPuDewdDmoSMwNJq_4oUR_pA4LqQIkWKFMeFcIE8fkZrV8aGtXfXkubT6DQ9TZeP28_X331GwZsbZohXSHKIxr6hwQo88dwgxrsU98rFr3WeC46HafOIO9QYZGA9a3CkyDdEGc1cYHKq6Hh_OB5eNihiVEgpMiOaPJ5hFSGqhLE0APkr0AhYoHWHg7G2sjKE6nwRS0kXlWxAsAhlkg6S1y2Jhh-LJ9H-mkoAtsje2I92eIcqCMxikucdEsPiVfhYA1aYQ01pAyoACGbIg-K8Hc08tKLz4SI3NCSmVLDUbMNZzkpokxBpbyihklfMDqOlZAmCxYzoMdpog-Fuer5evn9vn1M6Pfr5H7yxa7Q=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxtkbFqxDAQRPuD-wdDmgRmwbuSbKm4IqQ_CFwXUqRIkeJICBfI59-M7MrYIFuSd3fezj4Pp-H6cfv9-n8smPCWAyMsz7CUYa59RUVMyInnCgveJd07F7_ReJ5wPAybx3KGB4MCrBcVGUn5AZXxwgUmpxkN70_Hw3mDYkGFlJSpaPLkgpghUSdMpA7IX0Ij4ASfdzgYGysrQ6jOF7GcdKoUHYJFKJO8k7xuSVx-LJ6o_TWVAGyRvbEfb8gN7iAwi1kZd0gCi1fycRasMYeaVjuUAAgWKJ3ish3N2LXUeXeRGxqiKU1YatbuLGdltMmItDcUqZQVsyFoKVlEsJihHtVG7QwPw8v39efv9jmcrVzuUWFrkQ==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxtkT9rw0AMxfdAvoOhS0KfjKX7P3Qo3QOBbqVDhw4dQkpJIB-_T2dPxoaz786S3k9Pr8PLcPm6_f08DgkZH9EwQWKBhAhR31dUWEYMPFeI8S74vXLxa43njP1uWD0SI9QYZGA9q4gInm_wMpq4wORQ0PB53O9OKxQxKoTgmR5NnphgBS6qhLHQAfnL0QiYoWWDg7G2sDKE6nwRS0nnlaxDsAhlgnaS85pE3Y_ZE29_SSUAW2Rv7EcbYoMqCMxikqYNEsPslftYHFaYQ02pHcoBCGZIneJ9PZqpa3nn3UVuaIhPKWOuWbuznJXQJiHS1lBcJS2YDUZLyeIEsxneo7dRO8PT8Ha9_N5v30MYtRx0VD0_j2an4z9ocG3E&lang=sage&interacts=eJyLjgUAARUAuQ==


1.3. MATRIX MULTIPLICATION 13

Figure 1.3.1: (AB)2,4 = P2,4 = A2,1B1,4 + A2,2B2,4

Two entries

in each row

Two entries

in each column.

1.3 Matrix Multiplication
Matrix addition, matrix subtraction and scalar multiplication are each done component-wise, something many people
find natural. Even those for whom it does not come naturally rarely question why the operations are done the way
they are. After explanation, they are acceptable. Devoid of context, however, there is nothing natural or intuitive
about matrix multiplication. It’s not difficult. It just takes some getting used to. The purpose of the current section
is to start the process of familiarization. The reason multiplication is done the way it is will not come up for a little
while yet. In the meantime, a little patience and concentration will be enough.

If you can master the product of a row matrix (a 1 × n matrix) with a column matrix (an m × 1 matrix), you can
master the product of any two matrices. The following example illustrates the process.

[
1 2 3

]  4
5
6

 =
[

1 · 4 + 2 · 5 + 3 · 6
]

=
[

32
]

(1.3.1)

Given a row matrix R and a column matrix C with the same number of entries, say n, their product is the sum of the
products of corresponding entries. That is,

RC =
[

r1,1c1,1 + r1,2c2,1 + · · · + r1,ncn,1

]
.

The first entry of R (reading from left to right) corresponds with the first entry of C (reading from top to bottom). The
second entry of R corresponds with the second entry of C, and so on. The product of the two matrices is the sum of
these entry products. As with addition, multiplication is an operator, so the product of two matrices is a matrix. In
this case, a 1 × 1 matrix, as shown in (1.3.1). If R and C differ in length the product RC is undefined.

For matrices with multiple rows and columns, this row-matrix-column-matrix calculation is repeated for each
entry of their product. The i, j-entry of P = AB is the single entry of the ith row of A times the jth column of B, where
this makes sense. If A and B are matrices, then the product P = AB is calculated by setting (AB)i, j equal to the lone
entry of Ai,:B:, j (where this makes sense). Several conclusions can be drawn from this description.

• The rows of A and the columns of B must have the same number of entries. Otherwise Ai,:B:, j, is undefined.

• P has the same number of rows as A (P and A have the same height).

• P has the same number of columns as B (P and B have the same width).

These last two observations suggest an organizational technique for multiplication. Writing B to the right of A and
just below leaves a space above B and to the right of A that’s exactly the right size for the product P. Plus, the row
needed for calculating (AB)i, j is directly left of it and the column needed for calculating (AB)i, j is directly below it.
See figure 1.3.1.
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Transposition and the Dot Product

If A is a matrix, then its transpose is the matrix resulting from turning the rows of A into columns. The first row of
the matrix becomes the first column of the transpose. The second row of the matrix becomes the second column of
the transpose, and so on. Equivalently, the transpose of a matrix A is the matrix resulting from turning the columns
of A into rows. The first column of the matrix becomes the first row of the transpose. The second column of the
matrix becomes the second row of the transpose, and so on. Can you see why turning rows into columns and turning
columns into rows are equivalent?

If a matrix has only one row (is a row matrix) then its transpose has one column (is a column matrix), and vice
versa. Using a superscript T for transpose the row-matrix-column-matrix product from the beginning of this section
can be written

[
1 2 3

]  4
5
6

 =

 1
2
3


T  4

5
6

 =
[

1 · 4 + 2 · 5 + 3 · 6
]

=
[

32
]

(1.3.2)

Writing this way may help you keep track of which numbers should be multiplied by which since they are side by
side in the expression using the transpose. Combining this observation with the organizational technique of figure
1.3.1, computing the product [

1 −2 4
5 3 6

]  −2 0 9 3
8 14 2 8
1 −1 7 5


might look (at least to start) like the following on paper.

For example, the −32, P1,2, is calculated by taking the row directly to its left,
[

1 −2 4
]
, and multiplying by the

column directly below it,

 0
14
−1

. This product is calculated to the right of the matrices and is just one of the 8 entries

of the product. It looks like a lot of work, and it is! Not to worry, though. With some practice, you will become
proficient and not have to write down all the individual row-matrix-column-matrix products in such detail. In fact, it
will be very important that you acquire such proficiency. This row-matrix-column-matrix calculation sits at the core
of linear algebra and its connection to various sciences.

If you have seen the dot product, a very similar calculation in physics or calculus, think of the row-matrix-column-
matrix product as the linear algebra equivalent of the dot product.

In physics or calculus (vectors): 〈5, 3, 6〉 · 〈0, 14,−1〉 = 5 · 0 + 3 · 14 + 6 · −1 = 36

In linear algebra (matrices):

 5
3
6


T  0

14
−1

 = [5 · 0 + 3 · 14 + 6 · −1] = [36]
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It’s the same calculation! There are enough similarities between column matrices and vectors that we often use
column matrix notation to represent vectors and call them column vectors or just vectors, and we call the row-
matrix-column-matrix calculation the dot product.

Crumpet 7: Row Vector

A row matrix is sometimes referred to as a row vector and can be used to represent vectors like those in physics or
calculus just as a column vector can.

Thus the distinction between the two objects is blurred, but make no mistake, a column matrix is a matrix, and a
vector is a vector. They are not the same thing. It is a convenience in linear algebra to represent vectors as column
matrices, giving the column matrix notation two meanings, (1) a matrix, and (2) a vector. Though we try not to do this
type of thing often in mathematics, giving a single notation multiple meanings, it happens much like words in English
are given multiple meanings. What you can do with a ring depends entirely on what type of ring. A wedding ring
might be worn on your ring finger, and a circus ring might contain a tiny car with two dozen clowns in it. Certainly
not the other way around!

Crumpet 8: Ring

In mathematics, a ring is a set together with two binary operators that satisfy a number of properties. This is something
you will study in abstract algebra.

Analogously, what you can do with a one-column array of numbers depends entirely on what it represents. If it
represents a matrix, it might be transposed or used in the solution of a sytem of linear equations. If it represents a
vector it might be used in the dot product with another vector or plotted in the Cartesian coordinate system.

Notice the product in equation (1.3.2) is written as a 1 × 1 matrix, but the same type of matrix product is written
as a scalar in the pencil-and-paper calculation of a matrix product. This is another example of a single notation
having multiple interpretations, indicated through context. There is no context for equation (1.3.2), so the product
is rightfully a matrix. In the calculation of a matrix product, the result of each individual dot product will become
an entry—a scalar, not a matrix—in the product. The square brackets are dropped. The 1 × 1 matrix is treated as
if it were a scalar. In fact, 1 × 1 matrices and scalars are often used interchangeably, jeopardizing the distinction
between these two objects. Again, make no mistake, a 1 × 1 matrix is a matrix, and a scalar is not a matrix at all.
They are different things. It is a convenience to let 1 × 1 matrix notation (square brackets) and scalar notation (lack
of delimiters) represent one another, whichever is appropriate for the situation.

Can you compute the products[
1 −2
3 7

] [
2 3
−1 0

]
and

[
2 3
−1 0

] [
1 −2
3 7

]
?

Answer on page 19. Besides good practice in multiplying matrices, this example shows that[
1 −2
3 7

] [
2 3
−1 0

]
,

[
2 3
−1 0

] [
1 −2
3 7

]
,

and more importantly, therefore matrix multiplication is not commutative. Given matrices M and N, we cannot
expect MN and NM to be equal even when both products are defined.

Key Concepts
row matrix A matrix with only one row.
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column matrix A matrix with only one column.

column vector A vector represented as a column matrix.

row vector A vector represented as a row matrix.

matrix multiplication For any matrices A and B, if the rows of A and the columns of B have the same number of
entries, then the product AB is defined. Moreover, AB has the same number of rows (height) as A and the same
number of columns (width) as B, and (AB)i, j equals the lone entry of Ai,:B:, j for all entries (AB)i, j of AB. If the
rows of A and columns of B do not have the same number of entries, then AB is undefined.

transpose For any m × n matrix A, the transpose of A, denoted AT , is defined as the n × m matrix with (AT )i, j = a j,i

for each entry a j,i of A.

vector A quantity with both magnitude and direction.

dot product the dot product of m × 1 matrices u and v is uT v.

SageMath
If M is a matrix in SageMath, then M.transpose() is its transpose. The following code defines the matrix A =[

1 2 3
4 5 6

]
, extracts columns 2 and 3 as column matrices, and finds the (matrix) product AT

:,2A:,3

10.

A=matrix(2,3,[1,2,3,4,5,6])
print("Matrix A:")
print(A)
print()
print("Treating columns 2 and 3 as matrices:")
print()
c2 = matrix(2,1,A.column(1))
c3 = matrix(2,1,A.column(2))
print("column 2:")
print(c2)
print()
print("column 3:")
print(c3)
print()
print("column 2 transpose times column 3:")
print(c2.transpose()*c3)

The output of this code is

Matrix A:
[1 2 3]
[4 5 6]

Treating columns 2 and 3 as matrices:

column 2:
[2]
[5]

column 3:
[3]
[6]

https://sagecell.sagemath.org/?z=eJx1js0KwjAQhO-C7zD0lEgodKMehB7yAN68iYcQgwRsWpIIPr79kbSH9rTD7Lczq-pGp-C-jIQU90oM4yhO4vzg-10XnE-suI4E1KXInspqxm7B6uT8C6Z9fxofQdD-CQkdMZYYGxcRvTCEGrm_EqqcTlnFh63c2BKfSycLtAg2tPLcn5NLTm5zhBS0j10bLZJrbMRaAJWZYvzQ5_0AEnRkIQ==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJx1js0KwjAQhO-C7zD0lEgodKMehB7yAN68iYcQgwRsWpIIPr79kbSH9rTD7Lczq-pGp-C-jIQU90oM4yhO4vzg-10XnE-suI4E1KXInspqxm7B6uT8C6Z9fxofQdD-CQkdMZYYGxcRvTCEGrm_EqqcTlnFh63c2BKfSycLtAg2tPLcn5NLTm5zhBS0j10bLZJrbMRaAJWZYvzQ5_0AEnRkIQ==&lang=sage&interacts=eJyLjgUAARUAuQ==
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column 2 transpose times column 3:
[36]

Notice the columns are displayed as column matrices, and the product is also displayed as a matrix, using the square
brackets. The .column() method extracts a column of a matrix as a vector, however, which is why the definitions of
c2 and c3 explicitly take each column and feed them to the matrix() function.

On the other hand, SageMath is perfectly capable of treating the columns as vectors, as seen in the following code

11. The * operator is used to compute the dot product of two vectors.

A=matrix(2,3,[1,2,3,4,5,6])
print("Matrix A:")
print(A)
print()
print("Treating columns 2 and 3 as vectors:")
print()
c2 = A.column(1)
c3 = A.column(2)
print("column 2:")
print(c2)
print()
print("column 3:")
print(c3)
print()
print("Dot product of columns 2 and 3:")
print(c2*c3)

The output of this code is

Treating columns 2 and 3 as vectors:

column 2:
(2, 5)

column 3:
(3, 6)

Dot product of columns 2 and 3:
36

Notice the notation for a vector (parentheses around a comma-separated list of entries), making it clear SageMath is
interpreting the columns as vectors, not matrices. Also notice the dot product is displayed (and indeed interpreted) as
a scalar, not a matrix.

Exercises
1. Multiply if possible.

(a)
[

3 1 0
]  2

5
7


(b)

[
7 6

] [ 4
−5

]

(c)

 −9
−4
4


 2

9
−6

 [S]-280

(d)
[
−1 0 −3

]  6
−2
5

 [S]-280

(e)

 2
−2
2


 4

2
3


(f)

[
−3 2

] [ 7
−1

]
[A]-347

(g)
[

5.8 0.2
] [ 2.5

3.8

]
[A]-347

https://sagecell.sagemath.org/?z=eJxztM1NLCnKrNAw0jHWiTbUAVEmOqY6ZrGavFwFRZl5JRpKvmAVCo5WSnAxRzgLoSykKDWxJDMvXSE5P6c0N69YwUghMS9FwVghsVihLDW5JL-oGMkEICPZSMFWwVEPolzDECRijCxihDAbIqJghGRAshEWN0DVGSOrM8aiziW_RKGgKD-lNLlEIT8N3cUotmgBDQAAR6RWYw==&lang=sage&interacts=eJyLjgUAARUAuQ==
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(h)
[
−3 3 4

] [ −1
5

]
(i)

[
7 8 2 4

] [
−6 1 6 4

]

(j)
[

7 0 4 6
] 
−2
7
1
3


(k)

[
1.35 4.58 7.36

] [
3.36 −0.25 1.6

]
2. Multiply if possible.

(a)
[

3 0
−2 2

] [
2 7
6 3

]
(b)

[
7
−2

] [
−2 0

]
(c)

[
0.03 −0.6
4.25 5.09

] [
−0.3
4.6

]

(d)

 6.3
4.1
3.4

 [ 2.3 4.5
]

[S]-280

(e)

 1 9 10
3 0 8
3 8 10




8 4
10 10
9 5
3 8

 [S]-280

(f)
[
−3 0 1
2 5 7

]  1
3
4

 [S]-280

(g)
[

2 3
2 3

] [
1 0
3 2

]
[A]-347

(h)
[

6 7 4
−3 0 7

]  3 4
−2 1
−1 2


(i)

[
4
−1

] [
5 1 4 6

]

(j)


7.94
1.15
2.88
8.95




9.98 2.91
1.48 8.05
6.41 9.67
5.16 8.88


(k)

[
3 0
5 −4

] [
6 3 1
6 1 7

]
[A]-347

(l)

 2 5
−1 0
−3 4


[

4 2
6 −3

]

(m)

 8
0
9


[

2 4 −1 1
9 6 10 8

]
[A]-347

(n)

 0 0 3 6
−3 0 7 −3
1 −1 4 4




4
7
4
5


(o)

[
5 4

] [ −1 2
6 −1

]

(p)
[

3.47 −2.73
] [ 5.53 5.89

5.24 0.82

]
(q)

[
1 −1 6 3

10 4 8 3

] [
8 3 7 10
8 1 4 4

]
3. Find the dot product uT v.

(a) u =

[
−7
8

]
; v =

[
9
−3

]
(b) u =

[
−11

3

]
; v =

[
11
13

]
(c) u =

[
−10

3

]
; v =

[
0
9

]
[A]-347

(d) u =

[
14.3
−13.7

]
; v =

[
10.3
2.9

]

(e) u =

 10
2
−3

; v =

 −11
3
−10

 [S]-281

(f) u =

 2
−6
12

; v =

 −6
−10
−4


(g) u =

 8
−7
5

; v =

 5
−11
−8

 [A]-347

(h) u =

 4.9
0.4
−2.5

; v =

 3.6
2.0
−4.1


(i) u =


−1
7
0
2

; v =


−7
−5
−4
−2



(j) u =


3
−3
7
−2
−8

; v =


0
−2
−1
5
4

 [A]-347

4. Redo question 3 calculating vT u instead, and compare
your answers. [S]-281 [A]-347

5. Suppose A is a matrix of size 2 × 7, C is a matrix of size
5 × 7, and the matrix computation A + BC is defined.
What is the size of matrix B? [A]-347

6. Matrices A, B,C,D are such that (A + B)(CD) is defined
(all of the operations are possible). If B is a 3 × 4 matrix
and D is a 5×8 matrix, what are the dimensions of A and
C?

7. Describe how to multiply two matrices, and explain how
to determine whether the multiplication can be done.

8. True or false? For any column vectors u, v, and w with
the same number of entries in each, [A]-347

(a) uT v = vT u

(b) (u + w)T v = uT v + wT v

9. Find a pair of matrices M and N so that MN is defined,
but NM is not, and therefore MN , NM.
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10. Find a pair of matrices M and N such that MN and NM
are both defined but are different sizes, and therefore
MN , NM.

11. Find a pair of 3 × 3 matrices M and N such that MN ,
NM.

12. Can you find a pair of distinct 2 × 2 matrices M and N
such that MN = NM?

13. Suppose the matrix product MN is defined (the multipli-
cation can be done). Which of the following is true?

(a) M and N must have the same number of rows.

(b) M and N must have the same number of columns.

(c) The number of rows of M must equal the number
of columns of N .

(d) The number of columns of M must equal the num-
ber of rows of N .

(e) None of the above.

14. Find the dot product, uT v.

(a) 12 [S]-281

u =


−3748
−3468
−4357
−3611

; v =


−5497
2448
−2990
−2772


(b) 13

u =


−1.33017
1.33699
5.50693
9.67517

; v =


9.21163
2.87319
−9.634
4.46961


(c) 14

u =

 −228
−5201
−451

; v =

 −8419
−5162
−2381


(d) 15

u =


−2.6018
5.18949
2.99411
7.25436
−0.90284

; v =


−7.29805
1.89209
7.33303
−9.41897
0.85775


For the remaining exercises, let

A =


42 0 −47 −34 −10 −48
8 26 43 −18 −20 −30
−41 −40 −29 −36 −44 12
−42 47 28 4 38 −22
18 −15 −1 29 37 9

 U =


−21 −33 28 −15 34 45
27 40 −13 −23 −10 15
43 −6 46 17 13 21
−40 −46 2 16 22 −14
10 −12 29 35 48 −31



Q =


−17 −37 −34 20 −14 10
−23 44 47 18 19 49
11 33 35 −50 2 9
−36 −18 7 17 −49 31
−8 16 28 −32 −2 5

 R =


40 47 13 −2 −22 3
−45 4 −16 6 −18 8
18 −26 −27 −19 −48 −35
33 35 9 25 2 7
−8 10 −12 −34 11 38


14. 16 Compute (AT )(U) and (U)(AT ). Are they equal?

15. 17 Compute QT R and QRT . Are they equal? [S]-281

16. 18 Compute
(
3QT − 2RT

)T
and 3Q − 2R. What do you notice? Why?

17. 19 Can you determine which of the following computations are defined? Ask SageMath to
compute them all. The ones that are undefined will produce long error messages.

(QR)T AUT R QUART AT QUT A

A + RT ART (R − A)T

Answers
matrix products The products are [

1 −2
3 7

] [
2 3
−1 0

]
=

[
4 3
−1 9

]
[

2 3
−1 0

] [
1 −2
3 7

]
=

[
11 17
−1 2

]
.

https://sagecell.sagemath.org/?z=eJwrVbBVyE0sKcqs0DDRMdSJ1jU2N7HQ0TU2MQOSJsam5kC2maFhrCYvVxm6UlMTS3MdIxOQeiNLSwMgaW5uBFKprBBQWqJQmV9apJCcn5KqkJSak1-uUJKRWayQk5mXqgcAqrAe1A==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxdyz0OwjAMQOEdiTtYYgHJteo6ceqBO7AjBn4iEaklUkkK3B66Mr3lfRX2MJ7LlN5bh4zHhkmk5YBL1Qw9-VZN0EiD53DarVfznzHqmFWwoz4IGza_Vxw6cmrKi9jAoRb45DrBNd8iXOKQX1Du6QlDekT6AnwaIj4=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJwrVbBVyE0sKcqs0DDWMdSJ1jUystDRNTUyMNTRNTE1jNXk5SpDV2JhYmgJVGNoZqSja2RsAVakrBBQWqJQmV9apJCcn5KqkJSak1-uUJKRWayQk5mXqgcAaXgcIw==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxdzLsKAjEQheFe8B0GbBQmw-S2mSl8B3ux8BJwYTWwJl7e3tjaneL_ToMt3I51Ht_riBb3xtHAVjCSFQ2KjlSDtZjIxeAHNEzKTsJhs1w8_22PVLhvEnWsHXnv2aNRCv0uIZPElOIPr2DXKnxKm-FcLhlOeSovqNfxAdN4z_QFxmwl_w==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxtkbtqxDAQRfuF_QdBGhvugGf0sFykWPIFCXEVEkiRIsWyIezCfn7uyG5ibJAljeZx5s4pPIbz5_X3-95lFLwlwwBJIyQmiPq5osIKUuS9Qoy26Hbl4m4T7wXHQ9h8khLU6GRgPqtIiB5v8DSaucDgOGLCe388zBsUMVaI0SPdmzwpw0Z4USWMxQbIJ0cjYIGOOxz0tZWVLqzOH7GUdJ7JGgSTsEzURvK8JVHXY9HE219DCcAW2Rv70QlpgioIzGSShx0Sw6KV6zg6rDCGNaU2KAcgmCE3ipftaIZWyztvKvJAQXxKBUvO2pTlrIQyCZH2huJV8oo5wSgpWZxgEcN79DZqY3gIT5fzz-36FbrTx2vfzbT9s859e_gDlfpx1A==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxtkc1KxTAQhfeFvkPAjcIZ6EySJlm4EJ_gFl2JggsXLi5X5Ao-vmfSLqS0kDZJ5-c7Zx7CfTi_X78_f28zZrwkwwRJBRITRH1fUWEzUuS5Qox30e-Vi19rPM8Yh7B7JCWoMcjAelaRED3f4GU0c4HJsaDh9W4cnncoYuwQo2d6NHlShhV4UyWMxQ7IX45GwBlaDjgYaxsrQ9idL2Ip6bySdQgWYZuoneS0J1H3Y_XE5W-pBKBEaqMebUgNqiAwi0meDkgMq1fuY3FYYQ57Su1QDkAwQ-4Uy340U-_lyruL3NAQn9KMtWbtznJWQpuESEdD8S55w2wwWkoWJ1jNcI0uo3aGm_B4OX_9XD_C6e0pLOPw_2rxyz_1VHDq&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxtkb1qxDAQhHuD30GQ5g5mwbuSbLlIEfIEPpwqxJAiRYrjQrhAHj-zsotgbJAtWfvzzexTeAzX9_v35-8po8drMnSQNEBigqjvCwqsR4o8F4jxX_T_ysWvjTz3aJuweyQlqDHIwHpWkBA93-BlNHOByXHAiLdz27zsUMTYIUbP9GjypAwb4E2VMBYrIK8cjYA9dDjgYKxtrAxhd76IpaTzSlYhWIRtolaSaU-i7sfqicvfUglAidRGPToijVAFgVlMcndAYli9ch8HhxXmsKeUCuUABDPkSnHZj6arvVx5dZEbGuJT6rHWLNVZzkpokxDpaCjeJW-YI4yWksUJVjNco8soleEhPN-uXz_3j3CK0zIHCXZZ5vMyt83_yzjVmz9Kz3NR&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxtkUFLxDAQhe8L_Q8BLy2-QDNJ2vTgIfgLWrYnccGDBw-LIiv4832T9qCxhbTJ9M3MNy_ZPJjry-3z7buNGPAUBD1sGGF9gHW6T0iQAcHznGCFMa9xx8WvTDwPaE6memwIcEKRgPUkIcBrvkDLuMgFJvsRE5675rRWKFbYwXvNVDV5QoSM0KaOMOILIH8pGgEHuPGAg1rZWSlhd76I5UinlaRAsAjbeFdI5prEqR-bJzr-nkoAjsjZOI-bECY4BwKzmI39AYlg80p9HBXWMoc9bSpQCkAwQSwUS301femlkxcXuaEheksDtpqpOMu7srTJEunoUrRL3DEnCC0lixJsZuiMOkYqDHfm8f368XV7Ne28dJdzc_ody-16OXfL3-C85qUWtpm6uahzVcLcm3_y3DLUVSUWY00mwg8EjI0Z&lang=sage&interacts=eJyLjgUAARUAuQ==
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1.4 Magnitude and Orthogonality

Geometric Interpretation of Vectors
One day my friend Victor took a 5 kilometer drive. When Victor told me this I knew just how long his drive was. It
was 5 kilometers. When Victor added that his drive was on a very straight highway headed due east, I knew more.
I knew which way Victor was driving. I could imagine tracing out his path on a map by drawing a horizontal arrow
pointing to the right (eastward) with a magnitude equivalent to 5 kilometers. The arrow captures both the direction
and magnitude of Victor’s drive. Vectors can be imagined in the same way. The vector[

5
0

]
has a 5 as its first entry and a 0 as its second. Thinking of these entries as x- and y- coordinates, the five represents
5 units right (eastward) and the zero represents 0 units up (northward). In this way, the vector represents both the
magnitude and direction of Victor’s drive, just like the arrow. The vector and the arrow can be interpreted to represent
the same thing, blurring any distinction between them. 3

The vector/arrow represents Victor’s displacement, or movement, 5 kilometers in the eastward direction.
Notice there is no origin on the map. This is typical of drawing vectors. They are not specified relative to an origin.

They only represent a change in location, or displacement, starting anywhere. A vector represents the locations of
two points relative to one another. Exactly where those two points lie is not determined by the vector itself. Further
information is needed to locate the vector. In the case of Victor’s travel, I needed to know on what road and where he
was driving to create an accurate picture of his drive.

After driving 5 kilometers east, Victor exited the highway and drove 3 kilometers southeast (using a road that
does not appear on the map). When I heard this, I was able to capture this part of Victor’s journey by the vector

√
9
2

−

√
9
2

 .

And I knew exactly where to put it since it started just where the previous leg left off. Drawn as an arrow, the

vector is the hypotenuse of a right triangle with side lengths
√

9
2 , which by the Pythagorean theorem gives it length

3Street map minus vectors© OpenStreetMap contributors

https://www.openstreetmap.org/copyright
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√(√
9
2

)2
+

(√
9
2

)2
= 3. It has the right magnitude and it points southeast (and starts where the first leg leaves off), so

it accurately represents the second leg of Victor’s drive.
As the crow flies, Victor’s total displacement or movement for the drive is represented by the sum of the vectors,

[
5
0

]
+


√

9
2

−

√
9
2

 =

 5 +

√
9
2

−

√
9
2

 ,
the black vector in the diagram.

Since addition of vectors is commutative, it does not matter which vector is plotted first. In the diagram, the gray

vectors represent
[

5
0

]
+


√

9
2

−

√
9
2

 and the blue vectors represent


√

9
2

−

√
9
2

+

[
5
0

]
. After the pair of displacements,

[
5
0

]
and


√

9
2

−

√
9
2

, Victor’s total displacement is

 5 +

√
9
2

−

√
9
2

 no matter which displacement comes first. The dia-

gram illustrates the parallelogram rule for vector addition. The sum of two vectors is a diagonal of the parallelogram
determined by the two vectors.

Perpendicularity
The magnitude of a vector, not surprisingly, is defined by the length of its representative arrow. A collection of vectors
pointing in various directions, including vertical and horizontal are shown below.

Regardless of which direction the vector v =

[
x
y

]
points, its magnitude is

√
|x|2 + |y|2 or simply

√
x2 + y2. The

Pythagorean theorem can be used to calculate magnitudes of vectors that are not horizontal or vertical.
Coincidentally the dot product of v with itself, vT v, is[

x
y

]T [
x
y

]
= x2 + y2

so the magnitude of v can also be written as
√

vT v. This expression has a nice symmetry and is independent of the
number of entries in v. It could apply to vectors with 3, 8, or 28 entries just as well as vectors with 2 entries. The
magnitude of a vector v, denoted ‖v‖, is defined as

‖v‖ =
√

vT v.
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The following diagram illustrates the relationship between the magnitudes of vectors v − u and v + u. By the
side-angle-side theorem from geometry the pair of triangles in each figure are congruent if and only if α = β. Since
α and β together form a straight angle, α = β if and only if they are both right angles. Consequently the magnitudes
of v + u and v − u are equal if and only if u and v are perpendicular.

This observation leads to a very useful property of the dot product, exposed by the following calculation. u and v are
perpendicular if and only if

‖v + u‖ = ‖v − u‖√
(v + u)T (v + u) =

√
(v − u)T (v − u)

(v + u)T (v + u) = (v − u)T (v − u)

(vT + uT )(v + u) = (vT − uT )(v − u)

vT v + vT u + uT v + uT u = vT v − vT u − uT v + uT u

vT u + uT v = −vT u − uT v

2vT u = −2uT v

2vT u = −2vT u

4vT u = 0

vT u = 0 (1.4.1)

Since each line follows logically from the previous, and vice veresa, the vectors u and v (with two entries) are
perpendicular if and only if their dot product is zero! Passing between the seventh equation and the eighth depends
on the fact that vT u = uT v. Can you show this is true for any vectors of equal size? Answer on page 26.

As with the formula ‖v‖ =
√

vT v for magnitude, this calculation is independent of the number of entries in the
vectors. We say that vectors u and v of the same size are orthogonal if and only if their dot product is zero. For
vectors with two or three entries this means the vectors are perpendicular. As a result, orthogonality is precisely the
same as perpendicularity in two and three dimensions, and extends the idea to dimensions greater than three.

If u and v are placed with their tails at the same point, then ‖u − v‖ is the distance between the heads of u and v.
See the diagram above. As such, the distance between u and v, denoted d(u, v), is defined as ‖u − v‖. Easy to picture
in two dimensions, this formula applies to vectors of any magnitude again extending a two- and three-dimensional
notion to higher dimensions.

Key Concepts
geometric interpretation of vectors Vectors are often thought of as displacements represented by arrows.

geometric interpretation of vector sum The sum of two vectors is represented geometrically by a diagonal of the
parallelogram determined by the two vectors.

magnitude of a column vector v, denoted ‖v‖, is the square root of the dot product of v with itself,
√

vT v.
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orthogonal Two vectors whose dot product is defined and zero are orthogonal.

distance The distance between two vectors, d(u, v), is the magnitude of their difference, ‖u − v‖.

SageMath

SageMath distinguishes between vectors and matrices, but just like in mathematics the distinction is blurry. The
SageMath code

u=vector([1,2,3])
v=matrix(3,1,[3,2,1])
print(u*v)

20 runs even though the third line requests the product of a vector with a matrix. SageMath treats
matrix v as if it were a vector, sort of. The output of the code is

(10)

a vector with one entry—-not a scalar and not a 1 × 1 matrix. If v is defined as a vector as in the following code, the
output is the scalar value 10, not a vector.

u=vector([1,2,3])
v=vector([3,2,1])
print(u*v)

21 produces

10

SageMath’s internal process of converting one type of variable to another to avoid throwing an error, a process called
coersion, can produce unanticipated results. More predictable results are obtained by explicitly converting one type
of variable to another. The SageMath code

u=vector([1,2,3])
v=matrix(3,1,[3,2,1])
print(u*vector(v))

22 explicitly tells SageMath to treat v as a vector in the computation of the product so no coersion is
needed, and it produces

10

just as if v were defined as a vector in the first place.
Any row or column matrix can be converted to a vector the same way. In fact, vectors can be converted to row

or column matrices just as easily. The following code converts u to a matrix (instead of converting v to a vector) and
then computes the dot product.

u=vector([1,2,3])
v=matrix(3,1,[3,2,1])
print(matrix(1,3,u)*v)

23 produces the 1 × 1 matrix

[10]

https://sagecell.sagemath.org/?z=eJwrtS1LTS7JL9KINtQx0jGO1eTlKrPNTSwpyqzQMNYx1Ik2BgobgoQLijLzSjRKtco0AZl-Dvk=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJwrtS1LTS7JL9KINtQx0jGO1eTlKoMLGQOFDEFCBUWZeSUapVplmgBlyA47&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJwrtS1LTS7JL9KINtQx0jGO1eTlKrPNTSwpyqzQMNYx1Ik2BgobgoQLijLzSjRKtaDqyzQ1ASEGEd0=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJwrtS1LTS7JL9KINtQx0jGO1eTlKrPNTSwpyqzQMNYx1Ik2BgobgoQLijLzSjSgUoY6xjqlmlplmgBpNRKb&lang=sage&interacts=eJyLjgUAARUAuQ==
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since the multiplicands are both matrices. Be aware that vectors and matrices are not equivalent in SageMath. Unex-
pected results may be seen when the two types are intermingled. To avoid surprises, convert one to the other explicitly
as needed.

The magnitude of a vector can be computed using the .norm() method. Consistent with the developing theme,
the .norm() method can be applied to either matrices or vectors, and the results are different! The following code
defines the “same” vector as both a SageMath vector and a SageMath matrix and then outputs their magnitudes, or
norms.

u_vec=vector([6,5,-3])
u_mat=matrix(1,3,[6,5,-3])
print(u_vec.norm())
print(u_mat.norm())

24 produces

sqrt(70)
8.366600265340756

The norm of a vector is computed symbolically while the norm of a matrix is computed as an approximate decimal
equivalent.

√
70 ≈ 8.366600265340756.

Exercises
1. Calculate ‖u‖.

(a) u =

[
−7
8

]
(b) u =

[
−11

3

]
(c) u =

[
−10

3

]
[A]-347

(d) u =

[
14.3
−13.7

]

(e) u =

 10
2
−3


(f) u =

 2
−6
12

 [S]-282

(g) u =

 8
−7
5


(h) u =

 4.9
0.4
−2.5

 [A]-347

(i) u =


−1
7
0
2



(j) u =


3
−3
7
−2
−8

 [A]-347

2. Calculate d(u, v).

(a) u =

[
−7
8

]
; v =

[
−9
3

]
(b) u =

[
−11

3

]
; v =

[
−11
13

]
(c) u =

[
−10

3

]
; v =

[
0
9

]
[A]-347

(d) u =

[
14.3
−13.7

]
; v =

[
10.3
2.9

]

(e) u =

 10
2
−3

; v =

 −11
3
−10


(f) u =

 2
−6
12

; v =

 −6
−10

4

 [S]-282

(g) u =

 8
−7
5

; v =

 5
−11
−2


(h) u =

 4.9
0.4
−2.5

; v =

 3.6
2.0
−4.1

 [A]-347

(i) u =


−1
7
0
2

; v =


−7
−5
−4
2



(j) u =


3
−3
7
−2
−8

; v =


0
−2
3
5
−4

 [A]-347

3. Are u and v orthogonal?

(a) u =

[
5
8

]
; v =

[
5
−3

]
(b) u =

[
−11

7

]
; v =

[
11
13

]

https://sagecell.sagemath.org/?z=eJwrjS9LTbYF4pL8Io1oMx1THV3jWE1ertL43MQSWyAuyqzQMNQx1kGSKyjKzCvRKAXp1MvLL8rV0EQSBGqBCQIAOnEcvg==&lang=sage&interacts=eJyLjgUAARUAuQ==
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(c) u =

[
−10

8

]
; v =

[
4
5

]
[A]-347

(d) u =

[
14.5
−17

]
; v =

[
10.2
8.7

]

(e) u =

 10
8
−9

; v =

 −11
3
−9


(f) u =

 2
−6
12

; v =

 −6
−10
−4

 [S]-282

(g) u =

 8
−7
−11

; v =

 5
12
−4


(h) u =

 4.9
0.4
−2.5

; v =

 3.6
2.0
−4.1

 [A]-347

(i) u =


−1
7
0
2

; v =


−7
−5
−4
−2



(j) u =


3
−3
7
−3
−8

; v =


0
−2
−1
5
−2

 [A]-347

4. Find k so that the vectors are orthogonal.

(a)
[
−3
6

]
and

[
−12

k

]
(b)

[
15
9

]
and

[
k
7

]

(c)

 −2
−6
−3

 and

 −7
k
−10

 [S]-282

(d)

 7
−10

k

 and

 k
−4
6


(e)


k
k

11
3

 and


−7
k
3
−7



(f)



k
2
−14

4
6

10
−10

8
k


and



k
12
13
9
−1
7
5
3
8


[A]-347

5. Find the sum of the vectors.

(a)

-1-1 11 22 33 44 55 66 77 88 99 1010 1111 1212 1313 1414 1515

-1-1

11

22

33

44

55

66

77

00

(b)

-1-1 11 22 33 44 55 66 77 88 99 1010 1111 1212 1313 1414 1515

-1-1

11

22

33

44

55

66

77

00

(c)

-1-1 11 22 33 44 55 66 77 88 99 1010 1111 1212 1313 1414 1515

-1-1

11

22

33

44

55

66

77

00

[S]-282

6. Let u =

[
−6
−12

]
and v =

[
9
−5

]
. Find a column vector

w such that

(a) d(u + v,w) = 1

(b) d(u + v,w) =
√

2

(c) d(u + w, v) = 1 [S]-282

(d) d(v + w,u) = 1

HINT: Make a sketch.

7. What conditions on a column vector u will make uT u
zero?

8. Give an example of a 5 × 1 column vector u and 2 × 1
column vector v such that the magnitude of u is less than
the magnitude of v.

9. Let u =

 u1

u2

u3

 and v =

 v1

v2

v3

 and set

w =

 u2v3 − u3v2

u3v1 − u1v3

u1v2 − u2v1

 .
(a) Calculate uT w.

(b) Calculate vT w.

(c) Are u and w perpendicular?

(d) Are v and w perpendicular?
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10. Suppose u and v are orthogonal.

(a) Are 3u and 4v orthogonal?

(b) Are −12.1u and 0.12v orthogonal? [S]-283

11. 25 Add code that will calculate the
norm of the third column of D (treated as a vector). [S]-
283

D = matrix(3,4,[-2,10,-7,8,-2,7,
11,-7,-4,5,6,10])

What is the output of your code?

12. 26 Add code that will calculate

u = vector([3.9,7.2,-8.4,-11.8,.5,
-11.0,-9.5,8.6])

v = vector([-10.0,10.7,7.1,-6.6,
11.6,-1.0,12.2,-13.3])

(a) ‖u‖

(b) d(u, v)

(c) u + v

What is the output of your code?

Answers

dot product equality Letting u =


u1
u2
...

un

 and v =


v1
v2
...

vn



uT v =


u1
u2
...

un


T 

v1
v2
...

vn

 = u1v1 + u2v2 + · · · + unvn

and

vT u =


v1
v2
...

vn


T 

u1
u2
...

un

 = v1u1 + v2u2 + · · · + vnun.

Since multiplication of scalars is commutative, these expressions are equal.

https://sagecell.sagemath.org/?z=eJxzUbBVyE0sKcqs0DDWMdGJ1jXSMTTQ0TXXsdABMs11DA1BHF0THVMdM6BMrCYvV0FRZl6JhoumtQKEBRRSVnBMSVFIzk9JVUhKzckvBwCCChXx&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxlzMEKwjAMBuD7YO8Q8KKYhnXVrjt48jHEQ-2iE0oH2tbXt_Ukegk_-fMlwQEyu7g81idFIw7UozC0QyElGaT9J3QoxhIN6fOmbfKXEbIrbRlDoRKFJo0F6MLqvq_vpCJV3QqO1rvkbWSIM4PncIszLFdIbfNfT_dntMExXDi-mAMksGGC_HubtvkN19Q0gg==&lang=sage&interacts=eJyLjgUAARUAuQ==
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1.5 The Determinant
b2 − 4ac is “the discriminant”, but why? Each quadratic function, p(x) = ax2 + bx + c, has two real roots, one
(repeated) real root, or two complex roots. The discriminant discriminates between which quadratics are which. If
the coefficients a, b, c, of a quadratic function are such that b2 − 4ac > 0, then the quadratic has two real roots (and
no others). If the coefficients are such that b2 − 4ac = 0, then the quadratic has one real root (and no others). If the
coefficients are such that b2 − 4ac < 0, then the quadratic has two complex roots (and no others). In this way, the
quantity b2 − 4ac associated with the quadratic function p(x) = ax2 + bx + c determines what type of roots p has.
It is determinative of the type of roots, and in this light might just as well be known as a determinant (which means
determinative). In mathematics, though, the term determinant is reserved for linear algebra. The determinant is a
determinative calculation that can be made for any matrix much the same way the discriminant is a determinative
calculation that can be made for any quadratic function. Exactly what the determinant determines will have to wait a
short while.

The determinant of an m×n matrix is undefined if m , n, so determinants are calculated only for square matrices,
those with the same number of columns as rows. The determinant of a 1 × 1 matrix is its lone entry. That is, the
determinant of

[
a

]
is a. As such, the determinant is a scalar. The notations det A or |A| are used to denote the

determinant of the matrix A.
The determinant of a square matrix with more than one row, and therefore more than one column, is defined

recursively. If A has n rows and n columns, n > 1, then4

det A = (−1)1+1A1,1 det A\1,1 + (−1)1+2A1,2 det A\1,2 + · · · + (−1)1+nA1,n det A\1,n. (1.5.1)

For example, if A =


−12 49 −45 −10
28 45 −46 23
−15 −28 4 −48
−1 34 −38 −18

, then

det A =

∣∣∣∣∣∣∣∣∣∣∣
−12 49 −45 −10
28 45 −46 23
−15 −28 4 −48
−1 34 −38 −18

∣∣∣∣∣∣∣∣∣∣∣ = − 12

∣∣∣∣∣∣∣∣
45 −46 23
−28 4 −48
34 −38 −18

∣∣∣∣∣∣∣∣ − 49

∣∣∣∣∣∣∣∣
28 −46 23
−15 4 −48
−1 −38 −18

∣∣∣∣∣∣∣∣ (1.5.2)

− 45

∣∣∣∣∣∣∣∣
28 45 23
−15 −28 −48
−1 34 −18

∣∣∣∣∣∣∣∣ + 10

∣∣∣∣∣∣∣∣
28 45 −46
−15 −28 4
−1 34 −38

∣∣∣∣∣∣∣∣
The determinant of the 4 × 4 matrix is written in terms of the determinants of four 3 × 3 matrices, one application
of recursive formula (1.5.1). To this point, the computation is not so bad. It would take a minute to write down this
quantity by hand. However, you might feel no closer to the final result, which is −393, 294, than before. Now there
are four separate determinants to determine. To continue the computation, the determinant of each 3×3 matrix would
be written in terms of the determinants of three 2 × 2 matrices, a second application of formula (1.5.1). Thus the
determinant of A would be written in terms of twelve 2×2 determinants. A final application of formula (1.5.1) would
yield the determinant of A in terms of twenty-four 1× 1 determinants (scalars), at which point the arithmetic could be
done and the determinant determined. Hopefully you are convinced that completing this calculation by hand would
take a while and be prone to error.

The main point of this discourse is to familiarize you with the recursive definition. Making sure you get the right
signs on the coefficients and extract the right submatrices at each step takes some practice. Can you use formula

(1.5.1) to find det
(

2 4
−1 3

)
? Answer on page 32.

The quantities (−1)1+ j det A\1, j of formula (1.5.1) are called cofactors. More generally, the quantity (−1)i+ j det A\i, j
is called the i, j-cofactor of A. Cofactors can be computed for any row-column combination. Using the notation Ci, j

for the i, j-cofactor, recursion (1.5.1) can be rewritten

det A = A1,1C1,1 + A1,2C1,2 + · · · + A1,nC1,n. (1.5.3)

4Formula (1.5.1) can be made to work for 1 × 1 matrices by defining det A\1,1 = 1 for a 1 × 1 matrix A.
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While more succinct, this presentation hides the details of the calculation. Each Ci, j may be an involved calcuation
itself.

The expression

−12

∣∣∣∣∣∣∣∣
45 −46 23
−28 4 −48
34 −38 −18

∣∣∣∣∣∣∣∣ − 49

∣∣∣∣∣∣∣∣
28 −46 23
−15 4 −48
−1 −38 −18

∣∣∣∣∣∣∣∣
−45

∣∣∣∣∣∣∣∣
28 45 23
−15 −28 −48
−1 34 −18

∣∣∣∣∣∣∣∣ + 10

∣∣∣∣∣∣∣∣
28 45 −46
−15 −28 4
−1 34 −38

∣∣∣∣∣∣∣∣
from calculation (1.5.2) is an example of a linear combination. It is the sum of scalar multiples of matrices. More
generally, if S is any set of objects on which addition and scalar mutliplication are defined, c1, c2, . . . , cn are scalars,
and objects b1, b2, . . . , bn are in S , then the expression

c1b1 + c2b2 + · · · + cnbn

is called a linear combination of the objects b1, b2, . . . , bn, and c1, c2, . . . , cn are called the coefficients of the linear
combination.

Crumpet 9: Linear Combinations

Linear combinations appear in many contexts.

• A polynomial in t is a linear combination of the monomials 1, t, t2, t3, . . . , tn.

• A Riemann sum is a linear combination of certain values of a function.

• The solutions of the differential equation y′′ − 4y′ + 3y = 0 are linear combinations of the functions ex and e3x.

• Numerical approximations of derivatives, such as − 3
2h f (x0)+ 2

h f (x0 +h)− 1
2h f (x0 +2h), are linear combinations

of certain values of a function.

• The left-hand side of the equation 3x − 2y = 7 is a linear combination of the variables x and y.

• The expected value of a random variable with finitely many possible values is a linear combination.

Addition and scalar multiplication are defined for objects such as functions, variables, numbers, integrals, vectors,
and matrices. Each of the following is a linear combination.

3 sin(x) − 2 sin(2x) + sin(3x) 7x + 2y −
4
5

z

6
√

2 − 2
√

7
∫ 1

0
f (x)dx +

∫ 2

1
f (x)dx +

∫ 3

2
f (x)dx +

∫ 4

3
f (x)dx

1
√

5
〈−2, 1〉 −

1
√

13
〈3,−2〉 2

[
2 −6
0 3

]
−

1
2

[
2 0
4 −3

]
Can you think of other places where you’ve seen linear combinations?

Sudoku Row Linear Combinations

If you enjoy solving sudoku puzzles, give this one a shot before reading on. Answer on page 32.
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Can the third row of the 2,1-block of the completed sudoku board be written as a linear combination of its first
two rows? Maybe you feel there is a natural way to understand linear combinations of rows of a sudoku puzzle
and maybe not. It is not something done in solving the puzzle. However, if we cast each sudoku row as a 1 × 3
(row) matrix, operate on the row matrices and then cast back to sudoku rows, it would be as if the sudoku rows
themselves were being added. In mathematics, we might say the sudoku rows inherit the operations of addition and
scalar multiplication from the corresponding operations on matrices.

For example,

+

⇓ (casting to matrices)[
1 4 7

]
+

[
2 6 3

]
=

[
3 10 10

]
(casting to sudoku rows) ⇓

Scalar multiplication on sudoku rows is inherited in the same manner. With addition and scalar multiplication inher-
ited, linear combinations are inherited. Back to the question. . .

Can the third row of the 2,1-block of the completed sudoku board (on page 32) be written as a linear combination
of the first two rows? Rephrasing, does the following equation have a solution?

a + b =

Casting the equation in terms of matrices and solving:

a
[

3 7 1
]

+ b
[

9 6 2
]

=
[

8 4 5
][

3a + 9b 7a + 6b a + 2b
]

=
[

8 4 5
]

For these two row matrices to be equal corresponding entries must be equal. That is, the simultaneous equations

3a + 9b = 8
7a + 6b = 4

a + 2b = 5

must all be true. The second and third equations can be solved (as a system) by elimination, for example. The second
equation minus 3 times the third equation yields 4a = −11, so a = −11

4 . Substituting into the third equation yields
−11

4 + 2b = 5 which means b = 31
8 . These values of a and b constitute the only simultaneous solution of the second

and third equations. Substituting into the first equation yields 3
(
−11

4

)
+ 9

(
31
8

)
= 8 which can be confirmed FALSE!

Therefore there is no solution. There is no way to write the third row of the 2,1-block as a linear combination of the
first two rows.

By contrast the third row of the 1,3-block can be written as −1 times the first row plus 2 times the second row.
The third row is the linear combination of the first two rows with coefficients −1 and 2. Can you verify this? The
1,3-block is
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.

Answer on page 32.
Through the process of inheritance the determinant of any 3×3 sudoku block can also be calculated. For example,

the determinant of the 2,1-block is∣∣∣∣∣∣∣∣
3 7 1
9 6 2
8 4 5

∣∣∣∣∣∣∣∣ = 3

∣∣∣∣∣∣ 6 2
4 5

∣∣∣∣∣∣ − 7

∣∣∣∣∣∣ 9 2
8 5

∣∣∣∣∣∣ + 1

∣∣∣∣∣∣ 9 6
8 4

∣∣∣∣∣∣
= 3(6 · 5 − 2 · 4) − 7(9 · 5 − 2 · 8) + 1(9 · 4 − 6 · 8)
= 3(22) − 7(29) + 1(−12)
= 66 − 203 − 12
= −149

What is the determinant of the 1,3-block? Answer on page 32.
So, for the block with determinant −149 there was no way to write the third row as a linear combination of the

first two, and for the block with determinant 0 there was a way to write the third row as a linear combination of the
first two. This bears further investigation, requested in the exercises.

Key Concepts
coefficients The scalar quantities of a linear combination.

cofactor A scalar quantity denoted Ci, j, computed for the matrix A as

Ci, j = (−1)i+ j det A\i, j (1.5.4)

determinant The determinant of an n × n matrix A, denoted det A or |A|, is defined by

det A = A1,1C1,1 + A1,2C1,2 + · · · + A1,nC1,n

for n > 1 and det A = A1,1 for n = 1. The determinant of an m × n matrix is undefined if m , n.

linear combination An expression of the form

c1b1 + c2b2 + · · · + cnbn =

n∑
i=1

cibi

where c1, c2, . . . , cn are scalars and b1, b2, . . . , bn are objects from a set on which addition and scalar multipli-
cation are defined.

square matrix A matrix with the same number or columns as rows. An n × n matrix.

SageMath
If M is a matrix in SageMath, then M.determinant() is its determinant. The following code computes the determi-

nant of A =


−12 49 −45 −10
28 45 −46 23
−15 −28 4 −48
−1 34 −38 −18

, the matrix behind calculation (1.5.2). 27

M = matrix(4,4,[-12,49,-45,-10,28,45,-46,23,-15,-28,4,-48,-1,34,-38,-18])
print(M.determinant())

The output of this code is

-393294

https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDRMdGJ1jU00jGx1NE1MdXRNTTQMbLQAbFMzHSMjIECQCZIBChgAeTpGANZxiCWRawmL1dBUWZeiYavXkpqSWpRbmZeIpCnqQkAQhAXkw==&lang=sage&interacts=eJyLjgUAARUAuQ==
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Exercises
1. Use formula (1.5.4) to write the cofactor as a determi-

nant.

(a) C1,1 of
[
−9 3
0 6

]
(b) C1,2 of

[
9 −6
−11 −9

]
(c) C2,1 of

[
−4 −6
9 −11

]
[S]-284

(d) C2,2 of
[

8 13
6 9

]
[A]-348

(e) C1,3 of

 −2 −1 6
−5 −10 11
−9 8 0

 [S]-284

(f) C2,1 of

 −3 0 1
3 −5 7
4 11 −7

 [A]-348

(g) C2,2 of

 −12 −2 −10
5 0 3
2 −9 −4


(h) C3,2 of

 7 −6 −7
−2 −4 −11
2 0 4


2. Calculate the determinant if possible.

(a) det A where A =
[

30
]

(b) |A| where A =
[
−6

]
(c) det A where A =

[
−45

]
[S]-284

(d) det A where A =
[

44
]

[A]-348

(e) det
(

5 −2
7 2

)
(f)

∣∣∣∣∣∣ −18 19
6 −3

∣∣∣∣∣∣
(g)

∣∣∣∣∣∣ 18 5
14 −16

∣∣∣∣∣∣ [S]-284

(h) det
(
−11 2
−10 −7

)
[A]-348

(i)

∣∣∣∣∣∣∣∣
−5 2 −4
9 0 −2
−6 8 4

∣∣∣∣∣∣∣∣
(j)

∣∣∣∣∣∣∣∣
0 9 7
−1 −6 −2
6 −9 −5

∣∣∣∣∣∣∣∣
(k) det

 −3 −1 −9
1 −4 −8
2 9 6

 [S]-284

(l)

∣∣∣∣∣∣∣∣
3 −6 0
−8 2 −7
5 1 −1

∣∣∣∣∣∣∣∣ [A]-348

(m) det


2 8 −2 0
3 8 1 2
0 0 1 6
2 0 −1 6


(n)

∣∣∣∣∣∣∣∣∣∣∣
4 5 −2 0
2 0 4 7
8 4 5 −2
2 −2 0 0

∣∣∣∣∣∣∣∣∣∣∣
(o) det


5 0 2 8
4 8 6 −2
0 −1 6 0
0 3 −1 3

 [S]-284

3. Formula (1.5.1) reduces the calculation of the determi-
nant of a 4 × 4 matrix into a linear combination of the
determinants of twenty-four 1 × 1 matrices, as in calcu-
lation (1.5.2).

(a) Formula (1.5.1) reduces the calculation of the de-
terminant of a 5 × 5 matrix into a linear combina-
tion of the determinants of how many 1 × 1 matri-
ces?

(b) Formula (1.5.1) reduces the calculation of the de-
terminant of an n× n matrix into a linear combina-
tion of the determinants of how many 1 × 1 matri-
ces?

4. True or false? [A]-348

(a) The determinant of a matrix is a scalar.
(b) The determinant of a matrix is always positive

since it is the absolute value of a number.
(c) The determinant of a 5×6 matrix can be written as

a linear combination of the determinants of thirty
1 × 1 matrices.

(d) If A and B are 1 × 1 matrices, then det A + det B =

det(A + B).
(e) If A and B are 2 × 2 matrices, then det A + det B =

det(A + B).

5. Compare and contrast (i) scalar, (ii) 1×1 matrix, and (iii)
the determinant of a 1 × 1 matrix.

6. Calculate the determinant. HINT: Despite the large sizes
of some of the matrices, this does not require a lot of
work.

(a)

∣∣∣∣∣∣ 7 0
6 −8

∣∣∣∣∣∣
(b)

∣∣∣∣∣∣∣∣
−2 0 0
−7 4 0
2 −9 7

∣∣∣∣∣∣∣∣
(c)

∣∣∣∣∣∣∣∣∣∣∣
−4 0 0 0
−8 −9 0 0
2 7 6 0
−5 −7 3 9

∣∣∣∣∣∣∣∣∣∣∣

(d)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

−1 0 0 0 0 0
−7 −3 0 0 0 0
−6 −4 3 0 0 0
−1 5 1 −2 0 0
4 −5 8 3 4 0
8 9 7 −9 0 9

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
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7. In your own words, draw a conjecture based on the cal-
culations of question 6.

8. 28 Calculate

(a) det A
(b) det B
(c) det(AB)
(d) det(3A)
(e) det(3B)

What do you notice?

The remaining exercises refer to the completed sudoku board of
this section (page 32).

9. 29 The determinants of the 1,3-block
and the 2,1-block are 0 and −149 respectively. Find the
determinants of the remaining 7 blocks.

10. 30 For the 1,3-block, the third row can
be written as a linear combination of the first two (−1
times the first row plus 2 times the second row). For
the 2,1-block, the third row cannot be written as a linear
combination of the first two. For the remaning 7 blocks,
explore whether there is any row that can be written as a
linear combination of the other two. [A]-348

11. Make a conjecture about the connection between deter-
minant and the possibility of writing one of the rows of a
block as a linear combination of the others.

12. 31 Can any of the 9 rows of the sudoku
board be written as a linear combination of the other 8?
Apply your conjecture from question 11 to answer the
question.

Answers
determinant:

det
(

2 4
−1 3

)
= (−1)1+1(2) det(3) + (−1)1+2(4) det(−1)

= 2(3) − 4(−1)
= 10

sudoku:

linear combination:

(−1)
[

1 9 8
]

+ 2
[

4 6 5
]

=
[
−1 + 8 −9 + 12 −8 + 10

]
=

[
7 3 2

]
sudoku determinant: ∣∣∣∣∣∣∣∣

1 9 8
4 6 5
7 3 2

∣∣∣∣∣∣∣∣ = 1

∣∣∣∣∣∣ 6 5
3 2

∣∣∣∣∣∣ − 9

∣∣∣∣∣∣ 4 5
7 2

∣∣∣∣∣∣ + 8

∣∣∣∣∣∣ 4 6
7 3

∣∣∣∣∣∣
= 1(6 · 2 − 5 · 3) − 9(4 · 2 − 5 · 7) + 8(4 · 3 − 6 · 7)
= 1(−3) − 9(−27) + 8(−30)
= −3 + 243 − 240
= 0

https://sagecell.sagemath.org/?z=eJxzVLBVyE0sKcqs0DDWMdaJNtfRNdXRNdLRBfEMQZSRjmGsJi-XE5pCQ6AECFromINUgXSZgtQpKzjn5xaUlqQq1DjW8HKhCDihCzhiiBhjaDJ2qgEA3xApvA==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJylUL0KgzAQ3gXfITgpHKXRGE1Kl05dnDqKg2AHKWqJEfr4vUuqdKhTbznuu-_nuHnppsfCzmxorelfsQIFdQoZCMhBQgEcgRJ7iZ1wjhuJuzBgv4o7mXD0AukkIROSeAuxJ1VIWhNKpFOmcH1NlntS8SEUW07u8kuH0z18TypxRQJKSunkJgmDp-lHG0c3_5zL1JpORxs-Ozg5MT8iXuEDPVofNQZq1azkauNF13Zm3d3ezdCP7WgjqA5fY5zsOGZaArr-5_gGnGB0Sw==&lang=sage&interacts=eJyLjgUAARUAuQ===
https://sagecell.sagemath.org/?z=eJy1kL0OwjAMhHck3qHq0gQMIiWkP4iFvRMjYkgFQ0UhKLTA42MntGKgI1mcnO_8RX5oyyIdQVRGfDy6t0dzboNNcNGNrV4sgwz2MSxBwgoUJCBQSLGmWEkX2FHYG4-CX0e4mHT2BO0UoSEU8SPkUDRDU0dI0U5M6WpHVkNR-TEkPWfl-KnT6T9iKKqwRQEixfTlA27lZqtrw8KdX87WaHvMw173O-PrwD9RL3CBXt0vcgTm2aEzF70v3Jm6bSpz_R5l6seJ1dW9YXpSzK15sgWflp-r4DN_iTkHDSUfYC5zBcj9N_MNOhOJKw==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJwrLk3Jzy5VsFXITSwpyqzQsNSx1Ik20jHWMdEx1THTMdcxBApYAGkLIA0SNwTKmAHleLkUsAFDsDYTsHJzoHKQFpAhIC0QI0xwabUEKoLZYAFUDrLTBEzDbDbDpdUEqsAcbo8p2H4LsDjIPYa4tJoBpUAaQDYZgZwcq8nLVVCUmVeioRQMCRyn_MSiFCsluHgxWFjTWgHC1QQA_fRAgQ==&lang=sage&interacts=eJyLjgUAARUAuQ==
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1.6 Matrix “Division”
Given a message such as “Hello World!”, a system for converting letters and symbols to numbers can be used to turn
the message into a list of numbers. These numbers can be further disguised by multiplying by an encoding matrix,
giving a new list of numbers, an secret message! The following list of numbers was created this way.

-199 -78 14 -273 -145 -13 -572 -294 -49 -245 -127 -7 -150 -84 -1
-389 -174 -10 412 272 103 -142 -59 16 -231 -132 -33

Can you decode it? Learning how to decode a message like this is the topic of this section.
You may have heard the claim “there’s no such thing as subtraction—it’s just adding the opposite” or something

like it. There is a vital concept of linear algebra buried in this addage. The link between addition, opposites, and zero
that makes subtraction optional is a well known property of real numbers. The sum of opposites is zero.

Why zero, and not some other number? Zero is that special number that can be added to any number without
changing its value. There is no other! In symbols, a + 0 = 0 + a = a. This property is so special it has a name. Zero
is the additive identity for real numbers—the word identity to signal this special property and the word additive to
document the operation. The additive inverse, or opposite, of a real number is defined by the fact that adding the
two yields the additive identity. Two numbers are additive inverses (opposites) if and only if their sum is the additive
identity (zero).

Likewise, one is that special number that can be multiplied by any number without changing its value. Conse-
quently, one is the multiplicative identity for real numbers. In symbols, a · 1 = 1 · a = a. The multiplicative inverse
(reciprocal) of a real number is defined by the fact that multiplying the two yields the multiplicative identity. Two
numbers are multiplicative inverses (reciprocals) if and only if their product is the multiplicative identity (one).

The link between multiplication, reciprocals, and one is analogous to the link between addition, opposites, and
zero. For any real numbers a and b,

a and b are reciprocals if and only if a · b = b · a = 1
and

a and b are opposites if and only if a + b = b + a = 0.

The same relationship holds among addition, opposites, and zero as holds among multiplication, reciprocals, and one.
Addition and multiplication are operations, opposites and reciprocals are inverses, and zero and one are identities.

There is an important analogy for matrices. To see it, compute the following products.

[
1 0
0 1

] [
3
−8

] [
3 4 −1

17 −21 55

]  1 0 0
0 1 0
0 0 1


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1



√

5 −π 18 2
3

17
8 34 5√19 ln 9
π
4 0.34 e7 sin(1)

222
tan−1(1) 12 101000


Answers on page 39. Hopefully these exercises have led you to the conclusion that multiplying by matrices such as

[
1 0
0 1

]  1 0 0
0 1 0
0 0 1




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


leaves the multiplicand (the matrix being multiplied by it) unchanged. Multiplying a matrix by matrices such as
these does not change the value of the matrix, the exact same property that made 1 the multiplicative identity and 0
the additive identity for real numbers. By extension, that makes these matrices identity matrices. They can each be
multiplied with any other matrix (as long as the product is defined) without changing the other’s value.

The n × n identity matrix is denoted In×n or just I when the size of the matrix is known or unimportant. Identity
matrices have ones on the main diagonal, the diagonal running from the 1,1-entry through the n,n-entry, and zeros
elsewhere. In symbols, I1,1 = I2,2 = · · · = In,n = 1 and I j,k = 0 whenever j , k. For any matrix M, M · I = I · M = M.



34 CHAPTER 1. MATRIX CALCULATIONS

With an identity, or really set of identities, for multiplication, we are only one element shy of the operation,
inverse, identity triumvirate for matrices—the inverse. Compute the following products.

[
7 4
5 3

] [
3 −4
−5 7

]  −4 5 3
8 −1 −2
−3 1 1


 1 −2 −7
−2 5 16
5 −11 −36


1 0 −3 −2
1 1 −6 −3
−2 −3 10 5
0 0 3 1




4 −9 −3 −4
−1 1 0 1
−1 3 1 2
3 −9 −3 −5


Answers on page 40. These exercises demonstrate that there are pairs of matrices A and B such that AB = I. But what
about BA? In our formulations for real number inverses we had a+b = b+a = 0 and a·b = b·a = 1. Unfortunately we
observed in section 1.3 that matrix multiplication is not commutative. We cannot immediately conclude that BA = I
just because AB = I. Will we get lucky, though?

Compute the following products (the same as above only in the opposite order).

[
3 −4
−5 7

] [
7 4
5 3

]  1 −2 −7
−2 5 16
5 −11 −36


 −4 5 3

8 −1 −2
−3 1 1


4 −9 −3 −4
−1 1 0 1
−1 3 1 2
3 −9 −3 −5




1 0 −3 −2
1 1 −6 −3
−2 −3 10 5
0 0 3 1


As you were hopefully able to verify, all of these products are identity matrices too! It seems that multiplicative
inverse pairs commute. That is, if AB = I, then BA = I. We finally have evidence that a matrix analogy for linking
multiplication, inverses, and identity matrices exists.

For any matrices A and B,

A and B are inverses if and only if A · B = B · A = I. (1.6.1)

Crumpet 10: Inverses of non-square matrices?

Suppose A is an m × n matrix and there are matrices L and R such that LA = I and AR = I. By theorems 5 and 6
A must have a pivot position in every row and every column (see section 2.2 for a definition of pivot position). The
only way that can happen is if A is square. Hence a matrix with left and right inverses must be square.

This is enough that we could define
I
A

as the multiplicative inverse (or reciprocal) of A and have the understanding

that A ÷ B means A ·
I
B

much like we have for real numbers, but by convention we do not! For one thing, we would

need a second division symbol to mean
I
B
· A since matrix multiplication is not commutative. In general,

I
B
· A and

A ·
I
B

could be unequal. Instead, we stick with the addage that “there’s no such thing as matrix division—it’s just

multiplying by the inverse”. The notation we use for the inverse of A is A−1, borrowing from the algebra of real
numbers but not using division bars or division symbols.
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A Formula for the Inverse (proven in section 3.7)
For any matrix A, if A is invertible then

A−1 =
1

det A


C1,1 C2,1 · · · Cm,1
C1,2 C2,2 · · · Cm,2
...

...
. . .

...
C1,n C2,n · · · Cm,n

 (1.6.2)

where the Ci, j are the cofactors of A. This implies that when A−1 exists

1. A must be square since det A and the Ci, j are undefined if A is not square, and

2. det A must be nonzero since division by 0 is undefined.

When A−1 is defined, we say that A is invertible. The matrix
C1,1 C2,1 · · · Cn,1
C1,2 C2,2 · · · Cn,2
...

...
. . .

...
C1,n C2,n · · · Cn,n


is called the adjugate of A, adjA. With this definition, the formula for the inverse can be summarized as

A−1 =
1

det A
adjA.

One Property of the Inverse
Multiplication by a matrix’s inverse “undoes” multiplication by the matrix just as dividing by a number undoes
multiplication by that same number. In symbols, if A and B are matrices and B is invertible (has an inverse)

(AB)B−1 = A (1.6.3)

much like (a · b) ÷ b = a for real numbers. If we used division in linear algebra, the equation (AB)B−1 = A might
be written (A · B) ÷ B = A, making the comparison clearer. The only potential harm in thinking with division is that
(BA)B−1 is generally not A, so (B · A) ÷ B , A for matrices even though (b · a) ÷ b = a for real numbers. Since
multiplication of matrices is not commutative, right-multiplication by B−1 does not undo left-multiplication by B.
Using the notation B−1 and paying close attention to right-multiplication versus left-multiplication will help keep this
straight.

To illustrate, let A =

[
1 2
3 4

]
and B =

[
3 −4
−5 7

]
, making

AB =

[
−7 10
−11 16

]
.

Can you verify this? As seen earlier, B−1 =

[
7 4
5 3

]
. Compute (AB)B−1 to see that it equals A, and compute B−1(AB)

to see that it does not equal A. Answer on page 40.

Inverses and Cryptography
The ability to undo multiplication by an invertible matrix makes it possible to use matrices and their inverses for
encrypting and decrypting messages. Decoding messages like the one opening this section amounts to regrouping
the code into column vectors and multiplying by the decoding matrix—the inverse of the coding matrix. As long
as the parties on either end of the message transmission have one matrix of some pair of inverse matrices, they can
each encode with their matrix, send their message securely, and decode received messages. Without knowledge of
the coding or decoding matrix, an intercepted message would be very difficult to decode!
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Table 1.2: ASCII (American Standard Code for Information Interchange) characters

Dec Hex Char Dec Hex Char Dec Hex Char Dec Hex Char

0 0 NUL (null character) 32 20 (space) 64 40 @ 96 60 `
1 1 SOH (start of heading) 33 21 ! 65 41 A 97 61 a
2 2 STX (start of text) 34 22 “ 66 42 B 98 62 b
3 3 ETX (end of text) 35 23 # 67 43 C 99 63 c
4 4 EOT (end of transmission) 36 24 $ 68 44 D 100 64 d
5 5 ENQ (enquiry) 37 25 % 69 45 E 101 65 e
6 6 ACK (acknowledge) 38 26 & 70 46 F 102 66 f
7 7 BEL (bell) 39 27 ' 71 47 G 103 67 g
8 8 BS (backspace) 40 28 ( 72 48 H 104 68 h
9 9 HT (horizontal tab) 41 29 ) 73 49 I 105 69 i
10 A LF (line feed) 42 2A * 74 4A J 106 6A j
11 B VT (vertical tab) 43 2B + 75 4B K 107 6B k
12 C FF (form feed) 44 2C , 76 4C L 108 6C l
13 D CR (carriage return) 45 2D - 77 4D M 109 6D m
14 E SO (shift out) 46 2E . 78 4E N 110 6E n
15 F SI (shift in) 47 2F / 79 4F O 111 6F o
16 10 DLE (data link escape) 48 30 0 80 50 P 112 70 p
17 11 DC1 (device control 1) 49 31 1 81 51 Q 113 71 q
18 12 DC2 (device control 2) 50 32 2 82 52 R 114 72 r
19 13 DC3 (device control 3) 51 33 3 83 53 S 115 73 s
20 14 DC4 (device control 4) 52 34 4 84 54 T 116 74 t
21 15 NAK (negative acknowledge) 53 35 5 85 55 U 117 75 u
22 16 SYN (synchronous idle) 54 36 6 86 56 V 118 76 v
23 17 ETB (end of transmission block) 55 37 7 87 57 W 119 77 w
24 18 CAN (cancel) 56 38 8 88 58 X 120 78 x
25 19 EM (end of medium) 57 39 9 89 59 Y 121 79 y
26 1A SUB (substitute) 58 3A : 90 5A Z 122 7A z
27 1B ESC (escape) 59 3B ; 91 5B [ 123 7B {
28 1C FS (file separator) 60 3C < 92 5C \ 124 7C |
29 1D GS (group separator) 61 3D = 93 5D ] 125 7D }
30 1E RS (record separator) 62 3E > 94 5E ^ 126 7E ~
31 1F US (unit separator) 63 3F ? 95 5F _ 127 7F (delete)
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All we need now is a method for converting letters and symbols to numbers and numbers back to letters and
symbols. While a basic conversion from letters to numbers would have each letter of the alphabet assigned a number
from 1-26 or 0-25, this would leave punctuation, symbols like spaces and hashtags, capitalization, and numbers out.
Since the early 1960’s the American National Standards Institute has maintained a coding system for the electronic
transmission of documents in English called ASCII (pronounced ass-kee) or US-ASCII. Part of that system, largely
developed by Bob Bemer [18], is a numeric representation of all the symbols you are likely to find on an English
language keyboard. See Table 36. For example, the capital letter “A” has numeric code 65, the lower case letter “a”
has numeric code 97, and the space has numeric code 32.

Using the coding matrix

 −7 3 2
−4 1 2
−1 0 1

, the message “Hello World!” would be encrypted as follows.

1. “Hello World!” is converted to the numeric sequence 72 101 108 108 111 32 87 111 114 108 100 33 using
ASCII.

2. Since we are using a 3×3 coding matrix, the numeric sequence is grouped three at a time into the 3-row matrix 72 108 87 108
101 111 111 100
108 32 114 33


If the message did not have a multiple of three characters, 0’s (null characters) could be added to the end.

3. The message matrix is multiplied by the coding matrix. −7 3 2
−4 1 2
−1 0 1


 72 108 87 108

101 111 111 100
108 32 114 33

 =

 15 −359 −48 −390
29 −257 −9 −266
36 −76 27 −75


This is a good place to use a calculator or SageMath! 32

4. The coded message is extracted from the product:

15 29 36 -359 -257 -76 -48 -9 27 -390 -266 -75

The message at the beginning of this section was encoded with the same matrix. Can you decode it (using a calculator
or SageMath to assist)? Answer on page 40.

Crumpet 11: Lester S. Hill

The first documented multiple-letter cipher is attributed to Lester S. Hill. His Mathematical Monthly article of 1929
[12] outlines a procedure very similar to the one presented here except modular arithmetic is used to make sure all
numbers in the encoded message are valid character codes. Thus the encoded message is transmitted as a sequence of
letters and symbols, not numbers. His work far predates electronic computing devices so, to be practical, he needed
a way to limit the difficulty of doing the computations, a second impetus for using modular arithmetic.

Key Concepts
A−1 The inverse of A. Can be computed via (1.6.2).

adjugate For a square matrix, the transpose of its matrix of cofactors.

identity matrix A matrix with ones on the main diagonal and zeros elsewhere.

https://sagecell.sagemath.org/?z=eJxzVrBVyE0sKcqs0DDWMdaJ1jUHkkY6uiY6hiDKUMdAxzBWk5fLF1mdiU60uZGOoYGFjoU5mDI0MNQxNIRiAwOwmDFQhaGJjrExSHtBUWZeiYazpjWEARfxxRBx1vLVBAA6ViSz&lang=sage&interacts=eJyLjgUAARUAuQ==
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matrix inverse Matrices A and B are inverses of one another if and only if AB = BA = I.

invertible (matrix) A matrix whose inverse is defined.

main diagonal The i,i-entries of a matrix.

SageMath
If M is a matrix in SageMath, then M.inverse() is its inverse. The following code computes the inverses of A =

4 −9 −3 −4
−1 1 0 1
−1 3 1 2
3 −9 −3 −5

 and B =


√

5 −π 18
17
8 34 5√19
π
4 0.34 e7

.
A = matrix(4,4,[4,-9,-3,-4,-1,1,0,1,-1,3,1,2,3,-9,-3,-5])
print(A.inverse()); print()
B=matrix(3,3,[sqrt(5),-pi,18,17/8,34,19^(1/5),pi/4,0.34,e^7])
print(B.inverse())

33 The output for A−1 is

[ 1 0 -3 -2]
[ 1 1 -6 -3]
[-2 -3 10 5]
[ 0 0 3 1]

but the output for B−1 is far too long to fit on the page. Just the 1,1-entry is 1/5(
√

5π −
√

5(
√

5π2 + 6.8)/(
√

5π +

80))(
√

5π(153
√

5 − 20 · 191/5))/(
√

5π + 80) − 153
√

5)/(153
√

5π − (
√

5π2 + 6.8)(153
√

5 − 20 · 191/5)/(
√

5π + 80) −
170e7) + 1/5

√
5 − π/(

√
5π + 80).

Exercises
1. Compute the inverse if possible.

(a)
[
−3

]
(b)

[
0

]
(c)

[
2
√

3

]
[S]-285

(d)
[

4π
]

[A]-348

(e)
[

3 −2
11 −7

]
(f)

[ √
12 3
2

√
3

]
(g)

[
5

√
18

√
8 3

]
[A]-348

(h)
[

5 −3
−5 4

]
[S]-285

(i)
[

2 −3
√

7
12

√
28 5

]
[S]-285

(j)

 3 4
−7 8
−1 9


(k)

 2 0 −2
0 2 0
7 8 1



(l)

 0 −3 2
5 1 2
5 −8 8


(m)

 6 3 0
−1 −1 6
0 0 7

 [S]-285

(n)

 3 −2 −6
−1 1 3
−4 3 10

 [A]-348

(o)

 9 −7 −2 −11
0 12 2 −12
−1 −9 6 10


(p)


−4 −9 0
1 −8 −1
−10 11 9
−3 8 10

 [A]-348

(q)


2 1 −6 2
1 1 −3 0
−4 −1 13 −7
3 0 −11 9

 [A]-348

(r)


2 0 0 −1
0 1 −2 3
1 0 2 0
3 1 7 0



https://sagecell.sagemath.org/?z=eJxNjEEKgzAQRfeF3iHLCfwYp4moiAu9hlToIossKmkMpcfvgEK7mJnP-8yb1Kiej5Ljhzw8Fg_TwzgYCQxGLSPBybnJPsvmrq-XlONWaKri9g55D6T1oA4m5TyeVidfy_7KhRoNkyK4A7e2g_PgfiW2wlO0HnUlKKztzz3_ub_6ECu3&lang=sage&interacts=eJyLjgUAARUAuQ==
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(s)


4 7 0 8
0 8 0 −1
0 2 1 −1
0 0 2 −2


2. Compare and contrast the inverse of a 1 × 1 matrix with

the multiplicative inverse of a real number.

3. True or false? If all the entries in a square matrix M are
integers and det M = 1, then all the entries in M−1 are
integers.

4. Explain how the determinant can help determine whether
a matrix has an inverse.

5. Suppose B is an invertible 3 × 3 matrix and 1.4 −70
−29 95
−12 −43

 · B =

 80 4.9
−62 −52
−32 52

 .

Find

 80 4.9
−62 −52
−32 52

 · B−1. [S]-286

6. Which matrix is the inverse of
0 0 4 0 −1
−2 4 4 −1 1
−4 7 10 −2 2
−1 2 0 0 1
0 0 1 0 0

?
(a) 

−1 4 −2 −1 8
0 2 −1 0 2
0 0 0 0 1
1 −1 0 2 0
−1 0 0 0 4


(b) 

−1 4 −2 −1
0 2 −1 0
0 0 2 0
1 −1 0 2
−1 0 0 4


(c) 

4 −1 −2 −1 8
2 0 −1 0 2
0 0 0 0 1
1 −1 0 2 0
−1 0 4 0 0



(d) 
0 −2 −4 −1 0
0 4 7 2 0
4 4 10 0 1
0 −1 −2 0 0
−1 1 2 1 0


7. Find x and y so that A and B are inverses.

A =

 1 1 −5
−3 1 4
2 −3 4

 B =

 16 11 9
20 14 y
x 5 4


HINT: You do not need to calculate A−1. Use the fact
that whenever A and B are inverses, AB = BA = I.

For the remaining exercises, let A =

 7 −5 −2
−3 3 1
−3 2 1

 and

B =

 1 2 2
2 8 7
−3 −5 −5

.
8. 34 Compute

(a) A−1(AB)

(b) (AB)A−1

(c) B−1(BA)

(d) (BA)B−1

Did you get what you expected?

9. 35 Compute

(a) (AB)−1

(b) A−1B−1

(c) B−1A−1

What do you notice? [S]-286

10. Decode the message -589 861 339 -
602 958 317 -244 224 180 -546 768 325 33 -99 0. It was
encoded using  1 −4 −2

−3 7 3
0 2 1

 .
[S]-287

Answers

matrix products part 1: [
1 0
0 1

] [
3
−8

]
=

[
3
−8

]

[
3 4 −1

17 −21 55

]  1 0 0
0 1 0
0 0 1

 =

[
3 4 −1

17 −21 55

]

https://sagecell.sagemath.org/?z=eJxzVLBVyE0sKcqs0DDWMdaJNtfRNdXRNdLRBfEMQZSRjmGsJi-XE5pCQ6AECFromINUgXSZgtQpKzjn5xaUlqQqOMbpGmo4OgHFkEVBIiAZVFEnkFonR3S1QBGQDAB05SbN&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxzVLBVyE0sKcqs0DDWMdaJNtfRNdXRNdLRBfEMQZSRjmGsJi-XE5pCQ6AECFromINUgXSZgtQpKzjn5xaUlqQqaDg6acbpGvJyIQs6AkUUnDCEQSJgOQB-7SHf&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/
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
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1



√

5 −π 18 2
3

17
8 34 5√19 ln 9
π
4 0.34 e7 sin(1)

222
tan−1(1) 12 101000

 =


√

5 −π 18 2
3

17
8 34 5√19 ln 9
π
4 0.34 e7 sin(1)

222
tan−1(1) 12 101000


matrix products part 2: [

7 4
5 3

] [
3 −4
−5 7

]
=

[
1 0
0 1

]
 −4 5 3

8 −1 −2
−3 1 1


 1 −2 −7
−2 5 16
5 −11 −36

 =

 1 0 0
0 1 0
0 0 1


1 0 −3 −2
1 1 −6 −3
−2 −3 10 5
0 0 3 1




4 −9 −3 −4
−1 1 0 1
−1 3 1 2
3 −9 −3 −5

 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


inverse undoes multiplication:

(i)

(AB)B−1 =

[
−7 10
−11 16

] [
7 4
5 3

]
=

[
1 2
3 4

]
= A

((AB)B−1)1,1 = (−7)(7) + (10)(5) = −49 + 50 = 1

((AB)B−1)1,2 = (−7)(4) + (10)(3) = −28 + 30 = 2

((AB)B−1)2,1 = (−11)(7) + (16)(5) = −77 + 80 = 3

((AB)B−1)2,2 = (−11)(4) + (16)(3) = −44 + 48 = 4

(ii)

B−1(AB) =

[
7 4
5 3

] [
−7 10
−11 16

]
=

[
−93 134
−68 98

]
, A

(B−1(AB))1,1 = (7)(−7) + (4)(−11) = −49 − 44 = −93

(B−1(AB))1,2 = (7)(10) + (4)(16) = 70 + 64 = 134

(B−1(AB))2,1 = (5)(−7) + (3)(−11) = −35 − 33 = −68

(B−1(AB))2,2 = (5)(10) + (3)(16) = 50 + 48 = 98

decoding: The coding matrix C =

 −7 3 2
−4 1 2
−1 0 1

 has determinant one:

det C = −7

∣∣∣∣∣∣ 1 2
0 1

∣∣∣∣∣∣ − 3

∣∣∣∣∣∣ −4 2
−1 1

∣∣∣∣∣∣ + 2

∣∣∣∣∣∣ −4 1
−1 0

∣∣∣∣∣∣
= −7(1) − 3(−4 + 2) + 2(0 + 1)
= −7 + 6 + 2
= 1

The following are cofactors, not entries:

C1,1 =

∣∣∣∣∣∣ 1 2
0 1

∣∣∣∣∣∣ = 1 C1,2 = −1

∣∣∣∣∣∣ −4 2
−1 1

∣∣∣∣∣∣ = 2 C1,3 =

∣∣∣∣∣∣ −4 1
−1 0

∣∣∣∣∣∣ = 1

C2,1 = −1

∣∣∣∣∣∣ 3 2
0 1

∣∣∣∣∣∣ = −3 C2,2 =

∣∣∣∣∣∣ −7 2
−1 1

∣∣∣∣∣∣ = −5 C2,3 = −1

∣∣∣∣∣∣ −7 3
−1 0

∣∣∣∣∣∣ = −3

C3,1 =

∣∣∣∣∣∣ 3 2
1 2

∣∣∣∣∣∣ = 4 C3,2 = −1

∣∣∣∣∣∣ −7 2
−4 2

∣∣∣∣∣∣ = 6 C3,3 =

∣∣∣∣∣∣ −7 3
−4 1

∣∣∣∣∣∣ = 5
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so

C−1 =
1
1

adjC =

 1 −3 4
2 −5 6
1 −3 5

 .
Decoding is therefore done by multiplying 1 −3 4

2 −5 6
1 −3 5


 −199 −273 −572 −245 −150 −389 412 −142 −231
−78 −145 −294 −127 −84 −174 272 −59 −132
14 −13 −49 −7 −1 −10 103 16 −33


=

 91 110 114 108 98 93 8 99 33
76 101 32 103 114 32 82 107 0

105 97 65 101 97 83 111 115 0


36 and the numeric message is 91 76 105 110 101 97 114 32 65 108 103 101 98 114 97 93 32

83 8 82 111 99 107 115 33 0 0. The last step is to look these numbers up in the ASCII table.

https://sagecell.sagemath.org/?z=eJxtjrEOwjAMRPdK_YeOLTpLdZw0iRBb135BxcDYAYSqDv18LiAhBGS6nN_5PDan5nrZ1mVvDYZZIQYPBwkY8PyFc1dX0yeXMYvmDHHRCEbSzgeIhp6BlOGVlvrim6Kumq8nMZU5Iy57KhchqYjI6rIucLma-xPVgrHVk2CKF2oP7Q06sNvKrfd1uW3t2B1f4u1MP854mLoHy4Y21g==&lang=sage&interacts=eJyLjgUAARUAuQ==
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1.7 Eigenpairs

Let A =

[
−2 4
1 1

]
, and compute each product before reading on.

A
[

4
−1

]
A

[
− 8

3
2
3

]
A

[
1
1

]
A

[
− 1

2
− 1

2

]

You should find that A
[

4
−1

]
=

[
−12

3

]
, A

[
− 8

3
2
3

]
=

[
8
−2

]
, A

[
1
1

]
=

[
2
2

]
, and A

[
− 1

2
− 1

2

]
=

[
−1
−1

]
. Put another

way,

A
[

4
−1

]
= −3

[
4
−1

]
A

[
− 8

3
2
3

]
= −3

[
− 8

3
2
3

]
A

[
1
1

]
= 2

[
1
1

]
A

[
− 1

2
− 1

2

]
= 2

[
− 1

2
− 1

2

]
Put yet another way,

Av1 = −3v1 A
(
−

2
3

v1

)
= −3

(
−

2
3

v1

)
Av2 = 2v2 A

(
−

1
2

v2

)
= 2

(
−

1
2

v2

)
where v1 =

[
4
−1

]
and v2 =

[
1
1

]
, making the relationship between the matrix A and the vectors more apparent. The

product of A with each of these vectors gives a scalar multiple of the vector. That’s unusual, and a quick experiment
will illustrate. Try this:

1. Write down a 2 × 2 matrix M with four random nonzero entries (from −10 to 10, say).

2. Write down a 2 × 1 vector u with two random nonzero entries.

3. Compute Mu.

You will almost certainly find that Mu is not a multiple of u. Using the example matrix A from above as a random

matrix M and the vector
[
−1
2

]
as a random vector u,

A
[
−1
2

]
=

[
−2 4
1 1

] [
−1
2

]
=

[
10
1

]
.

There is no number λ such that A
[
−1
2

]
= λ

[
−1
2

]
demonstrating that Mu is no scalar multiple of u. Multiplying a

vector by A does not always produce a multiple of the vector.

Letting B =

[
3 0
−1 −2

]
, Bv1 =

[
3 0
−1 −2

] [
−1
2

]
=

[
−3
−3

]
but

[
−3
−3

]
, λ

[
−1
2

]
for any value of λ. So v1

is not some magical vector such that multiplying it by any matrix gives a multiple. That kind of vector does not exist.
From the evidence A is not special on its own, nor are v1 or v2 special on their own. A and v1 are only special

together just as A and v2 are only special together. To indicate the special relationship between A and v1 (Av1 = λv1
for some λ), we call v1 an eigenvector of A. Similarly, v2 is an eigenvector of A. But that doesn’t tell the whole
story. Av1 = λv1 and Av2 = λv2 for different values of λ. The value −3 is associated with the eigenvector v1 and
the value 2 is associated with the eigenvector v2. To mark this relationship, we call −3 an eigenvalue of A associated

with eigenvector
[
−1
2

]
and we call 2 an eigenvalue of A associated with the eigenvector

[
1
1

]
. Any eigenvalue

together with an associated eigenvector is called an eigenpair. For each eigenvector there is an eigenvalue, and for
each eigenvalue there is an eigenvector (or is there?).



1.7. EIGENPAIRS 43

It is true, for any matrix A and any scalar λ, that A0 = λ0 where 0 is the proper size vector with a zero for each
entry, a so-called zero vector. Given the truth of this statement for all matrices, it does not tell us anything useful
about a matrix. Moreover, if we allow 0 to be an eigenvector, the eigenvalue associated with 0 would be ill-defined.
It could be any number! Therefore we disallow 0 from the definition of eigenvector. With this restriction, every
eigenvector has a unique associated eigenvalue.

Given an eigenvector v of a matrix M, it is easy to calculate the associated eigenvalue. Given an eigenvalue of a
matrix, finding an associated eigenvector takes some work. Suppose λ is an eigenvalue of the matrix M. By definition,
the associated eigenvector v satisfies Mv = λv. Equivalently,

(M − λI)v = 0. (1.7.1)

We will see why these equations are equivalent later on. The equivalent form (1.7.1) gives us a way to find eigen-
vectors. Each side of the equation expresses a vector, and for two vectors to be equal, their corresponding entries
must be equal. For a vector v with n entries, this observation yields n linear equations in the n unknown entries of
v. Recalling how to solve linear systems of equations gives a solution for v. To illustrate, we find an eigenvector of −31 14 10
−76 35 26
18 −9 −8

 associated with the eigenvalue −2. Starting with (1.7.1), we have


 −31 14 10
−76 35 26
18 −9 −8

 −
 −2 0 0

0 −2 0
0 0 −2


 v =

 0
0
0


or  −29 14 10

−76 37 26
18 −9 −6


 v1

v2
v3

 =

 0
0
0

 .
Multiplying yields  −29v1 + 14v2 + 10v3

−76v1 + 37v2 + 26v3
18v1 − 9v2 − 6v3

 =

 0
0
0


so we must have

−29v1 + 14v2 + 10v3 = 0
−76v1 + 37v2 + 26v3 = 0
18v1 − 9v2 − 6v3 = 0

(1.7.2)

Can you find a single set of values for the variables v1, v2, v3 that solves all three equations? Answer on page 46. One
solution is v1 = v2 = 2 and v3 = 3. We can verify that

v =

 v1
v2
v3

 =

 2
2
3

 is indeed an eigenvector

by multiplying:  −31 14 10
−76 35 26
18 −9 −8


 2

2
3

 =

 −4
−4
−6

 = −2

 2
2
3

 .
Note that if v is an eigenvector of A associated with value λ, so is cv. Therefore, solving for an eigenvector will
always yield an infinite number of solutions. There is no unique eigenvector associated with a given eigenvalue. We
will prove these facts later.

Now we can find an eigenvector of a matrix M given an eigenvalue, and we can find an eigenvalue of a matrix
M given an eigenvector, but what if we have neither an eigenvalue nor eigenvector of M? Returning to (1.7.1), we
know (M − λI)v = 0. Certainly if v = 0, the equation is true. But we have decided that 0 is excluded from being
an eigenvector, so we seek solutions where v , 0. Suppose det(M − λI) , 0, meaning (M − λI) is invertible. Then
left-multiplying both sides of (1.7.1) yields

(M − λI)−1 ((M − λI)v) = (M − λI)−10 = 0.
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But multiplication by a matrix’s inverse undoes multiplication by that matrix, so (M − λI)−1 ((M − λI)v) = v. Now
we have that (M − λI)−1 ((M − λI)v) = 0 and (M − λI)−1 ((M − λI)v) = v, so we conclude v = 0, which is disallowed
as an eigenvector. No solutions come from letting det(M − λI) , 0, so it must be that det(M − λI) = 0. Since the
determinant of a matrix is a scalar, this equation is a scalar equation (like those you have seen in algebra) in the single
variable λ. Solving that equation for λ gives eigenvalues and knowing eigenvalues gives eigenvectors.

Since
det(M − λI) = 0 (1.7.3)

is the linchpin in finding eigenvalues and eigenvectors of a matrix, it has a name—the characteristic equation (of
M). The expression det(M − λI) is an nth degree polynomial in λ and is called the characteristic polynomial (of M).
Perhaps solving equations of the form polynomial = 0 reminds you of factoring. If you know that (x − 2)(x + 5) = 0,
for example, then you know that either x − 2 = 0 or x + 5 = 0 giving two solutions, x = 2 and x = −5. The equation
det(M − λI) = 0 takes exactly this form and, when contrived as such, will be factorable.

Exercise 18 of section 3.7 requests an argument that det(M − λI) = 0 if and only if λ is an eigenvalue of M.

Key Concepts
characteristic equation det(M − λI) = 0 for any matrix M.

characteristic polynomial det(M − λI) for any matrix M.

eigenpair An eigenvalue together with an associated eigenvector. (λ, v) is an eigenpair for matrix M if Mv = λv.

eigenvalue A value λ is an eigenvalue of the matrix M if there is a nonzero vector v such that Mv = λv.

eigenvector A nonzero vector v is an eigenvector of a matrix M if there is a value λ such that Mv = λv.

zero vector Any vector with a zero for each entry.

SageMath
If M is a matrix in SageMath, then M.eigenvectors_right() lists its eigenvalues and eigenvectors, M.eigenvalues()
lists only its eigenvalues, and M.charpoly() gives its characteristic polynomial. The following code computes the
eigenvalues, eigenvectors, and characteristic polynomial of

A =


−112 −21 −15 −372
−84 −13 −19 −292
−36 −13 −3 −116
36 7 5 120

 .
M = matrix(4,4,[-112,-21,-15,-372,-84,-13,-19,-292,

-36,-13,-3,-116,36,7,5,120])
print(M); print()
print(M.eigenvalues()); print()
print(M.eigenvectors_right()); print()
print(M.charpoly())

37 The output of the code is

[-112 -21 -15 -372]
[ -84 -13 -19 -292]
[ -36 -13 -3 -116]
[ 36 7 5 120]

[-4, -12, 4, 4]

[(-4, [

https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDRMdGJ1jU0NNLRNTLU0TU01dE1NgdyLEyAHGMgtgRKWBrp8HIpoAFdYzOIEpAqQzMdINdcx1TH0MggVpOXq6AoM69Ew1fTWgHCQgjppWamp-aVJeaUphZraOJWkJpckl9UHF-UmZ5Rgl1dckZiUUF-TiVQFgBKMjfV&lang=sage&interacts=eJyLjgUAARUAuQ==


1.7. EIGENPAIRS 45

(1, -3, -3, 0)
], 1), (-12, [
(1, 2/3, 2/3, -1/3)
], 1), (4, [
(1, -1/3, 1, -1/3)
], 2)]

x^4 + 8*x^3 - 64*x^2 - 128*x + 768

Since the characteristic polynomial of an n × n matrix has degree n it has n eigenvalues counting multiplicities and
complex eigenvalues. The output of the eigenvalues() method above shows that 4 has multiplicity 2. It is listed
twice in the list of eigenvalues ([-4, -12, 4, 4]). The eigenvectors_right() gives the same information
and more. It prints out each eigenvalue, all associated eigenvectors, and finally the multiplicity of the eigenvalue.
In the output above, the eigenvectors_right() method shows the multiplicity of the eigenvalue 4 by listing the
eigenvalue 4 followed by its associated eigenvector 〈1,−1/3, 1,−1/3〉 and finally its multiplicity 2 (the last 3 lines of
output before the characteristic polynomial):

], 1), (4, [
(1, -1/3, 1, -1/3)
], 2)]

Exercises
1. Use the fact that v is an eigenvector of A to find an eigen-

value of A.

(a) A =

[
8 6
−9 −7

]
; v =

[
−2
3

]
(b) A =

[
−5 −4
2 1

]
; v =

[
−2
1

]
[A]-348

(c) A =

 −4 1 1
2 0 −2
−4 −1 1

; v =

 0
1
−1

 [S]-287

(d) A =

 24 −8 10
0 6 0
−45 18 −21

; v =

 2
0
−3


(e) A =


−28 0 48 −48
80 6 −186 182
−4 −1 −3 9
4 −1 −15 21

;

v =


2
3
2
1


(f) A =


−24 −8 11 27
216 52 −130 −258
−52 −8 29 57
52 8 −33 −61

;

v =


−1
2
1
−1

 [A]-348

2. Find the characteristic polynomial.

(a)
[

7 −10
−11 5

]

(b)
[
−2 −4
7 12

]
(c)

[
−12 12

9 −9

]
[A]-348

(d)
[
−8 −3
3 −2

]
[S]-287

(e)

 1 0 2
4 5 1
−6 −6 −4

 [A]-348

(f)

 −12 9 6
−15 12 6
−5 3 5


(g)

 9 −15 4
39 −33 28
33 −15 28


3. Find the eigenvalues. They may be complex.

(a)
[

3 −5
2 −4

]
(b)

[
8 −10
5 −7

]
[A]-348

(c)
[
−9 4
−36 15

]
(d)

[
−7 25
−1 3

]
[S]-288

(e)
[

2 −1
−4 2

]
(f)

[
9 6
−15 −10

]
[A]-348

(g)
[

5 −2
6 3

]
(h)

[
−2 2
−1 −2

]
[A]-348
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(i)

 −1 10 6
2 3 2
−2 −2 −1


(j)

 2 −3 −2
12 −17 −12
−15 21 15

 [A]-348

(k)

 −3 0 0
4 13 −12
4 16 −15

 [S]-288

(l)


−4 3 3 0
−16 1 −13 −24
−4 2 4 0
6 −3 −3 2


4. Find an eigenvector associated with the given eigenvalue.

(a) A =

[
3 −10
8 −15

]
; λ = −5

(b) A =

[
−6 20
−1 3

]
; λ = −2 [A]-348

(c) A =

[
−4 2
−16 8

]
; λ = 0 [S]-288

(d) A =

[
1 6
3 −5

]
; λ = −2 + 3

√
3

(e) A =

[
2 4
−3 −4

]
; λ = −1 − i

√
3 [A]-348

(f) A =

 −5 6 −12
7 −8 16
5 −6 12

; λ = −2

(g) A =

 9 1 −5
33 17 −25
36 12 −24

; λ = 6

(h) A =

 −18 6 6
−19 5 9
−11 5 1

; λ = 0 [A]-348

5. Describe a connection between eigenvalues and determi-
nants.

6. True or false? [A]-348

(a) The only eigenvector corresponding to a zero
eigenvalue is the zero vector.

(b) An eigenvalue may be any complex number except
zero.

(c) An eigenvector cannot be the zero vector.

(d) All 2 × 2 matrices have two different eigenvalues.

(e) Each eigenvalue has exactly one corresponding
eigenvector.

(f) An eigenvalue may be any number, including zero
and complex numbers.

(g) An n × n matrix can have n + 1 eigenvalues.

7. True or false? If all the entries in a square matrix M are
integers but one of its eigenvalues is

√
2, then the entries

of the corresponding eigenvector cannot all be integers.

8. Suppose matrix A is a 3×3 matrix such that A·

 20
−16

8

 = 5
−4
2

. Find an eigenvalue of A.

9. 38 Let

M =


99 −135 −199 417
30 −36 −61 123
90 −135 −174 369
30 −45 −57 120


and use SageMath to determine which of the following
vectors is an eigenvector of M. Also determine its asso-
ciated eigenvalue. [A]-348

4
3
0
0

 ,


2
1
−6
−3

 ,

−1
−1
−6
5

 ,

−1
2
−6
−2

 ,


4
2
1
−1


10. 39 Use SageMath’s

M.eigenvectors_right()

method to compute the eigenvectors of M from question
9. Notice that none of the vectors from that question is
listed as an eigenvector by SageMath, yet one of them is.
Can you resolve this conundrum? Is it possible that lin-
ear combinations of eigenvectors are also eigenvectors?

11. Check your work on question 2 using
SageMath’s charpoly() method. [S]-289

Answers

system solution: One possible solution of equations (1.7.2) follows. Start by dividing the third equation by 3, which
yields

−29v1 + 14v2 + 10v3 = 0
−76v1 + 37v2 + 26v3 = 0

6v1 − 3v2 − 2v3 = 0

https://sagecell.sagemath.org/?z=eJxlzTEKwzAMBdC90DuYTDF8g2XZMSbkCD5B6NAxQ0sJofT4UWUKJVmExJO-qpnM476ty6ePiJhLgSNOUqSLlMEejge4gUCBUfzPcwQPRT3KnLK4v9nr5U3_mYRZFuHRLBwsSHESz6p8UCeonpTjmYNeB-V0-qvp9MXXujy3vqtm6uzYhmpH0zq7A-khPrk=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDRMdGJtrTU0TU0NgUSQJaJobmOsYGOrrGZjq6ZoY6hkbGOpQFM3txEx9jMEixvAuSbmgPlDWI1ebkKijLzSjSUfBVslTStIRxfTWsFCEsTALEaGqU=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/
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The v3 variable can be eliminated from the first two equations by adding 5 times the third equation to the first
and 13 times the third equation to the second:

v1 − v2 = 0
2v1 − 2v2 = 0
6v1 − 3v2 − 2v3 = 0

Dividing the second equation by 2, we see it is just a repeat of the first equation, v1 − v2 = 0, which implies that
v1 = v2. Substituting into the third equation, we find

6v2 − 3v2 − 2v3 = 0

or 3v2 − 2v3 = 0, which means v3 = 3
2 v2. This set of equations has infinitely many solutions! They take the

form v1 = v2, v3 = 3
2 v2, and v2 is any number. In terms of the eigenvector, this observation means

v =

 v2
v2

3
2 v2

 = v2

 1
1
3
2


for some value v2. If v2 = 0, however, then v = 0, which is disallowed as an eigenvector. Therefore every

nonzero scalar multiple of

 1
1
3
2

 is an eigenvector of A associated with the eigenvalue −2.
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Chapter 2
Row Operations

2.1 Systems of Linear Equations
People have been solving systems of linear equations for millenia, since long before the advent of what we know
today as algebra. Recorded history of linear systems dates back to about 150 BCE in China! Even the modern
process of elimination, often learned in high school algebra and precalculus classes, and demonstrated on page 46,
dates back in geometric form to at least the second century CE (circa 100), appearing as a narrative in the Chinese
treatise Nine Chapters on the Mathematical Arts. Roger Hart proposes that a geometric version of the modern day
procedure of using determinants to solve systems is also evident in Nine Chapters [11].

Crumpet 12: Yanghui Triangle

In China, the triangular arrangement of binomial coefficients, the first five rows of which are

1

1 1

1 2 1

1 3 3 1

1 4 6 4 1

is often called the Yanghui triangle. It was devised in the 11th century CE by Jia Xian and popularized in the 13th

century by Yang Hui. Omar Khayyam, an 11th century Persian figure also studied the triangle. [13]

In our modern treatment of systems of linear equations, a linear equation is an equation that takes the form

c1v1 + c2v2 + · · · + cnvn = b (2.1.1)

for coefficients c1, c2, . . . , cn, variables v1, v2, . . . , vn and constant b. The (ordered) list s1, s2, . . . , sn is a solution of
the equation if and only if substitution of the values s1, s2, . . . , sn for the variables v1, v2, . . . , vn, respectively, make
the equation true. A set of linear equations is called a linear system or system of linear equations. The (ordered)
list s1, s2, . . . , sn is a solution of a linear system if and only if it is a solution of every equation in the system. The
set of equations (1.7.2) on page 43 is an example of a system of linear equations, and the lists 1, 1, 3

2 and 2, 2, 3 are
solutions of the system (given that these lists specify values of the variables v1, v2, v3 in that order).

Calculations like the one on page 46 easily submit to the conciseness of matrices. If you are familiar with synthetic
division, you are already familiar with this idea. Only coefficients and constants are retained. All variables and other
“extraneous” symbols are unused. On the left is the original calculation from page 46. On the right is an accounting

49
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of the coefficients and constants of each equation during each step of the process, maintained in a 3 × 4 matrix.
The first column holds the v1 coefficients, the second column holds the v2 coefficients, the third column holds the v3
coefficients, and the fourth column holds the constants from the righthand sides of the equations.

The given system:

−29v1 + 14v2 + 10v3 = 0
−76v1 + 37v2 + 26v3 = 0

6v1 − 3v2 − 2v3 = 0
(2.1.2)

As a matrix:  −29 14 10 0
−76 37 26 0

6 −3 −2 0


Adding 5 times the third equation to the first and 13
times the third equation to the second:

v1 − v2 = 0
2v1 − 2v2 = 0
6v1 − 3v2 − 2v3 = 0

Adding 5 times the third row to the first and 13 times
the third row to the second: 1 −1 0 0

2 −2 0 0
6 −3 −2 0


Dividing the second equation by 2, we see it is just a
repeat of the first equation, v1 − v2 = 0, so we can
scrap it:

v1 − v2 = 0
6v1 − 3v2 − 2v3 = 0

Dividing the second row by 2, we see it is just a
repeat of the first row, 1 − 1 0 0, so we can zero it out
and swap it with the third row: 1 −1 0 0

6 −3 −2 0
0 0 0 0


Substituting v1 = v2 into the equation
6v1 − 3v2 − 2v3 = 0:

3v2 − 2v3 = 0

Subtracting 6 times the first row from the second: 1 −1 0 0
0 3 −2 0
0 0 0 0


In either case, we have reduced the system to the two equations v1−v2 = 0 and 3v2−2v3 = 0, from which the solution
follows.

Much like successful synthetic division is dependent on strict ordering of the coefficients of the polynomial, it
should be noted that the success of the matrix process is dependent on strict ordering of the entries of the matrix.
Each row of the matrix represents one equation. The rightmost column of the matrix represents the constants from
the righthand sides of the equations. Each of the remaining columns represents the coefficients of a single variable
from the lefthand sides of the equations. It can easily be verified that the systems

−29v1 + 14v2 + 10v3 = 0
−76v1 + 37v2 + 26v3 = 0

6v1 − 3v2 − 2v3 = 0
and

14v2 + 10v3 = 29v1
26v3 + 37v2 = 76v1

6v1 = 2v3 + 3v2

are equivalent. Each equation of the system on the left has simply been rewritten using positive coefficients in the
system on the right. However, the matrix representation of the system on the right, which might be written as 14 10 29 0

26 37 76 0
0 6 2 3


is not helpful in solving the system using row operations. Certainly we can subtract 38 times the third row from the
second row: [

26 37 76 0
]
− 38

[
0 6 2 3

]
=

[
26 −191 0 −114

]
to obtain the matrix  14 10 29 0

26 −191 0 −114
0 6 2 3


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creating a zero in the 2,3-entry just as before. The problem is the −191 and 0 of the resultant matrix have no meaning
in terms of the original system. Those parts of the calculation represent 37v2−38(6v1), which simplifies to 37v2−228v1
and not necessarily −191 times anything; and 76v1 − 38(2v3), which simplifies to 76v1 − 76v3 or 76(v1 − v3) and not
necessarily 0 times anything. For row operations to make sense in the context of solving systems of equations, the
entries in a single column must all be coefficients of the same variable or constants from the equations of the system.
By convention, the rightmost column always holds the constants and the remainder of the columns represent the
coefficients of one variable each. The order of the columns of coefficients is flexible as long as the order is known.

Besides noting that the order of the entries in the matrix is critical, what should be taken from the matrix solution
of (2.1.2) is the fact that three row operations are enough to mirror the process of elimination using matrices. On the
matrix side, we swapped rows, multiplied rows by a nonzero constant, and added multiples of one row to another.
Everything done in solving a linear system can be modeled by one of these operations on the corresponding matrix.
As such, these three operations are called elementary row operations. To summarize, name them, and provide
shorthand notation, the elementary row operations are

Swap: swap two rows.

Shorthand for swapping rows j and k of matrix M: M j,: ↔ Mk,:

Scale: multiply each entry in a row by a nonzero scalar.

Shorthand for scaling row j of matrix M by s: sM j,: → M j,:

Replace: add a multiple of one row to another.

Shorthand for adding s times row j to row k of matrix M: sM j,: + Mk,: → Mk,:

Any system of linear equations can be translated into a matrix and solved using these three operations. Even systems
with no solution reveal themselves as unsolvable under the direction of these three operations. If that were the only
purpose of row operations, they would be useful, but as the concepts of linear algebra unfold, the ideas laid out here
will have many further reaching consequences.

Elementary Matrices
Any matrix resulting from performing an elementary row operation on an identity matrix is called an elementary
matrix. For example

E =


0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1


is an elementary matrix since it is just I4×4 with the first two rows swapped. The feature of interest is that left-
multiplying any other matrix by this elementary matrix has the effect of performing the corresponding row operation
(swapping the first two rows) on that arbitrary matrix so long as the product is defined. For example, if we let

A =


0 −12 4 −10 10
6 2 −8 −2 5
−5 −4 −6 9 7
1 −1 8 −9 3

, then

EA =


0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1




0 −12 4 −10 10
6 2 −8 −2 5
−5 −4 −6 9 7
1 −1 8 −9 3

 =


6 2 −8 −2 5
0 −12 4 −10 10
−5 −4 −6 9 7
1 −1 8 −9 3

 . (2.1.3)

Take a short break to verify at least one of the entries in each row. This exercise will help you see why the product
works out as shown and will help illuminate the following computations.

The 1, j-entry of EA is a linear combination of the entries in the jth column of A. To be precise, (EA)1, j =

0A1, j + 1A2, j + 0A3, j + 0A4, j. The entries from the first row of E are used as the coefficients of the linear combination
needed to compute each entry of the first row of EA. It follows that the first row of EA is a linear combination of the
rows of A using these same coefficients. Symbolically, (EA)1,: = 0A1,: + 1A2,: + 0A3,: + 0A4,:. In summary, each row
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of EA is the linear combination of the rows of A with coefficients from the corresponding row of E. To compute the
third row of EA, for example, we use the entries from the third row of E as coefficients of a linear combination of the
rows of A:

(EA)3,: =0
[

0 −12 4 −10 10
]
+

0
[

6 2 −8 −2 5
]
+

1
[
−5 −4 −6 9 7

]
+

0
[

1 −1 8 −9 3
]

=
[
−5 −4 −6 9 7

]
.

All the rows of EA can be computed quickly from this perspective. The first row of E,
[

0 1 0 0
]
, suggests that

the first row of EA is 0 times row one of A plus 1 times row 2 of A plus 0 times row 3 of A plus 0 times row 4 of A.
Looking at it this way makes it clear that the first row of EA is simply the second row of A. Similarly, the second row
of EA is just the first row of A, the third row of EA is the third row of A, and the fourth row of EA is the fourth row
of A. In other words, multiplying A by E has the effect of swapping the first two rows of A as claimed. The effect of
multiplying by other elementary matrices can be verified similarly.

Key Concepts
elementary matrix The matrix resulting from performing a single row operation on an identity matrix.

elementary row operation One of swap, scale, or replace.

linear equation An equation of the form c1v1 +c2v2 + · · ·+cnvn = b where c1, c2, . . . , cn are coefficients, v1, v2, . . . , vn

are variables, and b is a constant.

linear system Another name for a system of linear equations.

row swap Swapping two rows of a matrix.

row scale Multiplying each entry of a single row of a matrix by a nonzero scalar.

row replace Replacing a row of a matrix with the sum of it plus some multiple of another row.

system of linear equations A set of linear equations.

solution of a linear system An (ordered) list of values s1, s2, . . . , sn that is a solution of every equation in the system.

solution of a linear equation An (ordered) list of values s1, s2, . . . , sn such that substitution for the variables v1, v2, . . . , vn,
respectively, in the linear equation c1v1 + c2v2 + · · · + cnvn = b make the equation true.

Exercises

1. Represent the linear system as a matrix.

(a)
−x − 4y + 8z = 0
6x + 7y − 8z = 6
−5x − 7y + 9z = 9

(b)
3x + 2y − 8z = 9

− 3y + 2z = 10
−7x + y = −11

[A]-348

(c)
2x1 − 8 + x3 = 0
3 + x2 − x3 = 0
x1 + 2x2 − 5 = 0

(d)
3v1 + 2v2 + 7 = 3v3

8 + v2 = 5v1 + 2v3

v1 + v2 + v3 = 11
[A]-

348

2. Write the linear system associated with the matrix. As-
sume the variables of the system are v1, v2, . . . , vn, their
coefficients appear in that order in the matrix, and the
rightmost column holds the constants.

(a)
[

5 −7 8
−8 6 2

]

(b)

 −14 −15 8 −8
−13 2 −1 13
15 −9 −6 12

 [A]-348
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(c)

 6 0 −11
4 12 −1
−5 15 1


(d)

[
10 −9 −1 3 15 6
−11 12 13 5 −4 −2

]
[A]-348

3. The matrix for a linear system is given. Find one solu-
tion of the associated system. Assume the variables of
the system are v1, v2, . . . vn and their coefficients appear
in that order in the matrix.

(a)

 1 0 0 6
0 3 0 8
0 0 1 −2


(b)


11 0 0 0 9
0 5 0 0 −7
0 0 1 0 −13
0 0 0 −2 6

 [S]-289

(c)
[

9 −9 −2
0 3 4

]

(d)

 11 0 9 12
0 −8 −4 −1
0 0 1 2

 [S]-289

4. A matrix representing a linear system is given. Explain
why the system has no solution.[

1 2 3
0 0 2

]
5. A matrix representing a linear system is given. Find one

solution of the system, and explain why the system has
infinitely many more solutions. [A]-348 1 0 2 −5

0 1 3 4
0 0 0 0


6. What elementary row operation will transform the first

matrix into the second?

(a)

 1 −4 4 −9
1 6 −5 1
−2 7 1 1

,
 1 −4 4 −9

1 6 −5 1
0 19 −9 3


(b)

 −3 3 3 −7
4 −3 3 6
−9 −6 9 −1

,
 −3 3 3 −7
−9 −6 9 −1
4 −3 3 6

 [A]-

348

(c)

 −5 3 −2 7
2 −6 3 −5
−9 −9 7 −9

,
 −9 −9 7 −9

2 −6 3 −5
−5 3 −2 7


(d)

 5 −4 8 2
9 3 −2 −2
1 −5 −9 −2

,
 5 −4 8 2

0 48 79 16
1 −5 −9 −2

 [A]-

348

(e)

 2 6 −1 −8
−1 1 −6 4
2 −5 −6 6

,
 2 6 −1 −8
−2 2 −12 8
2 −5 −6 6


7. What elementary row matrix E makes the equation true?

(a) E·

 12 −13 16 −1
15 −8 2 −7
−5 −4 −3 −1

 =

 12 −13 16 −1
−60 32 −8 28
−5 −4 −3 −1


(b) E ·

 15 6 19
−5 −18 −1
4 2 5

 =

 15 6 19
4 2 5
−5 −18 −1


(c) E ·

 12 18 −2
−10 3 6
15 5 3

 =

 12 18 −2
−10 3 6
−30 −10 −6


(d) E ·

 4 −5
2 9
4 5

 =

 4 −5
−18 −16

4 5


(e) E ·


−4 −14
−19 7
−20 17
13 14

 =


13 14
−19 7
−20 17
−4 −14


(f) E ·


8 9 −7
5 9 10
9 3 −4
−4 −1 4

 =


23 36 23
5 9 10
9 3 −4
−4 −1 4


8. Perform the row operation on the matrix.

(a) A =


3 −8 −9
−9 5 2
3 −7 −5
−1 1 −4

; −2A3,: → A3,:

(b) B =

[
3 −1 1 −7
1 −2 6 −4

]
; 5B2,: → B2,: [A]-348

(c) C =


−6 2
9 9
9 7
1 −9

; C1,: ↔ C2,:

(d) D =

 −9 −9 −6
5 6 −2
−9 9 −4

; D1,: ↔ D3,: [A]-348

(e) E =

 −8 5
−7 −9
−5 −7

; 3E2,: + E3,: → E3,:

(f) F =

 −5 1 9 −6
−3 −5 1 −1
−8 3 2 2

; −5F1,: + F2,: →

F2,: [A]-348

9. The matrix T is given. What elementary row operation
does left-multiplication by T perform?

(a)

 −2 0 0
0 1 0
0 0 1


(b)


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0


(c)

 1 0 0
0 1 0
0 4 1

 [S]-289
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(d)

 0 0 1
0 1 0
1 0 0

 [A]-348

(e)


1 0 0 0
0 1 0 0
0 0 3 0
0 0 0 1

 [A]-348

(f)

 1 0 0
0 1 0
−5 0 1


10. Carry out a single elementary row operation to secure a

1 in row 1, column 1.

(a)
[

10 1 7
3 −3 −5

]
(b)

[
5 6 −4
2 3 −2

]
[A]-349

(c)
[
−1 2 3
−2 10 −3

]
11. Execute a single elementary row operation to secure a 0

in row 2, column 1.

(a)
[

1 10 2
3 −3 −5

]

(b)
[

1 0 −3
2 3 −2

]
[A]-349

(c)
[

1 −2 −3
−2 10 −3

]
12. Find the first row of the product by computing an ap-

propriate linear combination of the rows of the righthand
matrix.

(a)
[

7 −8
−1 −12

] [
−3 0
−1 3

]
(b)

[
−2 1
7 −5

] [
4 −3 2

12 8 −5

]
[S]-290

(c)

 −5 −2
0 −7
1 9


[
−3 0 −1
6 1 2

]

(d)
[

5 −2 4
7 −5 −8

]  0 3 2
−2 1 0
2 0 3


13. If the third row of A contains all zeros, what can you say

about the third row of AB? Assume the product AB is
defined.

14. If the first and second rows of A are multiples of one an-
other, what can you say about the first and second rows
of AB? Assume the product AB is defined. [A]-349
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2.2 Row Reduction
The system associated with a matrix of the form [

1 0 4
0 1 5

]
has only one solution: 4, 5, and we can see that without doing any computation. The system associated with this
matrix, something you can probably visualize mentally, looks like

x = 4
y = 5

(though you may have imagined different variables). The system is solved! The system corresponding to the matrix[
3 −2 2
5 −3 5

]
corresponds to a system that is not solved. Can you write down the associated system to verify? Answer on page
61. Row reduction is the process of using elementary row operations to transform a matrix whose associated linear
system is not solved into one whose associated linear system is solved, thus solving the system.

The following algorithm describes the process of row reduction for solving a system of n equations in n unknowns,
starting with a matrix representation of the system.

Step 1: Select the leftmost column with at least one nonzero entry. This is a pivot column. The topmost position
(row and column) in this column is a pivot position. If no such column exists or there are no rows below the
pivot position, continue to step 5.

Step 2: If the entry in the pivot position is 0, swap rows so the entry in the pivot position is nonzero. This nonzero
entry is a pivot.

Step 3: Replace rows until all entries in the pivot column below the pivot are 0.

Step 4: Take the submatrix consisting of all rows below the pivot and return to step 1.

Step 5: Select the column of the rightmost pivot position and replace rows until all entries in that column other than
the pivot are 0.

Step 6: Scale the row with the pivot so the pivot in that row is 1.

Step 7: If there are no rows above the pivot, stop. Otherwise, take the submatrix consisting of all rows above the
pivot and return to step 5.

Translating the resulting matrix back into a system of equations reveals the solution. Any matrix produced by the
completion of steps 1 through 4 is said to be in row echelon form. The system corresponding to a matrix in row eche-
lon form can be solved by back-substitution, so these steps of the algorithm are often sufficient. Any matrix produced
by the completion of the entire algorithm is said to be in reduced row echelon form. The system corresponding to a
matrix in reduced row echelon form is solved.

Even though the algorithm may sound rather rigid, there are choices to be made along the way. All choices will
lead to the same solution, but different choices may lead to drastically different-looking routes. In the end, all choices
in row reduction by hand are a matter of preference.

Crumpet 13: Automated Row Reduction

A computer programmed to perform row reduction will have to make choices just as a human working by hand would.
However, the objectives of a computer are slightly different from the objectives of a human. A human is looking to
make the computation as easy as possible while a computer should be programmed to make the computation as
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accurate as possible. For a computer, working with fractions or decimal values is just as easy as working with
integers, and doing a couple “extra” row operations is usually preferable to doing a lengthy analysis of how to avoid
them. But computer computations are subject to round-off error, something that should be minimized whenever
possible. Swapping rows so the pivot is the entry of greatest magnitude in the column helps reduce round-off error.
The following is essentially computer pseudo-code that reduces a matrix to row echelon form.

Step 1: Translate the system into a matrix A.

Step 2: Let i = k = 1.

Step 3: Swap row i with row j where j > i and |A j,k | > |Am,k | for all m ≥ i. If no such row exists, increment k by one
and try again as long as k ≤ n. If k reaches n + 1, stop.

Step 4: Scale row i by 1
Ai,k

.

Step 5: For each j from i + 1 through n, replace row j by − A j,k
Ai,k times row i plus row j.

Step 6: Increment i and k each by one and return to step 3 as long as k ≤ n.

The resulting matrix must be returned to the form of a linear system and solved by back-substitution to complete the
solution.

To illustrate some of the choices that must be made, consider solving the system

3x1 − x2 − 2x3 = 5
2x1 + 4x2 + 8x3 = −13
x1 + 2x2 + 3x3 = −4

by row reduction. The following discussion charts the progress of three different approaches—(1) using fractions,
(2) avoiding fractions by scaling non-pivot rows, and (3) avoiding fractions by scaling and swapping. All three
approaches start from the matrix

A =

 3 −1 −2 5
2 4 8 −13
1 2 3 −4


of the system.

(1) Using fractions (2) Avoiding fractions by scaling (3) Avoiding fractions by scaling
and swapping

Step 1: The first column is a pivot column. The pivot position is the topmost entry of the pivot column.
There is nothing to do besides note this fact. Step 2: The pivot position must not contain a zero. This is
already the case in all three approaches, but in approach (3) the first and third rows are swapped to
secure a 1 as a pivot.

A1,: ↔ A3,: 1 2 3 −4
2 4 8 −13
3 −1 −2 5


Step 3: Replace rows to secure zeros in all rows below the pivot. Multiples of the row with the pivot
are added to the rows below. In approach (1) the first row is scaled by 1

3 , and in approach (2) the
second and third rows are scaled by 3 to prepare for replacement.
1
3 A1,: → A1,: 1 − 1

3 − 2
3

5
3

2 4 8 −13
1 2 3 −4


3A2,: → A2,: and 3A3,: → A3,: 3 −1 −2 5

6 12 24 −39
3 6 9 −12


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−2A1,: + A2,: → A2,: and
−A1,: + A3,: → A3,: 1 − 1

3 − 2
3

5
3

0 14
3

28
3 − 49

3
0 7

3
11
3 − 17

3



−2A1,: + A2,: → A2,: and
−A1,: + A3,: → A3,: 3 −1 −2 5

0 14 28 −49
0 7 11 −17



−2A1,: + A2,: → A2,: and
−3A1,: + A3,: → A3,: 1 2 3 −4

0 0 2 −5
0 −7 −11 17


Step 4: Take the submatrix consisting of all rows below the pivot and return to step 1. The first row of
the matrix is fixed until step 5.[

0 14
3

28
3 − 49

3
0 7

3
11
3 − 17

3

] [
0 14 28 −49
0 7 11 −17

] [
0 0 2 −5
0 −7 −11 17

]
Step 1: The second column is a pivot column. The pivot position is the topmost entry of the pivot
column. There is nothing to do besides note this fact. Step 2: The pivot position must not contain a
zero. This is already the case in approaches (1) and (2), but in approach (3) the rows must be swapped.

A1,: ↔ A3,:[
0 −7 −11 17
0 0 2 −5

]

Step 3: Replace rows to secure zeros in all rows below the pivot. Multiples of the row with the pivot
are added to the rows below. In approach (1) the first row is scaled by 1

2 ; in approach (2) the second
row is scaled by 2; and in approach (3) this step is already done.
1
2 A1,: → A1[

0 7
3

14
3 − 49

6
0 7

3
11
3 − 17

3

] 2A2,: → A2[
0 14 28 −49
0 14 22 −34

]

−A1,: + A2,: → A2,:[
0 7

3
14
3 − 49

6
0 0 −1 5

2

] −A1,: + A2,: → A2,:[
0 14 28 −49
0 0 −6 15

]

Step 4: Take the submatrix consisting of all rows below the pivot and return to step 1. The first row of
the submatrix (second row of the original matrix) is fixed until step 5.[

0 0 −1 5
2

] [
0 0 −6 15

] [
0 0 2 −5

]
Step 1: The third column is a pivot column. The pivot position is the topmost entry of the pivot
column. There is nothing to do besides note this fact. Since there are no entries below the pivot, we
move to step 5. At this point, our matrices are as follows. These matrices are all in row echelon form. 1 − 1

3 − 2
3

5
3

0 7
3

14
3 − 49

6
0 0 −1 5

2


 3 −1 −2 5

0 14 28 −49
0 0 −6 15


 1 2 3 −4

0 −7 −11 17
0 0 2 −5


Step 5: Select the column of the rightmost pivot position and replace rows until all entries in that
column other than the pivot are 0. The pivots are A1,1, A2,2, and A3,3, so the pivot postions are in
columns 1, 2, and 3, and we select the third column. To prepare for the row replacements in approach
(1) there is nothing to do; in approach (2) the third row is scaled by 1

3 ; and in approach (3) the first and
second rows are scaled by 2.
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1
3 A3,: → A3,: 3 −1 −2 5

0 14 28 −49
0 0 −2 5


2A1,: → A1,: and 2A2,: → A2,: 2 4 6 −8

0 −14 −22 34
0 0 2 −5


14
3 A3,: + A2,: → A2,: and
− 2

3 A3,: + A1,: → A1,: 1 − 1
3 0 0

0 7
3 0 7

2
0 0 −1 5

2



14A3,: + A2,: → A2,: and
−A3,: + A1,: → A1,: 3 −1 0 0

0 14 0 21
0 0 −2 5



11A3,: + A2,: → A2,: and
−3A3,: + A1,: → A1,: 2 4 0 7

0 −14 0 −21
0 0 2 −5


Step 6: Scale the row with the pivot so the pivot in that row is 1. Fractions at this point are unavoidable.
−A3,: → A3,: 1 − 1

3 0 0
0 7

3 0 7
2

0 0 1 − 5
2


− 1

2 A3,: → A3,: 3 −1 0 0
0 14 0 21
0 0 1 − 5

2


1
2 A3,: → A3,: 2 4 0 7

0 −14 0 −21
0 0 1 − 5

2


Step 7: Take the submatrix consisting of all rows above the pivot and return to step 5. The third row of
the matrix is fixed.[

1 − 1
3 0 0

0 7
3 0 7

2

] [
3 −1 0 0
0 14 0 21

] [
2 4 0 7
0 −14 0 −21

]
Step 5: The rightmost pivot postion is in column 2. To prepare for the row replacements in approach
(1) there is nothing to do; in approach (2) the second row is scaled by 1

7 while the first row is scaled by
2; and in approach (3) the second row is scaled by 1

7 .
1
7 A2,: → A2,: and 2A1,: → A1,:[

6 −2 0 0
0 2 0 3

]
1
7 A2,: → A2,:[

2 4 0 7
0 −2 0 −3

]
1
7 A2,: + A1,: → A1,:[

1 0 0 1
2

0 7
3 0 7

2

] A2,: + A1,: → A1,:[
6 0 0 3
0 2 0 3

] 2A2,: + A1,: → A1,:[
2 0 0 1
0 −2 0 −3

]

Step 6: Scale the row with the pivot so the pivot in that row is 1. Fractions at this point are unavoidable.
3
7 A2,: → A2,:[

1 0 0 1
2

0 1 0 3
2

]
1
2 A2,: → A2,:[

6 0 0 3
0 1 0 3

2

] − 1
2 A2,: → A2,:[

2 0 0 1
0 1 0 3

2

]

Step 7: Take the submatrix consisting of all rows above the pivot and return to step 5. The bottom row
of the submatrix (second row of the original matrix) is fixed.[

1 0 0 1
2

] [
6 0 0 3

] [
2 0 0 1

]
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Step 5: The rightmost pivot postion is in column 1. There are no entries other than the pivot in that
column, so there are no row replacements to do. Step 6: Scale the row with the pivot so the pivot in
that row is 1. Fractions at this point are unavoidable.

1
6 A1,: → A1,:[

1 0 0 1
2

]
1
2 A1,: → A1,:[

1 0 0 1
2

]
Step 7: There are no rows above the pivot, so we are done. At this point, our matrices are as follows.
These matrices are all in reduced row echelon form. 1 0 0 1

2
0 1 0 3

2
0 0 1 − 5

2


 1 0 0 1

2
0 1 0 3

2
0 0 1 − 5

2


 1 0 0 1

2
0 1 0 3

2
0 0 1 − 5

2



Notice that all three approaches produced the same reduced row echelon form. This is not an accident and this point
will be picked up again soon. Writing the linear system corresponding to this reduced row echelon form, we see

x1 =
1
2

; x2 =
3
2

; x3 = −
5
2
.

The original system has this one solution.
A matrix containing the coefficients and constants of a linear system (one row for each equation, one column

for the coefficients of each variable, and the rightmost column for the constants, as usual) is called an augmented
matrix. A matrix containing the coefficients of a linear system (one row for each equation and one column for the
coefficients of each variable, as usual) but not the constants is called a coefficient matrix. The coefficient matrix for
any linear system is a submatrix of the corresponding augmented matrix. The augmented matrix simply has one more
column—the column of constants for each equation.

The system
3x − 2y = 0
5x − 3y = 0

has augmented matrix [
3 −2 0
5 −3 0

]
and coefficient matrix [

3 −2
5 −3

]
.

When the constants of a linear system are all zero, it is not necessary to represent the system as an augmented
matrix. The coefficient matrix will do. After all, a column of zeros at the beginning of the row reduction process will
be a column of zeros at the end of the process. Row operations do not change the entries of a column of zeros. For
example, after swapping two rows with zeros in their jth columns, the jth column still has zeros in those rows. All
that happened in column j was two zeros swapped places. The rest of the rows are not involved in the swap, so if their
jth columns held zeros before, they hold zeros after as well. Can you explain similarly why row replacement and row
scaling also leave a column of zeros unchanged? Answer on page 61. A linear system whose constants are all zero is
called a homogeneous system. Otherwise it is called a nonhomogeneous system.

Crumpet 14: Homogeneous Linear Differential Equations

A linear differential equation is homogeneous if its constant term is zero and nonhomogeneous otherwise.
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Key Concepts
augmented matrix A matrix holding a particular arrangement of all the coefficients and constants of a linear system.

coefficient matrix A matrix holding a particular arrangement of all the coefficients but none of the constants of a
linear system.

homogeneous system A linear system with constants all equal to zero.

nonhomogeneous system A linear system with at least one nonzero constant.

pivot the leading entry of a matrix in echelon form

pivot column a column containing a pivot

pivot position the row and column of a pivot

row reduction The process of using elementary row operations to transform a matrix whose associated linear system
is not solved into one whose associated linear system is either solved or could be solved by back-substitution.

row echelon form An arrangement of the entries of a matrix following completion of the first four steps of the row
reduction algorithm.

reduced row echelon form An arrangement of the entries of a matrix following completion of the row reduction
algorithm.

Exercises
1. Reduce the matrix to row echelon form.

(a)
[
−2 −4 −10
−5 2 −1

]
[S]-290

(b)
[

1 −4 0
3 5 4

]

(c)

 6 −1 −4
4 −3 1
2 −5 −1


(d)

 −1 0 2
4 1 −3
1 1 3

 [S]-290

2. Reduce the matrix in question 1 to reduced row echelon
form. [S]-290

3. The coefficient matrix for a homogeneous linear system
is given. Find one nontrivial solution (not all variables
equal to zero) of the associated system if possible. As-
sume the variables of the system are x1, x2, . . . xn and
their coefficients appear in that order in the matrix.

(a)
[

3 −1
0 5

]
[S]-290

(b)
[

3 0
0 2

]
(c)

[
−1 3
0 0

]

(d)

 2 −2 5
0 7 −1
0 0 3



(e)

 1 0 0
0 −5 0
0 0 2


(f)

 5 0 −3
0 −4 1
0 0 0

 [S]-290

(g)


5 3 0 0
0 0 3 −4
0 0 0 0
0 0 0 0

 [A]-349

4. Solve the nonhomogeneous system by row reduction.

(a)
−7x1 − 2x2 = −6
4x1 + x2 = −1

(b)
v1 + 4v2 = −4
−3v1 − 11v2 = −5 [S]-290

(c)
2x + 15y = 6
−8x − 65y = 4

(d)
−3x + 5y = −3
−15x + 20y = 6 [A]-349

(e)
x1 − x2 = 3
−4x1 + 5x2 = −3

(f)
−45x − 8y = −6
−10x − 2y = 4 [A]-349

(g)
x + 3y − z = −3
x + y + 2z = −5
−3x − 10y + 4z = 6
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(h)
−3v1 − 35v2 + 10v3 = 2
9v1 + 130v2 − 40v3 = 2
9v1 + 120v2 − 35v3 = −4

[S]-291

(i)
−v1 + 2v2 + 8v3 = −6
−v1 + v2 + 5v3 = −6
−2v1 + 2v2 + 11v3 = −1

(j)
12x1 − 9x2 − 14x3 = 3
24x1 − 15x2 − 21x3 = −3
−9x1 + 6x2 + 7x3 = 2

[A]-349

(k)

2w − x + y + 4z = −3
−w + x − 3z = 5
−w + x + y − 2z = −2

− y − z = −6

(l)

x1 − x2 + 4v3 − v4 = 1
−2x1 + 6x2 − 10x3 + 5x4 = −3
−x1 + 2x3 − 2x4 = 2
3x1 − 2x2 + 11x3 − 2x4 = 6

[A]-349

5. Let

 −2 0 0
0 −3 0
0 0 2

 be the coefficient matrix for a lin-

ear system. What can you say about the solution(s) of
the system if augmented by the given column?

(a)

 3
2
0


(b)

 0
0
0


(c)

 a
b
c

; a, b, c are arbitrary real numbers

6. Let A =

 3 0 0
0 2 0
0 0 −4

. What can you say about the

solutions of the associated system if

(a) the system is homogeneous and A is the coefficient
matrix?

(b) the system is nonhomogeneous and A is the coeffi-
cient matrix?

(c) A is the augmented matrix?

Answers
associated system:

3x − 2y = 2
5x − 3y = 5

column of zeros: (row scale) After scaling a row with a zero in its jth column, the jth column still has a zero in that
row since 0 times anything is 0. The rest of the rows are not involved in the scale, so if their jth columns held
zeros before, they hold zeros after as well. (row replace) After adding a multiple of a row with a zero in its jth

column, to a different row with a zero in its jth column, both rows still have zeros in their jth columns. 0 times
anything is 0, so a 0 was added to the 0 in the row being replaced. Since 0 plus 0 is 0, the jth column of that row
is still zero. The rest of the rows are not involved in the replacement, so if their jth columns held zeros before,
they hold zeros after as well.
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2.3 Existence, Uniqueness, and Echelon Forms
As augmented matrices, [

1 0 0
0 2 3

]
,

[
1 2 0
0 0 3

]
, and

[
1 2 3
0 0 0

]
represent fundamentally different linear systems. The first matrix represents the system

x = 0
2y = 3

which has exactly one solution: x = 0, y = 3
2 . The second matrix represents the system

x + 2y = 0
0 = 3

which has no solution. Even though the first equation has many solutions, the second equation will not be true for
any values of x and y since 0 simply does not equal 3. The third matrix represents the system

x + 2y = 3
0 = 0

which has infinitely many solutions, x = 3 − 2y with y arbitrary. One example is y = 1, x = 1.
The three associated linear systems have different types of solution sets. The first set of solutions contains exactly

one element. The second set of solutions is empty. The third set of solutions contains infinitely many elements.
The three matrices [

7 10 −3
0 0 0

]
,

[
7 0 0
0 10 −3

]
, and

[
7 10 0
0 0 −3

]
are similar to the first three in this way. One of them has an associated linear system with no solution, one with
infinitely many solutions, and one with exactly one solution. Can you tell which is which? Answer on page 69.

Comparing the first set of three matrices to the second set of three matrices, you may notice that all six matrices
have three 0 entries and three nonzero entries, one of each per column. Further, there are only three arrangements of
the zeros. Using # to represent the nonzero numbers, the arrangements are[

# # #
0 0 0

]
,

[
# # 0
0 0 #

]
and

[
# 0 0
0 # #

]
corresponding to infinitely many solutions, no solution, and one solution. You can verify that each one is in row
echelon form by applying the first 4 steps of the row reduction algorithm. The nonzero numbers may change, but the
form (arrangement of zeros and nonzeros) will not! Additionally, no matter what nonzero numbers take the place of
the #s, the number of solutions of the associated systems will not change. This is the real power of row echelon form
matrices.

More generally, some of the entries of these forms could be replaced by other symbols without disrupting row
echelon form. Using ? to represent any number (including zero), matrices with the following arrangements of entries
are all in row echelon form [

# ? ?
0 0 0

]
,

[
# ? ?
0 0 #

]
, and

[
# ? ?
0 # ?

]
. (2.3.1)

These more general forms also have infinitely many, zero, and one solution(s), respectively. Imagining the associated
linear systems will help you verify the number of solutions, but how can you tell they are in row echelon form?

Step 1 of the row reduction algorithm is applied to the entire matrix and then to each submatrix containing all
the rows below the last identified pivot. As such, this step simply identifies the pivot positions. In each of the given
matrices, the leftmost column has a nonzero entry, so it is a pivot column. The topmost (row one) position in this
column is a pivot position. Returning to step 1 with the submatrix containg “all rows beneath the pivot” (as required
in step 4) in this case just means the second row:[

0 0 0
]
,

[
0 0 #

]
, and

[
0 # ?

]
.
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The leftmost nonzero entry in the second row is therefore a pivot position. The pivot positions of matrices (2.3.1) are
boxed below. [

# ? ?
0 0 0

]
,

[
# ? ?

0 0 #

]
, and

[
# ? ?

0 # ?

]
Step 2 of the row reduction algorithm requires that each pivot is nonzero. This is already the case so no action is

required.
Step 3 of the row reduction algorithm requires all entries below a pivot (and in the same column as the pivot) be

zero. In all three matrices, the only pivot with entries directly below it are those in the 1,1-entry, and there are zeros
beneath them in each case, so no action is required.

Step 4 of the row reduction algorithm sends the algorithm back to the first step. It does not, by itself, provide for
any changes to the matrix.

What we can glean from analysis of the algorithm is that in row echelon form,

1. every pivot is to the right of the pivots in rows above it, and

2. all rows of zeros are below all rows with nonzero entries.

Both of these facts are immediate consequences of the algorithm. When a pivot is identified, all entries below it in
that column are made zero, so when returning to step 1 with the submatrix containing all rows beneath the pivot, the
column with the previously identified pivot contains only zeros. The leftmost nonzero column remaining must be to
the right! Requiring that the pivot be nonzero ensures that no row of zeros can appear above a row with nonzeros.
As long as these two requirements are satisfied, steps 2 and 3 (the only ones of the first 4 that cause any change to a
matrix) are satisfied, so the matrix is in row echelon form.

Noticing that a pivot will always be the leftmost nonzero entry in a row makes determining whether a matrix is in
row echelon form a simple matter. Identify the leftmost nonzero entry of each row. These are the pivots. Make sure
they are all to the right of the ones above them. Then check to make sure any rows of zeros are at the bottom.

Given this description of row echelon form matrices, there are four row echelon forms for 2 × 3 matrices besides
those in (2.3.1). Can you find them? Answer on page 69. Try any other arrangement of 0s, ?s, and #s such as[

# # ?
0 # 0

]
or

[
? ? ?
0 # ?

]
and you will see that it is either a special case of one these seven forms or there is a substitution of numbers for which
the matrix is not in row echelon form. Can you show this is true for these two matrices? Answer on page 69.

A linear system with at least one solution is called consistent, perhaps deriving from the fact that the equations
do not contradict one another. A linear system with no solution is called inconsistent. If a row echelon form of its
augmented matrix has a pivot in the last column, the linear system is inconsistent. Indeed, a row containing a pivot
in the last column has the form

[
0 0 · · · 0 #

]
, which translates to the equation 0 = # (zero equals a nonzero

number), which of course is nonsense. Otherwise it is consistent.
For a consistent system (no row echelon form matrix has a pivot in the rightmost column), the corresponding

system can be solved by back-substitution. The pivots can also be used to determine the number of solutions. If a row
echelon form of the system’s augmented matrix has a pivot in each column (beside the rightmost), the linear system
has exactly one solution. Otherwise it has infinitely many solutions. The second case is worth closer inspection.

All of the following augmented matrices are in row echelon form and are pivot-free in the rightmost column plus
at least one other column.[

1 3 5
] [

−3 5 −2 −1
0 5 −4 0

] [
−4 1 5 −7 3
0 0 5 1 −1

]
This is enough to know they all have infinitely many solutions, but writing down those solutions still takes a little
work.

The linear system represented by the first matrix is

x1 + 3x2 = 5,

a single equation in two variables. Solving for x1, this system has solutions of the form x1 = 5 − 3x2 and x2 arbitrary.
This implies that we are free to choose any value for x2 and use the relation x1 = 5−3x2 to determine x1. For example,
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we may let x2 = 7, forcing x1 = 5 − 3(7) = −16. So −16, 7 is a solution. In this way, the equation x1 = 5 − 3x2 (or
equivalently the equation x1 + 3x2 = 5) identifies all the solutions of the system, so we could write {x1 = 5 − 3x2} as
the solution set.

Looking back, it would have been just as well to solve for x2, yielding x2 = 5−x1
3 . This formulation would suggest

we are free to choose the value of x1 and use the formula to determine x2. Doing so makes the solution set
{
x2 = 5−x1

3

}
.

Either variable may be treated as arbitrary, giving what appear to be two different solutions. If this makes you feel
a little uneasy, you are not alone. Even if we were never to have seen the second solution, the first one may seem a
little unsatisfying. We have a formula for one variable and an implicit understanding that the other is free to take on
any value. Perhaps a more satisfying way to write down the set of all solutions is to return to the variable x2, for which
we are free to assign any arbitrary value and let it be r (for r-bitrary). Doing this, we have x2 = r and x1 = 5 − 3r for
a solution set. In the spirit of linear algebra, this solution can be expressed in matrix notation as[

x1
x2

]
=

[
5 − 3r

r

]
or better still as [

x1
x2

]
=

[
5
0

]
+ r

[
−3
1

]
.

Take a moment to verify that these matrix representations are equivalent to x2 = r and x1 = 5 − 3r. The last
presentation of the solution should feel most satisfying. It does not favor one variable over the other and gives an
explicit formula for the value of each variable. This form of the solution is called parametric vector form. Returning
to the variable x1 and setting it equal to r leads to a similar parametric vector form of the solution. Can you find it?
Answer on page 69.

Crumpet 15: Particular and Homogeneous Solutions

The solution of the linear system
x1 + 3x2 = 5

can be written as [
x1

x2

]
=

[
x1

x2

]
p

+

[
x1

x2

]
h

where
[

x1

x2

]
p

, called the particular solution, is any one (particular) solution of the system and
[

x1

x2

]
h

, called the

homogeneous solution, is the solution of the corresponding homogeneous system, x1 + 3x2 = 0. For example,
[

5
0

]
,[

0
5
3

]
, and

[
2
1

]
are valid particular solutions. The homogeneous system has solution x1 = −3x2, so any solution

that includes all instances where the first variable is −3 times the second, as in r
[
−3
1

]
, r

[
1
− 1

3

]
, or r

[
−3
√

2
√

2

]
,

is a valid homogeneous solution. The set of all sums of one particular solution and one homogeneous solution is the
general solution of the linear system. See section 5.1.

Putting the second matrix, [
−3 5 −2 −1
0 5 −4 0

]
,

into reduced row echelon form will facilitate writing the solution of the corresponding linear system. Subtracting row
2 from row 1 and scaling each row appropriately yields reduced row echelon form[

1 0 −2/3 1/3
0 1 −4/5 0

]
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(you should verify this) suggesting that the simplest way to write the solution is

x1 =
1
3

+
2
3

x3; x2 =
4
5

x3.

This solution further suggests that we let x3 be r-bitrary and write the solution as x1
x2
x3

 =

 1/3
0
0

 + r

 2/3
4/5
1

 .
For a solution without fractions, we can let r = 10 + 15s (after all, r is arbitrary!), which gives x1

x2
x3

 =

 1/3
0
0

 + (10 + 15s)

 2/3
4/5
1


=

 1/3
0
0

 +

 20/3 + 10s
8 + 12s
10 + 15s


=

 7
8
10

 + s

 10
12
15


where s is the arbitrary variable. There will always be various ways to write the parametric form of the solution of a
system with infinitely many solutions.

Putting the third matrix into reduced row echelon form will facilitate writing down its solution as well.[
−4 1 5 −7 3
0 0 5 1 −1

]
is reduced by subtracting the second row from the first and then scaling the rows appropriately. The resulting reduced
row echelon form is [

1 − 1
4 0 2 −1

0 0 1 1
5 − 1

5

]
from which we conclude that x1 = −1 + 1

4 x2 − 2x4 and x3 = − 1
5 −

1
5 x4. Variables x1 and x3 are easily written in terms

of x2 and x4, suggesting we allow x2 and x4 to be arbitrary. Letting x2 = r and x4 = s, it follows that x1 = −1+ 1
4 r−2s

and x3 = − 1
5 −

1
5 s, so 

x1
x2
x3
x4

 =


−1
0
− 1

5
0

 + r


1
4
1
0
0

 + s


0
0
− 1

5
1

 .
Two variables may be set arbitrarily this time, a consequence of the fact that we have four variables and only two
pivots. Each variable column without a pivot gives a variable that may be set arbitrarily, what are known as free
variables. Variables represented by columns with pivots are called basic variables. Other forms of the solution may
be obtained by letting different pairs of variables be the arbitrary ones or by making substitutions for the arbitrary
r and s in the above solution, such as r = 4t and s = 4 + 5u. Can you write the solution that results from this
substitution? Answer on page 69.

The observations that free variables lead to infinitely many solutions and a pivot in the rightmost column of an
augmented matrix leads to no solution justify the existence and uniqueness theorem for linear systems.

Theorem 1. [Existence and Uniqueness] A linear system is consistent if and only if the rightmost column of its
augmented matrix representation is not a pivot column. Furthermore, a consistent system will have (a) exactly one
solution if it admits no free variables; and (b) infinitely many solutions if it admits at least one free variable.
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Thus the nature of the solution set for any linear system can be determined from a row echelon form of its associated
augmented matrix. In problems where this is the entire question at hand, the row echelon form suffices, and can save
a bit of time compared to using the reduced row echelon form. The reduced row echelon form, being a row echelon
form itself, can be used for this purpose too, but better serves as a place from which to write down the solutions of the
system. Thus in problems where the solution set for a linear system is needed, it is usually worth the time and effort
to find the reduced row echelon form.

Reduced row echelon form requires that the entries above pivots are zero (step 5) and that each pivot is 1 (step 6),
so reduced row echelon form matrices are row echelon form matrices with these extra two properties. The reduced
row echelon form of a 2 × 3 matrix will take one of the following seven forms, for example.[

1 ? ?
0 0 0

]
,

[
1 0 ?
0 1 ?

]
,

[
1 ? 0
0 0 1

]
,

[
0 1 ?
0 0 0

]
,

[
0 1 0
0 0 1

]
,

[
0 0 1
0 0 0

]
,

[
0 0 0
0 0 0

]
It is not by mistake that we refer to a row echelon form or the reduced row echelon form of a matrix. Row echelon
form is not unique, but reduced row echelon form is unique (see crumpet 23 on page 160).

SageMath
If M is a matrix in SageMath, then M.echelon_form() returns a row echelon form and M.rref() returns the reduced
row echelon form. The following code computes a row echelon form and the reduced echelon form of

M =


−480 −340 −110 −110 100
242 146 54 54 −60
−721 −673 −277 −152 155
968 809 316 191 −215
−1039 −882 −268 −268 170

 .
M = matrix(5,5,[-480,-340,-110,-110,100,242,146,54,54,-60,-721,-673,-277,

-152,155,968,809,316,191,-215,-1039,-882,-268,-268,170])
print("M =");print(M); print()
print("Row echelon form:");print(M.echelon_form()); print()
print("Reduced row echelon form:");print(M.rref())

40 The output of the code is

M =
[ -480 -340 -110 -110 100]
[ 242 146 54 54 -60]
[ -721 -673 -277 -152 155]
[ 968 809 316 191 -215]
[-1039 -882 -268 -268 170]

Row echelon form:
[ 1 13 87 462 45]
[ 0 25 25 150 25]
[ 0 0 125 625 50]
[ 0 0 0 750 150]
[ 0 0 0 0 0]

Reduced row echelon form:
[ 1 0 0 0 -2/5]
[ 0 1 0 0 2/5]
[ 0 0 1 0 -3/5]
[ 0 0 0 1 1/5]
[ 0 0 0 0 0]

https://sagecell.sagemath.org/?z=eJx9jNEKgzAMRd8F_6H4pJCOpra2TvwEX_Y6xhhamTB1FMf2-YtTEMZYCJfk3pxUrGT9ZfLdK9ag4ciVFcBTRYK4CgoBUklAlYFWc_OMIiORBpMCl8ZAGLCv4qiJ0RryzIIVOaSYAeYESdT0WaQ5cGsl7XTwETTilITB3XfDFEcVK6OkWJYqKdgybflhfDJXX91tHFg7-n6_Xe9W_zz7cfILds2jdg3zf55471qC3_WrS68=&lang=sage&interacts=eJyLjgUAARUAuQ==
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Key Concepts
basic variable a variable corresponding to the column of an augmented matrix with a pivot.

free variable a variable corresponding to the column of an augmented matrix with no pivot.

consistent (linear system) having at least one solution.

inconsistent (linear system) having no solution.

existence and uniqueness of solutions (for linear systems) see theorem 1.

parametric vector form a linear combination of vectors.

reduced row echelon form of a matrix is unique.

Exercises
1. The augmented matrix for a linear system is given. (i)

Determine whether it is in row echelon form. If it is, state
(ii) whether the associated linear system is consistent or
inconsistent, and (iii) how many solutions it has.

(a)

 1 4 0 0 3 −1
0 0 3 0 5 −6
0 0 0 −1 2 3


(b)

[
1 0 −8
0 1 5

]
[A]-349

(c)


2 4 4 1 1 3
0 0 −4 4 −2 −4
0 −5 0 3 5 3
0 0 0 0 −5 4

 [A]-349

(d)

 3 0 2 −8
0 1 1 9
0 0 0 6

 [A]-349

(e)
[

6 −5 4
0 0 −3

]

(f)

 1 0 0 −5
5 −3 0 −1
−3 4 −1 −5


(g)


3 −2 5 6 7
0 −2 0 7 −4
0 0 1 1 0
0 0 0 18 37


(h)

 5 −4 8 2
0 −3 0 −1
0 0 0 0

 [A]-349

2. The augmented matrix for a linear system is given. (i)
Determine whether it is in reduced row echelon form. If
it is, (ii) find the solution set, in parametric vector form
if infinite.

(a)
[

1 7 4
0 1 0

]

(b)

 1 0 0 1
2

0 1 0 −2
0 0 1 - 3

2



(c)


1 6 0 −2 0 5
0 0 1 3 0 1
0 0 0 0 1 −2
0 0 0 0 0 0


(d)

 1 0 0 6
0 0 1 −2
0 1 0 4

 [A]-349

(e)

 0 1 0 6 0
0 0 1 −8 0
0 0 0 0 1


(f)

 1 0 −9 0 4
0 1 1 0 3
0 0 0 1 2

 [A]-349

3. The augmented matrix for a linear system is given. (i)
Is the system homogeneous? If yes, (ii) find the solution
set, in parametric vector form if infinite.

(a)

 1 0 6 0
0 1 −8 0
0 0 0 1


(b)

 1 1 0 0
0 3 1 0
0 0 4 0


(c)

 2 0 −2 0
0 3 1 0
0 0 0 0

 [A]-349

(d)

 3 0 4 2
0 2 −5 0
0 0 1 0

 [A]-349

4. The coefficient matrix for a homogeneous linear system
is given. Find the solution set. If the solution set is infi-
nite give your answer in parametric vector form.

(a)

 1 6 −2
2 10 −3
3 16 −5


(b)

 2 4 5
0 2 −7
0 −2 7

 [S]-291

(c)

 6 7 −3
0 4 2
0 0 −1

 [A]-349
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(d)

 3 −6 8
−6 12 −16
1 −2 8

3


(e)

 1 4 8
−3 −10 −20
2 8 15


(f)

 2 1 −6
−4 −2 12
1 1

2 −3

 [A]-349

5. Use row reduction and a reduced row echelon form ma-
trix to find all the eigenvectors. All eigenvalues for the
matrix are given.

(a)
[

12 −8
15 −10

]
; λ = 0, 2

(b)
[

40 66
−22 −37

]
; λ = 7,−4 [A]-349

(c)

 6 −4 16
3 −7 4
−6 2 −14

; λ = −6,−3 [S]-291

(d)

 −7 −2 −1
20 6 4
−5 −2 −3

; λ = −2, 0

6. Using 0, #, ? notation, list all the posible row echelon
forms for a 3 × 3 matrix.

7. What can you say about the existence and uniqueness
of solutions of the system associated with the described
matrix?

(a) 4 × 7 coefficient matrix with 4 pivots

(b) 4 × 7 augmented matrix with 4 pivots

(c) 7 × 4 coefficient matrix with 4 pivots

(d) 7 × 4 augmented matrix with 4 pivots

8. What conditions on the pivots of an augmented matrix
would ensure the associated system had a unique solu-
tion?

9. What conditions on the pivots of a coefficient matrix
would ensure the associated system had a unique solu-
tion?

10. Alex and Bianca are solving the same system of equa-
tions. For the reduced row echelon form of the aug-
mented matrix, Alex got 1 0 ? ?

0 1 ? ?

0 0 0 0


and Bianca got  1 ? 0 ?

0 0 1 ?

0 0 0 0

 .
[A]-349

(a) Is the system consistent according to Alex’s work?
According to Bianca’s?

(b) How many solutions does the system have accord-
ing to Alex’s work? According to Bianca’s?

(c) How many free variables does the system have ac-
cording to Alex’s work? According to Bianca’s?

(d) Can they both be right assuming the columns of
their augmented matrices both hold the coefficients
of x, y, z in that order?

(e) Suppose the columns of Alex’s augmented matrix
hold the coefficients of x, y, z in that order, but
Bianca’s columns hold the coefficients in the order
x, z, y? Now can they both be right?

11. The reduced row echelon forms for the coefficient ma-
trices of two linear systems of three equations in three
variables are 1 ? 0

0 0 1
0 0 0

 and

 1 ? ?

0 0 0
0 0 0


so both systems have infinitely many solutions. Is it pos-
sible the systems are the same? Explain.

12. A system of linear equations with fewer equations than
unknowns is sometimes called underdetermined. Sup-
pose such a system were consistent. Explain why the
system must have an infinite number of solutions. [A]-
349

13. A system of linear equations with more equations than
unknowns is sometimes called overdetermined. Can
such a system be consistent? Illustrate your answer with
an example (if yes) or an argument as to why not (if
no). [A]-349

14. 41 Use SageMath to find (i) a row ech-
elon form (but not reduced row echelon form) and (ii) the
reduced row echelon form of

2049 −4548 −511 −5177 6023
−4526 10252 916 11438 −13292
−6947 15538 1740 17601 −20614
−1388 2866 263 3166 −3697
−5781 12812 1211 14321 −16671


[S]-292

15. 42 Use SageMath to find the re-
duced row echelon form of the augmented matrix, and
write down the solution of the corresponding linear
system. Assume the columns represent the variables
x1, x2, x3, x4, x5 in that order.

27 −36 −4 2 4 58
12 −16 −2 1 2 27
15 −20 −4 2 4 42
−3 4 −2 1 2 7


16. 43 Suppose the matrix in question 15

is the coefficient matrix of a homogeneous linear system
with variables x1, x2, x3, x4, x5, x6 and repeat the exercise.

https://sagecell.sagemath.org/?z=eJx1js-KAjEMxu-C7xDcywgpNGmbtixevc0TLHtwnS4O6MxSKvr4RhaFRTaHj_z5fUn6zWnX6njtAgb8YOszGh98QhOI7hIjimV377IgWQ6MmTQj7xIuF_AnDDnOjEayj0ghKELRWxWxuo6tkEeFUkJOIi9-FoeOdGCc5Kj3YyIkTsSq-pAeZd2jRKTP9XLxU8epdaseNqv1-2_RPxIdv8F2nAbYQZ0vUPaHcpwn-J7rCbqvc4NpblDLcN6X4YVQ99PfDuVf7gZYxU8R&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzztc1NLCnKrNAw0THTiTYy19E1NtPRNdEx0jHRMbXQMTTS0TUEChjpGAKFgNK8XAoowNAUKGkA02ECVG4MpKHqzWM1ebkKijLzSjSUfBVslTStIRxfGEMTAK2SG_w=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzztc1NLCnKrNAw0THTiTYy19E1NtPRNdEx0jHRMbXQMTTS0TUEChjpGAKFgNK8XAoowNAUKGkA02ECVG4MpKHqzWM1ebkKijLzSjSUfBVslTStIRxfGEMTAK2SG_w=&lang=sage&interacts=eJyLjgUAARUAuQ==
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Answers
which is which? The three matrices[

7 10 −3
0 0 0

]
,

[
7 0 0
0 10 −3

]
, and

[
7 10 0
0 0 −3

]
have associated linear systems with infinitely many solutions, one solution, and no solution, respectively.

other row echelon forms The other four possible row echelon forms for 2 × 3 matrices are[
0 # ?
0 0 0

]
,

[
0 # ?
0 0 #

]
,

[
0 0 #
0 0 0

]
, and

[
0 0 0
0 0 0

]
,

cases where the first variable does not appear in either of the equations. The last two forms, where neither
variable appears in either equation, have arguable applicability.

substitution The matrix
[

# # ?
0 # 0

]
is in row echelon form for any substitution of numbers, but is a special case

of
[

# ? ?
0 # ?

]
. The matrix

[
? ? ?
0 # ?

]
is not in row echelon form for the substitution

[
0 0 ?
0 # ?

]
. The

pivot in the second column cannot be zero.

parametric vector form Setting x1 = r yields x2 = 5−r
3 , which is equivalent to[
x1
x2

]
=

[
r

5−r
3

]
or [

x1
x2

]
=

[
0
5
3

]
+ r

[
1
− 1

3

]
To make it look a little more like the previous solution, let r = −3s, which gives[

x1
x2

]
=

[
0
5
3

]
+ s

[
−3
1

]
.

substitution 2 The solution with substitution is
x1
x2
x3
x4

 =


−1
0
− 1

5
0

 + 4t


1
4
1
0
0

 + (4 + 5u)


0
0
− 1

5
1


=


−1
0
− 1

5
0

 +


t

4t
0
0

 +


0
0

− 4
5 − u

4 + 5u


=


−1
0
−1
4

 + t


1
4
0
0

 + u


0
0
−1
5


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Chapter 3
Matrix Algebra

3.1 Properties of Matrix Operations

Background

If you ever thought that algebra should be renamed “find x” or “how to solve equations”, you are not alone. The
study of algebra is largely concerned with solving equations. Linear algebra is considerably less concerned with
solving equations, but it is still an important feature of the subject. There are many similarities between the rules that
govern the manipulation of algebraic expressions involving real numbers and those governing the manipulation of
expressions involving matrices, but there are significant differences, all worthy of recording. First, a few words about
the arithmetic of real numbers.

During the late 19th century, the European mathematics community set to the task of answering foundational
questions about arithmetic. They debated the questions of how to define the natural numbers and the real numbers;
how to define the operations of addition and multiplication; and just as importantly to what extent such definitions
were useful. The German mathematician Hermann Günther Grassmann (Graßmann) is generally credited with spark-
ing the debate by showing that properties of the natural numbers that to that point had simply been taken for granted
(such as the fact that a + b = b + a) could be proved from simpler principles. After a number of developments,
the Italian mathematician Giuseppe Peano published his Arithmetices Principia [20] (Principles of Arithmetic, 1889)
summarizing work to that point and adding his stamp in the form of his five axioms defining the natural numbers.

Crumpet 16: Foundations of Analysis

In 1951 Edmund Landau published the first edition of his Grundlagen der Analysis (Foundations of Analysis [15],
available at https://b-ok.cc/book/2863641/855790, accessed Feb 9, 2021) where, based on the work of Giuseppe
Peano, Richard Dedekind, Augustin-Louis Cauchy and others, he develops the arithmetic of whole, rational, irrational
and complex numbers in a single volume. Peano’s five axioms defining the natural numbers appear on page 2 as
follows.

Axiom 1: 1 is a natural number.
That is, our set is not empty; it contains an object called 1 (read “one”).
Axiom 2: For each x there exists exactly one natural number, called the successor of x, which will be
denoted x′.
In the case of complicated natural numbers x, we will enclose in parentheses the number whose successor
is to be written down, since otherwise ambiguities might arise. We will do the same, throughout this
book, in the case of x + y, xy, x − y, −x, xy,etc.
Thus, if

x = y

71
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then
x′ = y′.

Axiom 3: We always have
x′ , 1.

That is, there exists no number whose successor is 1.
Axiom 4: If

x′ = y′

then
x = y.

That is, for any given number there exists either no number or exactly one number whose successor is
the given number.
Axiom 5 (Axiom of Induction): Let there be given a set R of natural numbers, with the following
properties:
I) 1 belongs to R.
II) If x belongs to R then so does x′.
Then R contains all the natural numbers.

Kurt Friedrich Gödel’s incompleteness theorems, published in 1931 [9], essentially concluded the debate. He proved
that any consistent axiomatic system sufficient to describe arithmetic on the natural numbers (including Peano’s five
axioms) will admit statements that cannot be proven nor disproven from within the system. Despite this deficiency,
Peano’s axioms are sufficient to define natural numbers and prove the familiar properties of the operations of addition
and multiplication. With the comfort of knowing these facts rest on solid foundation, we will assume their veracity.
That is not to say we will simply take them for granted, however.

1+3 equals 4, and 3+1 equals 4. 7+9 equals 16, and 9+7 equals 16. The more general statement that a+b = b+a
for any numbers a and b is called the commutative property for addition of real numbers. Though this property is one
of the basic principles that can be proven based on even more basic principles, we will take the viewpoint that it had
to turn out this way! The counting numbers, 1, 2, 3, . . ., represent how many of a thing we have (quantity). This is
a fact engrained in our minds as we learn to count—at a very young age. Addition models what happens when two
quantities are merged—another concept engrained in our minds early on in our mental development. If you add three
apples to a basket initially holding one apple, afterward it will contain four apples. This merger is modeled by the
statement 1 + 3 = 4 (one apple plus three more apples gives you four apples). Similarly if you add one apple to a
basket initially holding three apples, afterward it will contain four apples. This merger is modeled by the statement
3 + 1 = 4. The fact that a pair of natural numbers can be added in either order with the same result is simply the way
natural numbers work. Any mathematical axiom, theorem, or proof suggesting otherwise is simply not the number
system we were taught as youngsters.

Crumpet 17: An Interesting Addition Table

If we completely abandon the usual notions of natural numbers (that there are infinitely many of them and that they
represent quantities, for example), addition might be defined as follows.

+ 1 2 3 4 5 6
1 2 6 4 5 3 1
2 6 1 5 3 4 2
3 5 4 6 2 1 3
4 3 5 1 6 2 4
5 4 3 2 1 6 5
6 1 2 3 4 5 6

This sytem of addition retains some of the familiar notions of arithmetic such as associativity and the existence of an
identity (can you tell which symbol acts as the identity?), but not commutativity. According to this table, 1 + 3 = 4
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but 3 + 1 = 5! Addition in this system is not commutative, but that does not make this number system “wrong”. It
simply means this system, an example of a finite group, does not represent the numbers as we commonly understand
them. It makes a poor model for the measurement of quantity.

Some Properties of Matrices

Table 3.1: Some Properties of Real Numbers
For all real numbers a, b, c
a. a + b = b + a Commutative property for addition
b. (a + b) + c = a + (b + c) Associative property for addition
c. a + 0 = a = 0 + a Additive identity
d. a(bc) = (ab)c Associative property for multiplication
e. a(b + c) = ab + ac Distributive property
f. 1 · a = a = a · 1 Multiplicative identity

Table 3.1 summarizes the properties of real numbers of interest to our study of linear algebra, each of which has a
matrix analog as shown in the following theorem. An m × n matrix whose entries are all zero is called a zero matrix
and is denoted 0m×n or just 0 when its size is discernible through context.

Theorem 2. [Algebraic Properties of Matrices, Part 1] For all matrices A, B,C

1. A + B = B + A (commutative property for addition)

2. (A + B) + C = A + (B + C) (associative property for addition)

3. A + 0 = A = 0 + A (additive identity)

4. A(BC) = (AB)C (associative property for multiplication)

5. A(B + C) = AB + AC (left distributive property)

6. IA = A = AI (multiplicative identity)

whenever the indicated operations are defined.

Claim 1 can be proven by noting that

(A + B)i, j = Ai, j + Bi, j

and

(B + A)i, j = Bi, j + Ai, j

by definition of matrix addition. Since Ai, j and Bi, j are numbers, the commutative property for addition of real
numbers allows us to use the fact that Ai, j + Bi, j = Bi, j + Ai, j to deduce that (A + B)i, j = (B + A)i, j. Since the entries of
A + B and B + A are equal, the matrices are equal.

In more words than symbols, we might argue as follows. The i, j-entries of A+B and B+A are calculated by adding
the same two entries of A and B only in different orders. Since addition of real numbers (entries) is commutative, the
i, j-entries are equal. Hence A + B = B + A.
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In more symbols than words, a third way to see that theorem 2 claim 1 is true, consider the following computation.

A + B =


A1,1 A1,2 · · · A1,n
A2,1 A2,2 · · · A2,n
...

...
. . .

...
Am,1 Am,2 · · · Am,n

 +


B1,1 B1,2 · · · B1,n
B2,1 B2,2 · · · B2,n
...

...
. . .

...
Bm,1 Bm,2 · · · Bm,n


=


A1,1 + B1,1 A1,2 + B1,2 · · · A1,n + B1,n
A2,1 + B2,1 A2,2 + B2,2 · · · A2,n + B2,n

...
...

. . .
...

Am,1 + Bm,1 Am,2 + Bm,2 · · · Am,n + Bm,n


=


B1,1 + A1,1 B1,2 + A1,2 · · · B1,n + A1,n
B2,1 + A2,1 B2,2 + A2,2 · · · B2,n + A2,n

...
...

. . .
...

Bm,1 + Am,1 Bm,2 + Am,2 · · · Bm,n + Am,n


= B + A

In essence, the fact that matrices obey the rule A + B = B + A follows directly from the commutative property for
addition of real numbers and the fact that addition of matrices is computed component-wise. The rest of the claims in
theorem 2 can also be justified by use of the corresponding property for real numbers and careful application of the
definitions of matrix addition and multiplication.

As noted in section 1.3 matrix multiplication is not commutative. The familiar commutative property for multipli-
cation of real numbers, ab = ba, does not have a matrix analog. Thus it is important to point out, for example, that the
distributive property for matrices holds for both left-multiplication (as in theorem 2 claim 5) and right-multiplication.
Additionally, the interplay between scalar multiplication and both matrix addition and matrix multiplication must be
documented, as seen in the following theorem.

Theorem 3. [Algebraic Properties of Matrices, Part 2] For all matrices A, B,C and scalars r, s

1. r(A + B) = rA + rB (distributivity of a scalar over matrices)

2. (r + s)A = rA + sA (distributivity of a matrix over scalars)

3. (rs)A = r(sA) (associativity of multiplication between two scalars and one matrix)

4. r(AB) = (rA)B = A(rB) (associativity of multiplication between a scalar and two matrices)

5. (B + C)A = BA + CA (right distributive property)

whenever the indicated operations are defined.

Again these claims can be justified by use of the corresponding property for real numbers and careful application of
the definitions of matrix addition and multiplication.

One final theorem for this section contains a list of identities concerning the matrix transpose and inverse. Claims
concerning only the transpose can be proven by comparing i, j-entries as before while those concerning the inverse
are most easily proven without reference to individual entries.

Theorem 4. [Algebraic Properties of Matrices, Part 3] For all matrices A and B and scalar r

1. (AT )T = A (transpose of the transpose)

2. (rA)T = rAT (transpose of a scalar multiple)

3. (rA)−1 = 1
r A−1 (inverse of a scalar multiple)

4. (A + B)T = AT + BT (transpose of a sum)

5. (AB)T = BT AT (transpose of a product)
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6. (A−1)−1 = A (inverse of the inverse)

7. (AB)−1 = B−1A−1 (inverse of a product)

8. (AT )−1 = (A−1)T (inverse of the transpose)

whenever the indicated operations are defined.

To make the point that the claims involving inverses can be proven without reference to entries, consider theorem
4 claim 6. In words it says the inverse of the inverse of a matrix is the matrix itself. Or in other words, if you find the
inverse of a matrix, then find the inverse of that matrix you get the original matrix. More in the words of the definition
of inverse (matrices A and B are inverses if and only if AB = BA = I), any statement about inverses can be rephrased
as a statement about a product. To show that two matrices are inverses, it is often best to show that their products, in
both orders, each equal the identity. As for claim 6, it suffices to show AA−1 = A−1A = I (the inverse of A−1 is the
matrix B such that BA−1 = A−1B = I), but that equality is true due to the definition of inverse—end of proof. The
claim is more a matter of perspective than a claim of something new.

While a list of 19 claims over 3 theorems may seem a bit overwhelming to digest, there are only a small few
that require great attention. The claims of theorem 2 are replicas of properties of real numbers with which you
are hopefully familiar. As such, it is the differences between the algebra of numbers and the algebra of matrices
that should gain your focus. Primarily there is no commutative property for multiplication of matrices! This has
consequences such as the appearance of claim 5 of theorem 3. The right distributive property is not necessary to
enumerate separately for real numbers because it follows from the combination of commutativity for multiplication
and distributivity of real numbers. The rest of theorem 3 is documentation of what you would probably expect to be
true about scalar multiplication.

In addition to the right distributive property, theorem 4 is worth careful scrutiny. It contains facts about the
relatively new concepts of inverses and transposes. In particular, notice that (claim 5) the transpose of a product is
the product of the transposes in the opposite order! Similarly, (claim 7) the inverse of a product is the product of the
inverses in the opposite order. Justification for this claim is requested in exercise 17.

Applications to eigenpairs
As an example of the utility of the properties of theorems 2 through 4, the claim if v is an eigenvector of A associated
with value λ, so is cv of section 1.7, page 43, can now be justified. Assuming v is an eigenvector of A, we know that
Av = λv (by definition). To justify the claim, we need to demonstrate that A(cv) = λ(cv):

A(cv) = c(Av) theorem 3 claim 4
= c(λv) definition of eigenpair
= (cλ)v theorem 3 claim 3
= (λc)v commutative property for multiplication of real numbers
= λ(cv) theorem 3 claim 3

Each algebraic manipulation must be supported by one of the theorems or a property of the real numbers.
As a second example of the utility of these theorems, we are also prepared to prove the claim that if (λ, v) is an

eigenpair for the matrix M, then (M − λI)v = 0, also from section 1.7. Technically the first line of the justification
should itself be justified in some general form before it is used. Can you supply such a proof? Answer on page 77.

0 = Mv − Mv the difference between a matrix and itself is a zero matrix
= Mv − λv definition of eigenpair (substitution of λv for Mv)

= Mv − λ(Iv) definition of identity matrix (substitution of Iv for v)
= Mv − (λI)v theorem 3 claim 4
= (M − λI)v theorem 3 claim 5

Key Concepts
algebraic properties of matrices see theorems 2, 3, and 4.

zero matrix an m × n matrix whose entries are all zero, denoted 0m×n or just 0 when its size is discernible through
context.
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Exercises
1. Illustrate the property by example. Then explain in your

own words why it is true.

(a) (A + B) + C = A + (B + C) (theorem 2 claim 2).

(b) A + 0 = A (theorem 2 claim 3).

(c) r(A + B) = rA + rB (theorem 3 claim 1).

(d) (r + s)A = rA + sA (theorem 3 claim 2).

(e) (rs)A = r(sA) (theorem 3 claim 3). [A]-349

(f) (rA)B = A(rB) (theorem 3 claim 4).

(g) (AT )T = A (theorem 4 claim 1).

(h) (rA)T = rAT (theorem 4 claim 2).

(i) (A + B)T = AT + BT (theorem 4 claim 4). [A]-349

2. Justify the property by showing that the i, j-entry of the
lefthand side of the equation equals the i, j-entry of the
righthand side.

(a) A + 0 = A (theorem 2 claim 3).

(b) A(BC) = (AB)C (theorem 2 claim 4). [S]-293

(c) A(B + C) = AB + AC (theorem 2 claim 5).

(d) (r + s)A = rA + sA (theorem 3 claim 2).

(e) (rA)B = A(rB) (theorem 3 claim 4).

(f) (B + C)A = BA + CA (theorem 3 claim 5).

(g) (AT )T = A (theorem 4 claim 1). [S]-293

(h) (A + B)T = AT + BT (theorem 4 claim 4).

(i) (AB)T = BT AT (theorem 4 claim 5).

3. Justify the claim by a string of equalities where each
equality is supported by a definition or theorem or claim
you justify separately.

(a) (AB)−1 = B−1A−1 (theorem 4 claim 7). [S]-293

(b) (AT )−1 = (A−1)T (theorem 4 claim 8).

4. Let A =

[
1 0
−3 2

]
and B =

[
4 −2
1 5

]
.

(a) Compute ABT .

(b) Without any further computation, find BAT and ex-
plain how you got it.

5. Let A =

[
4 7
3 5

]
. [A]-350

(a) Compute A−1.

(b) Without any further computation, find (AT )−1 and
explain how you got it.

6. Let A =

[
11 10 −6
−3 6 7

]
. Calculate 3A + 7A without

calculating 3A or 7A. [S]-293

7. Let A =

[
4 7 −10
−3 −1 7

]
. Calculate 2(3A) without

calculating 3A.

8. Let A =

[
9 6
−2 7

]
; B =

[
−10 3

5 −8

]
; and C =[

−1 3 −11
1 −2 9

]
. Calculate AC + BC without calcu-

lating AC or BC.

9. Let A =

[
3 4
−4 −5

]
. Calculate

(
1
3

A
)−1

without calcu-

lating
1
3

A.

10. Let A =

[
9 3 −5

10 11 −2

]
and B =

[
−3 5 −6
−8 12 0

]
.

Calculate (A + B)T without calculating A + B.

11. Calculate (AB)T without calculating AB.

(a) A =

[
0 −8
−12 5

]
; B =

[
10 −5
7 0

]
(b) A =

[
9 3
−4 −10

]
; B =

[
1 9
2 −8

]
12. Calculate (AB)−1 without calculating AB.

(a) A =

[
−3 2
7 −5

]
; B =

[
−8 −3
5 2

]
(b) A =

[
4 1
7 2

]
; B =

[
−2 3
1 −2

]
13. Justify the claim

(A + B)(C + D) = AC + AD + BC + BD

using a series of equalities, each one supported by a the-
orem.

14. Justify the claim by arguing that the i, j-entry on the left-
hand side of the conclusion equals the i, j-entry on the
righthand side of the conclusion.

(a) If A = B then A − B = 0. (The conclusion is
A − B = 0. Use the assumption that A = B in
your argument.)

(b) If A−B = 0 then A = B. (The conclusion is A = B.
Use the assumption that A − B = 0 in your argu-
ment.)

15. Let A be an m × n matrix. Justify the claim by arguing
that the i, j-entry on the lefthand side equals the i, j-entry
on the righthand side.

(a) A0n×` = 0m×` for any positive integer `.

(b) 0`×mA = 0`×n for any positive integer `.

16. Show that, for any matrix A, −A is the additive inverse of
A. That is, show

(a) −A + A = 0; and

(b) A + (−A) = 0. [A]-350

−A has the common meaning −1 · A.

17. Justify theorem 4 part 7. [A]-350
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Answers
difference of a matrix with itself The general statement that if A is any matrix then A − A = 0 can be proven by

noting that
(A − A)i, j = Ai, j − Ai, j = 0

for all entries (A − A)i, j.
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3.2 Matrix Equations

The algebraic equation

x − 7 = 5

is commonly solved by adding 7 to both sides of the equation. The reason this works is because −7 + 7 = 0 (7 is
the additive inverse of −7) and x + 0 = x (0 is the additive identity). In linear algebra there is an additive identity
matrix (theorem 2 claim 3) and there are additive inverses (section 3.1 exercise 16), so analogous equations ought to
be solvable similarly. Indeed they are! The matrix equation

X −
[

7 1
−3 8

]
=

[
5 −3
2 4

]
(3.2.1)

can be solved by the same process. Adding
[

7 1
−3 8

]
to both sides of the equation gives

X −
[

7 1
−3 8

]
+

[
7 1
−3 8

]
=

[
5 −3
2 4

]
+

[
7 1
−3 8

]
X +

[
0 0
0 0

]
=

[
5 + 7 −3 + 1
2 − 3 4 + 8

]
X =

[
12 −2
−1 12

]

Substituting
[

12 −2
−1 12

]
for X in equation (3.2.1) yields a true statement, so

[
12 −2
−1 12

]
is a solution.

The slightly more advanced equation

8x − 7 = 5

is commonly solved by first adding 7 to both sides and then dividing both sides by 8 (or equivalently multiplying both
sides by 1

8 , the multiplicative inverse of 8). This might be demonstrated as follows.

8x − 7 = 5
8x − 7 + 7 = 5 + 7

8x = 12
8x
8

=
12
8

x =
3
2

This method works because, in addtion to the facts that −7 and 7 are additive inverses and 0 is the additive identity,
8
8 = 1 (8 and 1

8 are multiplicative inverses) and 1x = x (1 is the multiplicative identity). In linear algebra, there are
multiplicative identity matrices and there are multiplicative inverses (section 1.6), so analogous equations ought to be
solvable similarly. Indeed they are! The matrix equation

[
9 4
4 2

]
X −

[
7 1
−3 8

]
=

[
5 −3
2 4

]

can be solved by the same process. Adding
[

7 1
−3 8

]
to both sides of the equation and then (left) multiplying both
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sides by
[

9 4
4 2

]−1

gives

[
9 4
4 2

]
X −

[
7 1
−3 8

]
+

[
7 1
−3 8

]
=

[
5 −3
2 4

]
+

[
7 1
−3 8

]
[

9 4
4 2

]
X =

[
12 −2
−1 12

]
[

9 4
4 2

]−1 [
9 4
4 2

]
X =

[
9 4
4 2

]−1 [
12 −2
−1 12

]
[

1 −2
−2 9

2

] [
9 4
4 2

]
X =

[
1 −2
−2 9

2

] [
12 −2
−1 12

]
[

1 0
0 1

]
X =

[
14 −26
−57

2 58

]
X =

[
14 −26
−57

2 58

]

Substituting
[

14 −26
−57

2 58

]
for X in the original equation yields a true statement, so

[
14 −26
−57

2 58

]
is a solution.

It seems as though the familiar ideas of adding, subtracting, multiplying, and “dividing” both sides of an equation
are valid steps in solving matrix equations, but better not to take it for granted on the back of a pair of examples. In
adding a matrix to both sides of an equation (or subtracting a matrix from both sides of an equation) in an attempt to
solve it, we are using the principle that for matrices A, B,C

if A = B then A + C = B + C (3.2.2)

whenever the indicated operations are defined. Since the veracity of this proposition is critical to the logical validity
of the solutions above, solid proof is warranted.

The principle of equality suggested in exercise 14 of section 3.1 is useful. It says that A = B if and only if
A − B = 0. That is, if we know that A = B, we can safely say that A − B = 0. And if we know that A − B = 0, we can
safely say that A = B. Hopefully that sounds logical whether you have completed exercise 14 or not.

Getting back to proposition (3.2.2), note that it begins with the assumption that A = B. By the principle of equality
we can immediately deduce that 0 = A − B. Now because C − C = 0 for any matrix C and 0 is the additive identity,
we can proceed as follows.

0 = A − B

= (A − B) + 0
= (A − B) + (C −C)
= ((A − B) + C) −C

= (A + (−B + C)) −C

= (A + (C − B)) −C

= ((A + C) − B) −C

= (A + C) + (−B −C)
= (A + C) − (B + C)

We have used associativity and commutativity for addition of matrices as well as the distributive property. Now that
we have 0 = (A + C) − (B + C) we conclude that A + C = B + C.

Equally critical to the second solution above is the principle that for matrices A, B,C

if A = B then CA = CB (3.2.3)

whenever the indicated operations are defined. The proof is very similar to the proof of (3.2.2). Starting with A = B
allows us to proceed with 0 = A − B, but this time we employ the fact that C0 = 0 for any matrix C (exercise 15 of
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section 3.1):

0 = A − B

= C(A − B)
= CA −CB

and therefore CA = CB. It is also true that

if A = B then AC = BC (3.2.4)

whenever the indicated operations are defined. Why is this claim needed? Can you justify this claim? Answers on
page 84.

Symbolic equations
The need to solve a wholly symbolic equation often arises in the study of mathematics. Principles (3.2.2), (3.2.3),
and (3.2.4) are often used to solve such equations. Suppose XA − I = B and we are interested in solving for X, for
example. The process is the same as we would use if all the symbols represented numbers. We isolate the X by adding
to or multiplying both sides of the equation by appropriate matrices:

XA − I + I = B + I

XA = B + I

XAA−1 = (B + I)A−1

X = (B + I)A−1

Notice the careful right-multiplication of both sides in the third line. It is not valid to left-multiply one side of the
equation while right-multiplying the other. Also, we should note that this solution is only good as long as A is
invertible!

The most important equation in linear algebra
For essentialy the entire rest of this textbook, we will be concerned with solving equations of the form

Mv = b (3.2.5)

for v. Symbolically the solution is straightforward when M is invertible. Using associativity of multiplication,
principle (3.2.3), and the definitions of inverse and identity matrices:

M−1(Mv) = M−1b

(M−1M)v = M−1b

Iv = M−1b

v = M−1b (3.2.6)

but understanding it and its ramifications is not. Plus, what if M is not invertible?
On page 51 it was discovered that the product of a matrix A left-multiplied by an elementary matrix E could be

calculated one row at a time by noting that each row of EA is the linear combination of the rows of A with coefficients
from the corresponding row of E. In symbols, row r of EA can be computed as (EA)r,: = Er,1A1,: + Er,2A2,: + · · · +

Er,nAn,:. But this computation holds for any matrix product. Given any matrices B and A where BA is defined—that
is, B has the same number of columns as A has rows, say n—row r of BA can be computed as

(BA)r,: = Br,1A1,: + Br,2A2,: + · · · + Br,nAn,:. (3.2.7)

This fact is helpful in understanding matrix products such as the one in (3.2.5). For example, suppose the third row
of M is twice the first row of M. Then the third row of b must be twice the first row of b. From (3.2.7)

b1,: = M1,1v1,: + M1,2v2,: + · · · + M1,nvn,:

b3,: = M3,1v1,: + M3,2v2,: + · · · + M3,nvn,:
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but M3,: = 2M1,:, which means M3,1 = 2M1,1, M3,2 = 2M1,2, . . . ,M3,n = 2M1,n, so

b3,: = 2M1,1v1,: + 2M1,2v2,: + · · · + 2M1,nvn,:

= 2(M1,1v1,: + M1,2v2,: + · · · + M1,nvn,:)
= 2b1,:

As a consequence, for such a matrix M, equation (3.2.5) can only have solutions if the third row of b happens to be
twice the first row of b. There are choices of b for which the equation has no solution!

Exercises 9 through 11 of section 1.5 provide evidence that any matrix M in which some row is a linear combi-
nation of the others (this is certainly the case for a matrix where the third row is twice the first) will have determinant
zero. Formula (1.6.2) suggests that matrices with zero determinant are not invertible. Stringing all this together, it
seems the following concepts are interconnected.

• Some row of M is a linear combination of the others.

• M has determinant zero.

• M is not invertible.

• The equation Mv = b has no solution for certain choices of b.

We are not quite ready to prove the connection, but the pieces of the puzzle are falling into place. Taking a slightly
different perspective on matrix multiplication will add one more item to the list.

Just as we can imagine the product of two matrices as a collection of linear combinations of the rows of the
righthand matrix, we can also imagine the product as a collection of linear combinations of the columns of the
lefthand matrix. Thinking generally again, suppose we are given an arbitrary pair of matrices B and A where BA
is defined—that is, B has the same number of columns as A has rows, say n. By definition the i,c-entry of BA is
Bi,1A1,c + Bi,2A2,c + · · · + Bi,nAn,c. Swapping the order of each product, (BA)i,c = A1,cBi,1 + A2,cBi,2 + · · · + An,cBi,n. In
particular,

(BA)1,c = A1,cB1,1 + A2,cB1,2 + · · · + An,cB1,n

(BA)2,c = A1,cB2,1 + A2,cB2,2 + · · · + An,cB2,n

...

(BA)m,c = A1,cBm,1 + A2,cBm,2 + · · · + An,cBm,n (3.2.8)

Reading these equations together (as columns of numbers) from left to right, they imply that column c of BA (the
lefthand sides of the equations) equals A1,c times column 1 of B (the first terms of the righthand sides) plus A2,c times
column 2 of B (the second terms of the righthand sides) plus A3,c times column 3 of B (the third terms of the righthand
sides), and so on. In symbols,

(BA)1,c
(BA)2,c

...
(BA)m,c

 = A1,c


B1,1
B2,1
...

Bm,1

 + A2,c


B1,2
B2,2
...

Bm,2

 + · · · + An,c


B1,n
B2,n
...

Bm,n


In other words, column c of BA is a linear combination of the columns of B where the coefficients for the linear
combination come from column c of A. In short,

(BA):,c = A1,cB:,1 + A2,cB:,2 + · · · + An,cB:,n. (3.2.9)

In the special case of equation (3.2.5),

(Mv):,c = v1,cM:,1 + v2,cM:,2 + · · · + vn,cM:,n

but v is a vector (column matrix) so it has only one column. Accordingly, Mv has only one column and we can write

Mv = v1,1M:,1 + v2,1M:,2 + · · · + vn,1M:,n. (3.2.10)
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Revisiting the case where the third row of M is twice the first, this means

b = Mv = v1,1M:,1 + v2,1M:,2 + v3,1(2M:,1) + · · · + vn,1M:,n

= (v1,1 + 2v3,1)M:,1 + v2,1M:,2 + · · · + vn,1M:,n

Letting v1,1 = −2, v3,1 = 1 and v j,1 = 0 for all j not equal to 1 or 3, it turns out b = 0. In other words, the associated
homogeneous equation Mv = 0 has a solution where v , 0, a nontrivial solution. Finally, we add

• Mv = 0 has a nontrivial solution.

to the list of related concepts. But wait, there’s more!
Equation (3.2.8) has the form of a system of linear equations with variables A1,c, A2,c, . . . , An,c. Can you show

that the equation Mv = b is equivalent to a linear system of equations whose augmented matrix is
[

M b
]

and
variables are v1,1, v2,1, . . . , vn,1? Answer on page 84. That makes the last item in our list of related concepts

• The linear system represented by the augmented matrix
[

M b
]

has no solution for certain choices of b.

Wow. Apparently there are six ways of understanding the same phenomenon.

Key Concepts
addition property of equality for all matrices A, B,C if A = B then A + C = B + C whenever the sums are defined.

left multiplication property of equality for all matrices A, B,C if A = B then CA = CB whenever the products are
defined.

matrix form of a linear system if v is a (variable) vector with n entries, the matrix equation Mv = b is equivalent
to the linear system with augmented matrix

[
M b

]
and variables v1,1, v2,1, . . . , vn,1.

matrix product as a linear combination of rows given matrices A and B, if BA is defined then row r of BA can be
computed as a linear combination of the rows of A using row r of B as coefficients:

(BA)r,: = Br,1A1,: + Br,2A2,: + · · · + Br,nAn,:.

matrix product as a linear combination of columns given matrices A and B, if BA is defined then column c of BA
can be computed as a linear combination of the columns of B using column c of A as coefficients:

(BA):,c = A1,cB:,1 + A2,cB:,2 + · · · + An,cB:,n.

In the special case of a matrix M times a vector v =
[

v1 v2 · · · vn

]T
,

Mv = v1M:,1 + v2M:,2 + · · · + vnM:,n.

nontrivial solution a solution v , 0 of the equation Mv = 0.

right multiplication property of equality for all matrices A, B,C if A = B then AC = BC whenever the products
are defined.

Exercises

1. Solve

(a) X +

[
−8 −4
19 6

]
=

[
10 11
16 9

]

(b)
[
−4 −7
−14 3

]
+ X =

[
12 −20
−16 0

]
[A]-350

(c)
[

0 −19
−1 8

]
− X =

[
−2 19
−14 20

]
[S]-294

(d) 5X +

[
1 0
−13 11

]
=

[
−20 −17

2 −5

]
2. Solve

(a)
[

1 0
2 1

]
X =

[
−18 2
−2 −8

]
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(b)
[

5 2
6 3

]
X =

[
13 −13
−19 7

]
[S]-294

(c)
[

7 2
3 1

]
X+

[
−13 18
−11 10

]
=

[
−20 14
15 −2

]
[A]-

350

(d)
[
−13 1
19 4

]
−

[
−5 9
−3 5

]
X =

[
−16 4

1 −6

]
3. Solve for the specified variable. Assume all indicated op-

erations are defined. Make a note whenever you assume
a matrix is invertible.

(a) XYZ = B for Y

(b) XYZ = B for Z [A]-350

(c) A(3B + I) = C for B

(d) PDP−1 = A for D [S]-294

(e) 2A(B−1 + CT ) = D for C [A]-350

(f) (3C)T + 2B−1 = A for B

4. Write the matrix equation as an equivalent linear system.

(a) Ax = c; A =

[
−6 2 19
−14 1 −10

]
; x =[

x1 x2 x3

]T
; c =

[
7 3

]T

(b) Ax = 0; A =

 −34 −3 37
−118 9 109

26 −3 −23

; x =

[
x y z

]T
;

(c) Tr1 = r2; T =

[
10 14
−6 −3

]
; r1 =

[
r
s

]
; r2 =[

−8
9

]
[A]-350

(d) Mv = b; M =

 −4 −14
−17 6
−16 −12

; v =

[
v1

v2

]
;

b =

 4
−3
0


5. Specify the matrix M, vector v, and vector b so that the

matrix equation Mv = b is equivalent to the linear sys-
tem.

(a)
−12x − 6y − 7z = 16

− 5y + 18z = 2
−15x + 10y + 8z = −11

(b)
−15x1 + 4x2 = −14
−4x1 − 17x2 − 7x3 = 3

(c)
15r − 11s = 0
3r + 10s = 0

(d)
14v1 − 17v2 = −11
2v1 = −4
9v1 − 2v2 = −8

[A]-350

6. Compute the second row of the product (if it exists) with-
out computing the rest of the product.

(a)


2 2 1 5
0 1 −5 −4
5 0 3 −3
3 −2 −4 4
4 −1 −1 −3



−3 3
2 −4
−5 5
0 1


(b)

[
−3 2 3
0 −1 4

]  0 4 −3
1 −4 5
3 2 −1


(c)

 −4 5 −3 −4
0 −3 3 2
4 1 4 −5



−3 3
2 −4
−5 5
0 1

 [S]-294

(d)
[
−3 2 3
0 −1 4

]  0 4 −3
1 −4 5
3 2 −1

 [A]-350

7. Compute the third row of the product in question 6 (if it
exists) by summing an appropriate linear combination of
row vectors. [S]-294 [A]-350

8. Compute the second column of the product in question
6 (if it exists) without computing the first. [S]-295 [A]-
350

9. Compute the third column of the product in question 6 (if
it exists) by summing an appropriate linear combination
of column vectors. [S]-295 [A]-350

10. Suppose the third column of A contains all zeros. What
can you say about the third column of BA? Why? As-
sume BA is defined.

11. Suppose the second row of B contains all ones. What can
you say about the second row of BA? Why? Assume BA
is defined.

12. Suppose the fifth column of A is three times the second
column of A. What can you say about the fifth column
of BA? Why? Assume BA is defined.

13. Demonstrate that the zero product rule, which holds for
real numbers, does not hold for matrices. That is, show
that the claim “if A and B are matrices such that AB = 0,
then A = 0 or B = 0” is false. Do so (four times over) by
providing examples of matrices A and B such that A , 0
and B , 0 yet AB = 0 in each of the following cases.

(a) A and B are nonsquare matrices.

(b) A is square but B is not square.

(c) B is square but A is not square.

(d) A and B are both square.

14. Argue that if AB = 0 then one of the following must be
true.

• det A = 0

• det B = 0

• A is not square

• B is not square

Use the fact that for a square matrix M, det M = 0 if and
only if M is noninvertible.
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15. Show that the converse of (3.2.2) is true. That is, justify
the claim that for all matrices A, B,C, if A + C = B + C
then A = B whenever the sums are defined.

16. Show that the converse of (3.2.3) is false by supplying
matrices A, B,C such that CA = CB but A , B.

Answers
multiplication property of equality part 2 Claims (3.2.3) and (3.2.4) are distinct, and therefore both needed, be-

cause matrix multiplication is not commutative. Claim (3.2.4) can be proven as follows. Since A = B, 0 = A−B.
Hence, if A = B then

0 = A − B

= (A − B)C
= AC − BC

and therefore AC = BC.

Mv = b as a linear system Let M be an m × n matrix and suppose Mv = b (making v a vector with n entries and b
a vector with m entries). Then

Mv =


M1,1 M1,2 · · · M1,n
M2,1 M2,2 · · · M2,n
...

...
. . .

...
Mm,1 Mm,2 · · · Mm,n




v1,1
v2,1
...

vn,1


=


M1,1v1,1 + M1,2v2,1 + · · · + M1,nvn,1
M2,1v1,1 + M2,2v2,1 + · · · + M2,nvn,1

...
Mm,1v1,1 + Mm,2v2,1 + · · · + Mm,nvn,1


setting this vector equal to b gives

M1,1v1,1 + M1,2v2,1 + · · · + M1,nvn,1
M2,1v1,1 + M2,2v2,1 + · · · + M2,nvn,1

...
Mm,1v1,1 + Mm,2v2,1 + · · · + Mm,nvn,1

 =


b1,1
b2,1
...

bm,1


which can only be true if corresponding entries are equal. In other words,

M1,1v1,1 + M1,2v2,1 + · · · + M1,nvn,1 = b1,1

M2,1v1,1 + M2,2v2,1 + · · · + M2,nvn,1 = b2,1

...

Mm,1v1,1 + Mm,2v2,1 + · · · + Mm,nvn,1 = bm,1

Therefore, the equation Mv = b is equivalent to the system with augmented matrix
[

M b
]

and variables
v1,1, v2,1, . . . , vn,1.
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3.3 Linear Independence
The matrices

A =

[
2 −4
3 −6

]
, B =

[
4 2 6
−1 −9 7

]
, C =

 3 3 −5
−8 2 0
5 −4 7

 ,
D =


−11 10 −5 3 7 −1
−8 −1 6 6 0 1
−2 8 7 −9 −15 −3
8 5 −10 −7 5 2


have something in common. Each matrix has a column that can be written as a linear combination of the other
columns in the matrix. Not all matrices have this property, and there is an important distinction between those that do
and those that do not.

Compare E =

[
2 −8
1 5

]
to A, for example. In E, neither column is a multiple of the other so neither column can

be written as a linear combination of the other. In A, the second column is −2 times the first:

• A:,2 = −2A:,1

You may be struggling a little bit to see this as a linear combination, but nothing in the definition of linear combination
requires more than one term. So if an object is a multiple of another it is a linear combination of it.

Notice that det A = 0 while det E , 0. The matrix with one column that can be written as a linear combination of
the others has 0 determinant while the matrix whose columns can not be written as linear combinations of the others
has nonzero determinant. We made a similar observation about linear combinations of the rows of a matrix and its
determinant in section 1.5.

For matrices B,C,D it is less clear that one column is a linear combination of the others, but you can check that

• B:,3 = 2B:,1 − B:,2

• C:,1 = −4C:,2 + 3C:,3

• D:,5 = 2D:,1 + 2D:,2 + 0D:,3 + 3D:,4 + 0D:,6

Don’t be misled by the suggestion that “one column” is a linear combination of the others, however. It is true, but does
not tell the whole story. In no case is the column written in terms of the others special. For matrix A, for example, we
could have easily pointed out that the first column is − 1

2 the second. The first column is a linear combination of the
second, and the second column is a linear combination of the first. Neither one should take precedence.

A little algebra will show that all the following equations are also true.

• B:,2 = 2B:,1 − B:,3

• B:,1 = 1
2 B:,2 + 1

2 B:,3

• C:,3 = 1
3C:,1 + 4

3C:,2

• C:,2 = − 1
4C:,1 + 3

4C:,3

• D:,1 = −D:,2 −
3
2 D:,4 + 1

2 D:,5

• D:,2 = −D:,1 −
3
2 D:,4 + 1

2 D:,5

• D:,4 = − 2
3 D:,1 −

2
3 D:,2 + 1

3 D:,5

The entire set of columns involved (with nonzero coefficient) in the linear combination is special. Any such column
can be written as a linear combination of the others.

To emphasize that the set of columns is special, not that one particular column within the matrix is special, each
of the equations above can be rearranged so one side of the equation becomes 0. As a result, instead of having the 11
equations above, where in each case one column is spotlighted as the “special” column being writen in terms of the
others, we have
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• 2A:,1 + A:,2 = 0

• 2B:,1 − B:,2 − B:,3 = 0

• C:,1 + 4C:,2 − 3C:,3 = 0

• 2D:,1 + 2D:,2 + 0D:,3 + 3D:,4 − D:,5 + 0D:,6 = 0

The fact that columns within the matrix can be written as linear combinations of the others is captured, but no
particular column is prominent, motivating the following definition.

Let S be a set of objects on which addition and scalar mutliplication are defined and which contains an additive
identity, called 0. For scalars x1, x2, . . . , xn and objects b1, b2, . . . , bn of S , we say that b1, b2, . . . , bn are linearly
dependent or that {b1, b2, . . . , bn} is a linearly dependent set if there is a solution of

x1b1 + x2b2 + · · · + xnbn = 0 (3.3.1)

where not all the xi are zero. Such a solution is called a nontrivial solution. Otherwise the objects b1, b2, . . . , bn

are linearly independent and {b1, b2, . . . , bn} is a linearly independent set. Note that the 0 in (3.3.1) is the additive
identity, not necessarily the number 0.

In addition to being a statement about the set of objects rather than one special member of the set, this definition
handles the case when one of the objects in the set is the 0 object (additive identity) itself. In this case, that particular
object is special. It can be written as a linear combination of the others (with all coefficients equal to zero) but it is
not necessarily the case that any of the other objects can be written as a linear combination of the remaining ones. To
illustrate, suppose

E =

 1 −4 0
2 5 0
3 −1 0


The third column is a zero vector. Accordingly,

E:,3 = 0E:,1 + 0E:,2

so the third column is a linear combination of the first two. However, neither of the first two columns is a linear
combination of the others. This is clear since the first two columns are not multiples of one another. In the context of
the definition, we have

0E:,1 + 0E:,2 + E:,3 = 0,

a nontrivial linear combination (not all of the coefficients are zero) of the columns that sums to 0. No fanfare. No
notes of special cases. The definition of linear dependence is clean and direct.

Matrix Characterization Part 1
Free variables, solution sets of linear systems, and pivot positions of matrices are all directly connected to the concept
of linear dependence.

Theorem 5. [Characterization of Matrices Part 1] Suppose M is an m × n matrix, v has n entries, and b has m
entries. Then the following are equivalent.

(i) The columns of M are linearly independent.

(ii) No column of M is a linear combination of the others.

(iii) Mv = 0 has only the trivial solution.

(iv) M has a pivot position in every column.

(v) There is a matrix L such that LM = I.

(vi) Mv = b has at most one solution for each b.

(vii) Mv = b has no free variables.
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The following list of arguments will show that if one of the statements is true, so is another...and if that one is true so
is a third...and if that one is true so is the next...and so on until all the statements have been justified. Such a series of
justifications means that if the first statement is true, they are all true since they all followed logically from the first.
Proving they are equivalent requires one more step. The last statement will be shown to imply the first, completing
a logical path from any one of the statements to any other. Closing the loop this way means that if any one of the
statements is true, they are all true, the very meaning of equivalent!

Crumpet 18: Proof by Contraposition

Suppose you are trying to prove that if some statement, call it p, is true, then some other statement, call it q is true. In
short, you are trying to prove that if p is true then q is true. Then it is just as good to prove the contrapositive claim,
if q is false then p is false, because if the contrapositive is true then it is impossible to have both q false and p true. In
other words, if p is true so is q because q cannot be false at the same time p is true (and that means if p is true then q
is true). By similar logic, if any statement in a list of equivalent statements is false, they are all false.

The following arguments demonstrate that (i)⇒ (ii), (ii)⇒ (iii), (iii)⇒ (iv), (iv)⇒ (v), (v)⇒ (vi), (vi)⇒ (vii),
(vii) ⇒ (iii), and (iii) ⇒ (i). More succinctly, (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v) ⇒ (vi) ⇒ (vii) ⇒ (iii) ⇒ (i), and
diagrammatically,

(i) (iv) ⇒ (v)
⇓ v t ⇓

(ii) ⇒ (iii) ⇐ (vii) ⇐ (vi)
The diagram illustrates a logical path from any one of the statements to any other. Therefore, justifying each statement
as claimed shows that the statements are equivalent.

(i)⇒ (ii) Requested in exercise 20.

(ii)⇒ (iii) Suppose Mv = 0 has a nontrivial solution, v =
[

x1 x2 · · · xn

]T
. Then Mv = x1M:,1 + x2M:,2 +

· · · + xnM:,n = 0, and since v is a nontrivial solution, one of the entries of v is nonzero, say xi. Therefore,
xiM:,i = −x1M:,1 − . . . − xi−1M:,i−1 − xi+1M:,i+1 − . . . − xnM:,n and more to the point,

M:,i = −
x1

xi
M:,1 − . . . −

xi−1

xi
M:,i−1 −

xi+1

xi
M:,i+1 − . . . −

xn

xi
M:,n

making column i a linear combination of the other columns.

(iii)⇒ (iv) Suppose M does not have a pivot position in every column. Then Mv = 0, a consistent system with
solution v = 0, has free variables. By theorem 1, Mv = 0 has more than one solution.

(iv)⇒ (v) Let R be the reduced row echelon form of M. Because M has a pivot position in every column the first
m rows of R, R1:m,:, must be the m × m identity matrix. Because R = Ek · · · E2E1M for some n × n elementary
matrices E1, E2, . . . , Ek, we have R = EM where E = Ek · · · E2E1. Hence E1:m,:M = R1:m,: = I. Let L = E1:m,:.

(v)⇒ (vi) Suppose LM = I and Mv = b. Then L(Mv) = Lb⇒ (LM)v = Lb⇒ Iv = Lb⇒ v = Lb. Hence Mv = b
has exactly one solution, v = Lb. So Mv = b either has zero or one (in other words, at most one) solution.

(vi)⇒ (vii) Suppose Mv = b has a free variable (for every b) and let b = M:,1. Then v =
[

1 0 0 · · · 0
]T

is
a solution of Mv = b so Mv = b is consistent. By theorem 1 a consistent linear system with free variables has
infinitely many solutions.

(vii)⇒ (iii) Suppose Mv = b has no free variables (for any b). Then Mv = 0 has no free variables and is consistent,
having v = 0 as a solution. By theorem 1, Mv = 0 has exactly one solution, the trivial solution.

(iii)⇒ (i) Let v =
[

v1 v2 · · · vn

]T
. By assumption, Mv = v1M:,1 +v2M:,2 + · · ·+vnM:,n = 0 has only the trivial

solution. By definition of linear independence, M:,1,M:,2, · · · ,M:,n (the columns of M) are linearly independent.

Later, we will see that the determinant, row equivalence, invertibility, and function concepts are also directly con-
nected to these statements.



88 CHAPTER 3. MATRIX ALGEBRA

Key Concepts
characterization of matrices see theorem 5.

equivalent statements a list of statements such that if one of them is true they are all true.

linearly dependent objects b1, b2, . . . , bn are linearly dependent whenever {b1, b2, . . . , bn} is a linearly dependent set.

linearly independent objects b1, b2, . . . , bn are linearly independent whenever {b1, b2, . . . , bn} is a linearly indepen-
dent set.

linearly independent set a set that is not linearly dependent.

linearly dependent set a set for which a nontrivial linear combination of its elements equals the additive identity.

nontrivial linear combination a linear combination in which not all the coefficients are zero.

nontrivial solution any solution x1, x2, . . . , xn of the equation x1b1 + x2b2 + · · · + xnbn = 0 where not all the xi are
zero.

trivial solution the solution x1 = x2 = · · · = xn = 0 of the equation x1b1 + x2b2 + · · · + xnbn = 0.

Exercises
1. Show that the vectors are linearly independent.

(a)
[

5
4

]
,

[
−1
−1

]
[S]-295

(b)
[

1
2

]
,

[
0
5

]

(c)

 −1
2
−1

 ,
 4
−3
−3

 [S]-296

(d)

 3
2
−4

 ,
 −2
−4
3


(e)

 −5
−4
−1

 ,
 −5
−3
2

 ,
 −1
−4
−2


(f)

 −2
5
1

 ,
 −5
−4
1

 ,
 0

3
1


(g)


1
0
−1
−2

 ,

−4
−2
−1
−1

 ,

−3
−2
3
3


(h)


−1
−3
5
−4

 ,


5
0
−3
3

 ,


0
−5
5
−1


2. Show that the linear system has at most one solution for

any values b1, b2, b3, b4.

(a)
4x + 11y = b1

5x + 12y = b2

(b)
−x1 + x2 = b1

−8x1 + 7x2 = b2

5x1 + x2 = b3

(c)
2v1 − v2 − v3 = b1

7v1 + 2v2 = b2

−4v1 − v2 + v3 = b3

[S]-296

(d)

x + 5y + 7z = b1

6x + 7y + 2z = b2

−6x + 3y − z = b3

5x + y = b4

[S]-297

(e)
−3x + y = b1

11x + 4y = b2

(f)
−x1 = b1

8x1 − 7x2 = b2

6x1 + 5x2 = b3

(g)
−2v1 + 4v2 − 6v3 = b1

3v1 + 6v2 + 7v3 = b2

6v1 − 8v2 + 2v3 = b3

(h)

x + 7y + z = b1

8x + 8y + 6z = b2

−4x + 6y − 7z = b3

−7x + 2y − 5z = b4

3. Show that the homogeneous system has only one solu-
tion, the trivial solution.

(a)
[

1 8
1 −5

]
v = 0 [S]-297

(b)
[

6 5
5 −2

] [
v1

v2

]
=

[
0
0

]

(c)

 −2 5
5 −8
−2 0


[

x1

x2

]
=

 0
0
0


(d)

 5 1
−3 3
2 −2

 x = 0

(e)

 5 6 1
6 −7 −2
−1 −4 −1

 x =

 0
0
0


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(f)

 −4 −2 −1
−3 3 4
2 1 5


 x1

x2

x3

 = 0

(g)


6 3 −1
5 0 1
1 −4 1
5 7 −4


 v1

v2

v3

 = 0 [S]-297

(h)


0 1 4
−4 3 5
1 1 −1
−3 −1 5

 v =


0
0
0
0


4. Show that the functions are linearly independent.

(a) 1 + t, t + t2, and 1 + t2

(b) sin2 t and cos2 t [S]-297

(c) ex and e2x

5. Show that the functions are linearly dependent.

(a) 1 + 3t − 2t2, −9 − 23t + 21t2, and 1 + 7t + t2

(b) 1, sin2 t, and cos2 t

(c) sin2 t, cos2 t, and cos(2t) [S]-298

6. Do the columns of the matrix form a linearly independent
set?

(a)
[

12 21
−24 58

]

(b)

 −3 9
11 1
−6 7


(c)

[
−8 −5 −7
5 −9 −6

]

(d)

 −1 −5 −10
1 −8 6
−9 −4 10


(e)

 1 −1 5 4
−2 −11 9 −7
6 −5 11 −6


(f)


2 −2 −9
0 −11 −8
9 6 −5
1 −7 8


(g)


−54 −30 −96 9 6 −74
−24 4 −93 −68 21 15
70 −89 78 26 −78 0
−46 68 −87 −88 −39 67

 [S]-

298

7. Determine whether the set is linearly independent.

(a)

{
−10t + t2 − 5t3, 2t + 6t2 − 2t3,

31t + 14t3
}

(b)

{[
1 8 −11

]
,
[

9 4 −7
]
,[

4 −2 2
]} [S]-298

(c)
{[

3 −4
−6 −3

]
,

[
21 6
−18 13

]
,

[
6 9
0 11

]}

8. Is the empty set linearly independent or linearly depen-
dent? [A]-350

9. A 9 × 6 matrix has linearly independent columns. How
many pivot positions does it have?

10. A 7 × 6 matrix has 5 pivot positions. What can you say
about the linear independence of its columns?

11. Give an example of a 3 × 2 matrix M such that Mv = 0

(a) has only the trivial solution
(b) has a nontrivial solution

12. What are the possible reduced row echelon forms of a
4 × 3 matrix with [A]-350

(a) linearly independent columns?
(b) linearly dependent columns?

13. What are the possible row echelon forms of a 2×2 matrix
with

(a) linearly independent columns?
(b) linearly dependent columns?

14. If M is an m × n matrix with linearly independent
columns, what can you say about the relationship be-
tween m and n? HINT: Can a matrix with linearly in-
dependent columns have more columns than rows?

15. Find the value(s) of x for which the matrix has linearly
independent columns.

(a)
[

2 −6
3 x

]
(b)

[
x 4
−2 7

]
[A]-350

(c)

 1 8 0
6 x 1
−3 −2 5


(d)

 1 8 2
6 45 1
−3 −20 x

 [A]-350

16. Find the value(s) of x for which the matrix has linearly
dependent columns.

(a)
[

3 x
−5 4

]
(b)

[
2 7
x 5

]
[A]-350

(c)

 x −6 27
−2 8 −30
−1 5 −18


(d)

 1 5 −4
−5 3 x
−7 −11 4

 [A]-350

17. Find a nontrivial solution of Mv = 0 using the fact that
the first and second columns of M are identical. Do not
use row reduction.

M =


94 94 85
−97 −97 83

6 6 24
5 5 −77





90 CHAPTER 3. MATRIX ALGEBRA

18. Argue that the statements are equivalent. [S]-298

(a) x = 8

(b) x is a perfect cube between 6 and 20.

19. Argue that the statements are equivalent.

(a) The graph of f is a line with slope 3 and y-intercept
−5.

(b) f (x) = 3x − 5.

(c) f is a first degree polynomial passing through
(−10,−35) and (10, 25).

HINT: This requires three separate arguments.

For exercises 20 and 21 assume that addition and scalar mul-
tiplication are defined on the objects and that there exists an
additive identity.

20. Argue that if a set of objects is linearly independent then
none of the objects is a linear combination of the others.
HINT: Try proof by contraposition with multiple cases.
Suppose one of the objects in the set is a linear combina-
tion of the others, and logically conclude that the set is
linearly dependent.

21. Argue that if none of the objects of a set is a linear com-
bination of the others, then the set is linearly indepen-
dent. HINT: Try proof by contraposition. Suppose the
set is linearly dependent, and logically conclude that one
of the objects in the set is a linear combination of the
others.

The key ingredient in the proof of the uniqueness of reduced
row echelon form (crumpet 23 on page 160) is that row oper-
ations do not affect the linear dependence relationships among
the columns of a matrix. To illustrate the claim, three matrices
are given in exercises 22 and 23—M; F, a row echelon form of
M; and R, the reduced row echelon form of M.

22. Linear dependence is maintained. (i) Find a nontrivial
linear combination of (some of) the columns of R that
sums to 0. (ii) Check that the same linear combination of
columns of F sums to 0. (iii) Check that the same linear
combination of columns of M sums to 0.

(a) R =


1 0 −11/8 0
0 1 9/8 0
0 0 0 1
0 0 0 0


F =


9 3 −9 4
0 −8 −9 10
0 0 0 7
0 0 0 0



M =


0 120 135 −136
−45 −279 −252 289

0 56 63 −63
9 243 261 −268


(b) R =


1 −7/9 0 0
0 0 1 0
0 0 0 1
0 0 0 0


F =


−9 7 −11 −11
0 0 10 −3
0 0 0 7
0 0 0 0


M =


180 −140 950 −20
−108 84 −512 −11
−72 56 −358 0
−189 147 −971 12

 [A]-350

23. Linear independence is maintained. (i) Find two different
pairs of linearly independent columns of R. (ii) Check
that the same two pairs of columns of F are linearly inde-
pendent. (iii) Check that the same two pairs of columns
of M are linearly independent.

(a) R =


1 −6/11 0 3/11
0 0 1 4
0 0 0 0
0 0 0 0


F =


11 −6 −2 −5
0 0 3 12
0 0 0 0
0 0 0 0


M =


−33 18 18 63
−99 54 21 57
1056 −576 −204 −528
253 −138 −49 −127


(b) R =


1 −1 0 −89/56
0 0 1 −1/7
0 0 0 0
0 0 0 0


F =


−8 8 12 11
0 0 7 −1
0 0 0 0
0 0 0 0


M =


−64 64 166 78
−264 264 543 342
−392 392 826 505
−136 136 288 175

 [A]-350
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3.4 Characterization of m × n Matrices
Theorem 5 of section 3.3 has a counterpart phrased in terms of the rows of M. Parts (i), (ii), (iii), and (vii) of the
following theorem can be justified through reference to the previous, but parts (iv), (v), and (vi) cannot.

Theorem 6. [Characterization of Matrices Part 2] Suppose M is an m × n matrix, v and c have n entries, and b
and w have m entries. Then the following are equivalent.

(i) The rows of M are linearly independent.

(ii) No row of M is a linear combination of the others.

(iii) wT M = 0T has only the trivial solution.

(iv) M has a pivot position in every row.

(v) There is a matrix R such that MR = I.

(vi) Mv = b has at least one solution for every b.

(vii) wT M = cT has no free variables.

The justification for this theorem proceeds by logically connecting the statements according to the following diagram.

(vii)
w v

(i) ⇒ (ii) ⇒ (iii)
⇓ ⇑

(iv) ⇒ (vi) ⇒ (v)

Though the first several implications can be proven without reference to theorem 5, such reference will be used to
emphasize the direct connection between the two theorems.

(i)⇒ (ii) The rows of M are linearly independent, so the columns of MT are linearly independent. By theorem 5,
none of the columns of MT can be written as a linear combination of the others, so none of the rows of M can
be writen as a linear combination of the others.

(ii)⇒ (iii) No row of M can be written as a linear combination of the others, so no column of MT can be written as
a linear combination of the others. By theorem 5, MT w = 0 has only the trivial solution. Since MT w = 0 is
equivalent to (MT w)T = 0T (transpose both sides), which is equivalent to wT M = 0T (simplifying the lefthand
side), the conclusion follows.

(iii)⇒ (vii) Since wT M = 0T has only the trivial solution, the equivalent equations (wT M)T = (0T )T and MT w = 0
have only the trivial solution. By theorem 5, MT w = c has no free variables. Therefore, the equivalent equation
wT M = cT has no free variables.

(vii)⇒ (i) Since wT M = cT has no free variables, the equivalent equation MT w = c has no free variables. By
theorem 5, the columns of MT are linearly independent. Therefore, the rows of M are linearly independent.

(i)⇒ (iv) Suppose M does not have a pivot in every row. Then any row echelon form of M has a row of zeros. Since
that row of zeros is the result of a nontrivial linear combination of the rows of M, there is a nontrivial linear
combination of the rows of M that sum to 0T . Therefore the rows of M are not linearly independent.

(iv)⇒ (vi) Since M has a pivot in every row, no row echelon form of M has a row of zeros. Therefore
[

M b
]

cannot have a pivot in the rightmost column, and by theorem 1 the system Mv = b is consistent (has at least
one solution) for any b.

(vi)⇒ (v) Let b j = (Im×m):, j for j = 1, 2, . . . ,m. Since Mv = b has a solution for every b, there is a vector v j such
that Mv j = b j. Letting R =

[
v1 v2 · · · vm

]
we have MR = I.
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(v)⇒ (iii) Suppose there is a matrix R such that MR = I. If wT M = 0T , the following equations are deduced by
matrix algebra.

(wT M)R = 0T R

wT (MR) = 0T

wT I = 0T

wT = 0T

Hence wT = 0T (w = 0) is the only solution of wT M = 0T .

The justification for many of the upcoming claims relies heavily on induction (see axiom 5 of crumpet 16 on page
72). The principle behind induction is to show that (i) the claim is actually true for some particular integer, and (ii)
if the claim is true for some integer at least as large, then it is also true for the successive integer. This way, part (i)
establishes the claim for a particular integer, say k. Then part (ii) establishes the claim for the successive integer, k+1.
Part (ii) also establishes the claim for the successor to the successive integer, k+2. Applying part (ii) again establishes
the claim for the k + 3, and so on, part (ii) establishing the claim for all integers greater than k. Induction is often the
most practical way to show that a statement is true for all integers and is particularly useful in proving claims about
matrices of size n (for all n). Proofs of this nature will be shown, but this is not a course on proof technique, so it is
up to you or your instructor to decide how deeply you need to understand these proofs. Even if you are not prepared
to write your own induction proof or fully understand one, reading them is a good way to get a feel for the technique.

An upper triangular matrix is one in which all entries below the main diagonal are zero, and a lower triangular
matrix is one in which all entries above the main diagonal are zero. Using ? to represent any number (as in the
notation of section 2.3), a square upper triangular matrix looks like

? ? ? ? · · · ?
0 ? ? ? · · · ?
0 0 ? ? · · · ?
0 0 0 ? · · · ?
...

...
...

...
. . . ?

0 0 0 0 · · · ?


and a square lower triangular matrix looks like

? 0 0 0 · · · 0
? ? 0 0 · · · 0
? ? ? 0 · · · 0
? ? ? ? · · · 0
...

...
...

...
. . . 0

? ? ? ? · · · ?


.

All the nonzero entries are above or on the main diagonal (the upper triangle) for an upper triangular matrix, and all
the nonzero entries are below or on the main diagonal (the lower triangle) for a lower triangular matrix.

The determinant of a lower triangular matrix is the product of the entries on its diagonal. Now is a good time to
work out a couple examples on your own and think about why this is true in general. We will prove it by induction,
but the proof may not resonate with you the way your own thoughts about it will.

Claim. If L is a lower triangular n × n matrix, then det L = L1,1L2,2 · · · Ln,n.

Proof. If L is a 1×1 matrix, it is upper triangular and det L = det
([

L1,1
])

= L1,1. This establishes part (i) of the proof.
The claim is true for the particular value n = 1. Now we assume that the claim is true for some (arbitrary) value n = k
greater than or equal to one. That is, if L is a lower triangular k × k matrix and k ≥ 1, then det L = L1,1L2,2 · · · Lk,k. To
complete the proof, we must use this information to prove that if L is a (k + 1) × (k + 1) matrix, the next size up, then
det L = L1,1L2,2 · · · Lk+1,k+1. To that end suppose L is a (k + 1) × (k + 1) matrix. By definition,

det L = (−1)1+1L1,1 det L\1,1 + (−1)1+2L1,2 det L\1,2 · · · + (−1)1+3L1,3 det L\1,3 (3.4.1)
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Since L is lower triangular, L1, j = 0 whenever j > 1. Therefore, all the terms of the determinant are zero except the
first one. The determinant simplifies to

det L = L1,1 det L\1,1. (3.4.2)

But L\1,1 is a k × k matrix, so its determinant is the product of the entries on its diagonal (this is our induc-
tive hypothesis). So det L\1,1 = L2,2L3,3 · · · Lk+1,k+1. Substituting this expression into (3.4.2), we have det L =

L1,1L2,2L3,3 · · · Lk+1,k+1, and the proof is complete. �

Exercises 17 through 19 request a proof that the determinant of a square upper triangular matrix is also the product
of the entries on the main diagonal.

Key Concepts
characterization of matrices see theorem 6.

upper triangular matrix a matrix in which all entries below the main diagonal are zero.

lower triangular matrix a matrix in which all entries above the main diagonal are zero.

determinant of a (square) lower triangular matrix the product of the entries on the main diagonal.

determinant of a (square) upper triangular matrix the product of the entries on the main diagonal.

proof by induction showing that (i) the claim is true for some particular integer, and (ii) if the claim is true for some
integer at least as large, then it is also true for the next integer. These together prove that the claim is true for
all integers greater than or equal to the particular integer of part (i).

Exercises
1. The size and number of pivot positions of a matrix M are

given. Answer the following questions as completely as
you can. (i) Are the rows of M linearly independent? (ii)
Are the columns of M linearly independent? (iii) How
many solutions does Mv = 0 have? (iv) How many solu-
tions does Mv = b have for arbitrary b?

(a) 5 × 8; 5

(b) 3 × 3; 2

(c) 7 × 7; 7

(d) 9 × 6; 6 [A]-351

2. The size of a matrix M is given. (i) What is the maxi-
mum number of pivot positions M could have? Assume
it has that maximum number and answer the following
questions. (ii) Are the rows of M linearly independent?
(iii) Are the columns of M linearly independent? (iv)
How many solutions does Mv = 0 have? (v) How many
solutions does Mv = b have for arbitrary b?

(a) 13 × 5

(b) 12 × 12

(c) 9 × 29 [A]-351

3. Redo question 2 parts (ii)-(v) assuming M has less than
the maximum number of pivot positions. [A]-351

4. Show that the linear system has at least one solution for
any values b1, b2, b3.

(a)
4x + 11y = b1

5x + 12y = b2

(b)
−x1 − 8x2 + 5x3 = b1

x1 + 7x2 + x3 = b2

(c)
2v1 − v2 − v3 = b1

7v1 + 2v2 = b2

−5v1 − v2 + v3 = b3

(d)
w + 6x − 6y + 5z = b1

5w + 7x + 3y + z = b2

7w + 2x − y = b3

5. Show that the homogeneous system has only one solu-
tion, the trivial solution.

(a) vT

[
1 8
1 −5

]
= 0T

(b)
[

x1 x2

] [ −2 5 −2
5 −8 0

]
=

[
0 0

]
(c) xT

 5 6 1
6 −7 −2
−1 −4 −1

 =
[

0 0 0
]

(d)
[

v1 v2 v3

]  6 5 1 5
3 0 −4 7
−1 1 1 −4

 = 0T [S]-

299

6. Do the rows of the matrix form a linearly independent
set?

(a)
[

12 21
−16 −28

]

(b)

 −3 6
4 11
−6 7


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(c)
[
−3 6 −12
−2 2 −11

]

(d)

 −1 −3 −10
−7 9 5
2 −5 0


(e)

 −18 1 −1 7
−6 2 6 3
12 −5 0 4

 [S]-299

(f)


5 2 −3
−4 −6 7
12 9 −5
0 −12 −11



(g)



−38 −5 30 25 −44
4 −28 44 −39 43

21 42 1 −11 −29
47 12 26 −10 −8
−13 −15 39 −9 22

9 −3 3 −41 49


[S]-299

7. A 5×8 matrix has linearly independent rows. How many
pivot positions does it have? [A]-351

8. A 6 × 7 matrix has 5 pivot positions. What can you say
about the linear indpendence of its rows?

9. Give an example of a 2×3 matrix M such that vT M = 0T

(a) has only the trivial solution

(b) has a nontrivial solution

10. What are the possible reduced row echelon forms of a
3 × 4 matrix with [A]-351

(a) linearly independent rows?

(b) linearly dependent rows?

11. What are the possible row echelon forms of a 2×2 matrix
with

(a) linearly independent rows?

(b) linearly dependent rows?

Compare your answer with the answer to section 3.3 ex-
ercise 13.

12. Find the determinant.

(a)
[

2 0
−137 −3

]

(b)

 −8 0 0
−15 1

4 0
−29 −1 −41

 [A]-351

(c)


−4 0 0 0
−15 − 5

12 0 0
32 −4 3 0
27 37 41 5



13. If M is an m × n matrix with linearly independent rows,
what can you say about the relationship between m and
n? HINT: Can a matrix with linearly independent rows
have more rows than columns?

14. Find the value(s) of x for which the matrix has linearly
independent rows.

(a)
[

2 −6
3 x

]
(b)

[
x 4
−2 7

]
[A]-351

(c)

 1 8 0
6 x 1
−3 −2 5


(d)

 1 8 2
6 45 1
−3 −20 x

 [A]-351

Compare your answer with the answer to section 3.3 ex-
ercise 15.

15. Find the value(s) of x for which the matrix has linearly
dependent rows.

(a)
[

3 x
−5 4

]
(b)

[
2 7
x 5

]
[A]-351

(c)

 x −6 27
−2 8 −30
−1 5 −18


(d)

 1 5 −4
−5 3 x
−7 −11 4

 [A]-351

Compare your answer with the answer to section 3.3 ex-
ercise 16.

16. Find a nontrivial solution of vT M = 0T using the fact that
the first and second rows of M are identical. Do not use
row operations.

M =

 −14 −29 49 −32
−14 −29 49 −32
44 −25 13 −35


17. Prove that if U is upper triangular, so is U\1, j. [S]-299

18. Prove that if U is upper triangular, then U\1, j has a zero
on its main diagonal whenever j > 1. [S]-299

19. Prove that if U is an upper triangular n × n matrix, then
det U = U1,1U2,2 · · ·Un,n. HINT: Use the facts proven in
exercises 17 and 18. [S]-299
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3.5 The Determinant Revisited

Pick a number. Any number.

Add 6.

Multiply (your new number) by 6.

Subtract 9.

Divide by 3.

Subtract 9.
...

Tell me your latest number, and I’ll tell you your starting number. It’s half of your latest number! Putting the
instructions into symbols, you are being asked to calculate 6(x+6)−9

3 −9, which simplifies to 2x. Hence the number you
start with, x, will always be half of what you end with!

Matrices and row operations work in a similar fashion, and you can be the magician. I’ll pick a matrix. . .any
matrix. . .and tell you what it looks like after some operation. After swapping the first two rows, my matrix is

 23 12 22
13 −11 −19
−16 19 −5

 .
What was my original matrix? Answer on page 105.

How about another? After scaling the third row of my matrix by 2, my matrix is

 2 −13 −6
−7 −9 21
−14 −18 24

 .
What was my original matrix? Answer on page 105.

And one last one...after replacing the first row of my matrix by the first row plus three times the third, my matrix
is  11 9 −1

3 5 −8
3 8 1

 .
What was my original matrix? Answer on page 105.

In each case the row operation can be undone to recover the original matrix. This is exactly the concept of
an inverse! The six elementary matrices corresponding to the six row operations (the row operations that gave the
matrices above and the row operations used to recover the original matrices), in the order encountered are

operation recovery 0 1 0
1 0 0
0 0 1


 0 1 0

1 0 0
0 0 1

 1 0 0
0 1 0
0 0 2


 1 0 0

0 1 0
0 0 1

2

 1 0 3
0 1 0
0 0 1


 1 0 −3

0 1 0
0 0 1


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It must therefore be that each operation matrix is invertible and 0 1 0
1 0 0
0 0 1


−1

=

 0 1 0
1 0 0
0 0 1

 1 0 0
0 1 0
0 0 2


−1

=

 1 0 0
0 1 0
0 0 1

2

 1 0 3
0 1 0
0 0 1


−1

=

 1 0 −3
0 1 0
0 0 1

 .
Multiplying the operation matrix by the inverse matrix will verify the inverse pairs. Each elementary matrix has an
inverse elementary matrix of the same type, and in the case of a row swap, the elementary matrix is its own inverse.

Now notice a couple of things about the determinants:∣∣∣∣∣∣∣∣
0 1 0
1 0 0
0 0 1

∣∣∣∣∣∣∣∣ = −1

∣∣∣∣∣∣∣∣
1 0 0
0 1 0
0 0 2

∣∣∣∣∣∣∣∣ = 2

∣∣∣∣∣∣∣∣
1 0 0
0 1 0
0 0 1

2

∣∣∣∣∣∣∣∣ =
1
2∣∣∣∣∣∣∣∣

1 0 3
0 1 0
0 0 1

∣∣∣∣∣∣∣∣ = 1

∣∣∣∣∣∣∣∣
1 0 −3
0 1 0
0 0 1

∣∣∣∣∣∣∣∣ = 1

Come to think of it, the determinant of a scale matrix will always be the scale factor! Can you justify this claim?
Answer on page 105. Wait a minute! the determinant of a replace matrix is always 1. Can you justify this claim?
Answer on page 105.

Is the determinant of a swap matrix always −1? There is no such thing as a swap matrix with one row. There is
only one swap matrix with two rows: [

0 1
1 0

]
and there are only three swap matrices with three rows: 0 1 0

1 0 0
0 0 1

 ,
 0 0 1

0 1 0
1 0 0

 , and

 1 0 0
0 0 1
0 1 0

 .
It is easy enough to check that all four of these matrices have determinant −1, so maybe all swap matrices do have
determinant −1.

Crumpet 19: Binomial Coefficients

The number of swap matrices with n rows, n > 1, is
n(n − 1)

2
. For example, there are

4(3)
2

= 6 swap matrices

with 4 rows, and there are
100(99)

2
= 4950 swap matrices with 100 rows. The formula

n(n − 1)
2

is a special case of
the “choose formula”, which is a formula for the number of ways to choose k objects from a set of n objects, with
0 ≤ k ≤ n. This number is also known as a binomial coefficient and there are several notations for it. Common
notations and the formula for “n choose k” are(

n
k

)
= nCk = C(n, k) =

n!
k!(n − k)!

.
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Proving it for all n× n swap matrices requires induction, but before we can do it cleanly, we need one more fact: if M
is an n × n matrix with n > 1, then

det M = (−1)i+1Mi,1 det M\i,1 + (−1)i+2Mi,2 det M\i,2 + · · · + (−1)i+nMi,n det M\i,n
= (−1)1+ jM1, j det M\1, j + (−1)2+ jM2, j det M\2, j + · · · + (−1)n+ jMn, j det M\n, j. (3.5.1)

for any i from 1 through n or any j from 1 through n. This formula implies that determinants may be computed by
expanding along any row or any column, not just the first row. To illustrate,

expansion along row 1 expansion along row 3∣∣∣∣∣∣∣∣
−5 4 −1
2 −2 3
5 −2 −3

∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣
−5 4 −1
2 −2 3
5 −2 −3

∣∣∣∣∣∣∣∣
= −5

∣∣∣∣∣∣ −2 3
−2 −3

∣∣∣∣∣∣ − 4

∣∣∣∣∣∣ 2 3
5 −3

∣∣∣∣∣∣ − 1

∣∣∣∣∣∣ 2 −2
5 −2

∣∣∣∣∣∣ = 5

∣∣∣∣∣∣ 4 −1
−2 3

∣∣∣∣∣∣ + 2

∣∣∣∣∣∣ −5 −1
2 3

∣∣∣∣∣∣ − 3

∣∣∣∣∣∣ −5 4
2 −2

∣∣∣∣∣∣
= −5(6 + 6) − 4(−6 − 15) − 1(−4 + 10) = 5(12 − 2) + 2(−15 + 2) − 3(10 − 8)

= −60 + 84 − 6 = 50 − 26 − 6
= 18 = 18

expansion along column 2∣∣∣∣∣∣∣∣
−5 4 −1
2 −2 3
5 −2 −3

∣∣∣∣∣∣∣∣
= −4

∣∣∣∣∣∣ 2 3
5 −3

∣∣∣∣∣∣ − 2

∣∣∣∣∣∣ −5 −1
5 −3

∣∣∣∣∣∣ + 2

∣∣∣∣∣∣ −5 −1
2 3

∣∣∣∣∣∣
= −4(−6 − 15) − 2(15 + 5) + 2(−15 + 2)

= 84 − 40 − 26
= 18

Formula (3.5.1) makes it relatively straightforward to prove that all swap matrices have determinant −1. We have
already shown (assuming you did the calculation above) that the determinant of any 2 × 2 matrix (and there is only
one of them) is −1. Proceeding by induction, assume that for some k ≥ 2, the determinant of all k × k swap matrices
is −1, and let S be a particular but arbitrary (k + 1) × (k + 1) swap matrix where rows i and j have been swapped.
Since k + 1 ≥ 3, there must be a row of S that is not involved in the swap, say row `. Then expanding the determinant
of S along row ` yields

det S = (−1)`+1S `,1 det S \`,1 + (−1)`+2S `,2 det S \`,2 + · · · + (−1)`+k+1S `,k+1 det S \`,k+1

= (−1)`+`S `,` det S \`,`

because S `,: is the `th row of the identity matrix (not being involved in the swap), meaning S `,m = 0 whenever
m , `. Since the swapped rows are both in S \`,`, S \`,` is a k × k swap matrix and the inductive hypothesis implies
det S \`,` = −1. Therefore,

det S = (−1)`+`S `,` det S \`,` = (1)(1)(−1) = −1,

completing the proof.

Crumpet 20: Proof of Formula (3.5.1)

Proving formula (3.5.1) requires a bit of work. One way to do it is to prove that (i) there is only one function G taking
n× n matrices as inputs and returning scalars as outputs with the following four properties and (ii) the expressions in
formula (3.5.1) have these four properties. Thus, each expression must give the same result.

1. G(I) = 1

2. G(A) = 0 whenever A has two identical columns.
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3. If A, B, and C are identical except in their kth columns where C:,k = A:,k + B:,k, then G(C) = G(A) + G(B).

4. If A and B are identical except in their kth columns where A:,k = cB:,k, then G(A) = cG(B).

To begin, suppose G is a function from n× n matrices to scalars satisfying the four properties above. Then G also has
the following two properties.

5. G(A) = 0 whenever the columns of A are linearly dependent. Proof: Because the columns of A are lin-
early dependent, one of them, say column k, can be written as a linear combination of the others. That is,
A:,k =

∑
j,k

c jA:, j for some constants c j. Then

G(A) = G
([

A:,1 · · · A:,k−1

∑
j,k

c jA:, j A:,k+1 · · · A:,n

])
=

∑
j,k

G
([

A:,1 · · · A:,k−1 c jA:, j A:,k+1 · · · A:,n

])
=

∑
j,k

c jG
([

A:,1 · · · A:,k−1 A:, j A:,k+1 · · · A:,n

])
=

∑
j,k

c j · 0 = 0

by applying properties 3, 4, and 2, respectively.

6. G(B) = −G(A) whenever B is the result of swapping two columns of A. Proof: Suppose B is the result of
swapping columns i and j of A, and without loss of generality, assume i < j. Then

B =
[

A:,1 · · · A:, j · · · A:,i · · · A:,n

]
.

Now let C =
[

A:,1 · · · A:,i + A:, j · · · A:,i + A:, j · · · A:,n

]
. Then by repeated application of property

3,

G (C) = G(A) + G(B)

+ G
([

A:,1 · · · A:,i · · · A:,i · · · A:,n

])
+ G

([
A:,1 · · · A:, j · · · A:, j · · · A:,n

])
and by property 2 the last two terms are zero as is G(C). Hence, 0 = G(A) + G(B), concluding the proof.

To begin the induction proof that G is unique, note that G ([a]) = G (a [1]) = aG ([1]) = aG(I) = a by properties 4
and 1, so G is uniquely determined for 1 × 1 matrices. Now suppose G is unique for all (k − 1) × (k − 1) matrices
for some k > 1, and let M be a particular but arbitrary k × k matrix. If the columns of M are linearly dependent,
then property 5 implies G(M) = 0, so G(M) is uniquely determined. Now suppose the columns of M are linearly
independent. By theorem 5, M has a pivot in every column. Since M is square, M has a pivot in every row. Therefore
M has a nonzero entry in row k, say Mk, j , 0. Letting

A =

[
M:,1 −

Mk,1
Mk, j

M:, j · · · M:, j−1 −
Mk, j−1
Mk, j

M:, j M:, j+1 −
Mk, j+1
Mk, j

M:, j · · · M:,n −
Mk,k
Mk, j

M:, j M: j

]
,

repeated application of properties 3 and 4 plus property 6 if needed implies G(A) = ±G(M) depending on whether
j = k. Either way, G(M) is uniquely determined if G(A) is. Note that Ak,: =

[
0 · · · 0 Mk, j

]
, making it

sufficient to show that H(B) defined on (k − 1) × (k − 1) matrices by

H(B) =
1

Mk, j
G

([
B M1:k−1, j

0T Mk, j

])
is uniquely determined. But H(B) inherits properties 2, 3, and 4 from G, so it only remains to establish that H(I) = 1.
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Then, by the inductive hypothesis, H is uniquely determined. To that end,

H(I) =
1

Mk, j
G

([
I M1:k−1, j

0T Mk, j

])
=

1
Mk, j

G

 I:,1 · · · I:,k−1

k∑
i=1

Mi, jI:,i


=

1
Mk, j

k∑
i=1

Mi, jG
([

I:,1 · · · I:,k−1 I:,i

])
=

1
Mk, j

(
Mk, jG(I)

)
= 1

concluding the proof that G is unique.

To complete the proof of formula (3.5.1), it remains to show that each of the two expressions for det M has
properties 1 through 4. This is because formula (1.5.1), the definition of determinant, is one of the expressions, so by
uniqueness they all produce the same result (as the determinant).

Proceeding by induction, note that det ([a]) = a satisfies all four properties, so the determinant has all four
properties on 1 × 1 matrices. Now suppose det M has all four properties on (` − 1) × (` − 1) matrices for some ` > 1
and consider, for any fixed i = 1, 2, . . . `, the formula

det M = (−1)i+1 Mi,1 det M\i,1 + (−1)i+2 Mi,2 det M\i,2 + · · · + (−1)i+`−1 Mi,` det M\i,`

on ` × ` matrices.

1.

det I`×` = (−1)i+1Ii,1 det I\i,1 + (−1)i+2Ii,2 det I\i,2 + · · · + (−1)i+`Ii,` det I\i,`
= (−1)i+iIi,i det I\i,i

since Ii, j = 0 whenever j , i. But I\i,i = I(`−1)×(`−1), so by the inductive hypothesis det I\i,i = 1 and we have
det I`×` = (−1)2iIi,i(1) = (1)(1)(1) = 1.

2. Suppose M is a particular but arbitrary `×`matrix with columns j and k identical, and without loss of generality
assume j < k. Then

det M = (−1)i+1 Mi,1 det M\i,1 + (−1)i+2 Mi,2 det M\i,2 + · · · + (−1)i+`Mi,` det M\i,`

= (−1)i+ j Mi, j det M\i, j + (−1)i+k Mi,k det M\i,k

since M\i,m has two identical columns whenever m < { j, k} and therefore det M\i,m = 0 by the inductive
hypothesis. But because columns j and k of M are identical, Mi, j = Mi,k, so we can rewrite det M =

(−1)i+ j Mi, j

[
det M\i, j + (−1)k− j det M\i,k

]
. Now if we swap columns j and j + 1 of M\i,k, and then columns

j + 1 and j + 2, and so on to column k, a total of k − j − 1 swaps, the result is M\i, j, so by the induc-
tive hypothesis det M\i, j = (−1)k− j−1 det M\i,k. Substituting into the latest expression for det M, we have
det M = (−1)i+ j Mi, j

[
(−1)k− j−1 det M\i,k + (−1)k− j det M\i,k

]
= (−1)i+k−1 [

det M\i,k − det M\i,k
]

= 0.

3. Suppose A, B, and C are identical ` × ` matrices except in their kth columns where C:,k = A:,k + B:,k. Observe
that C\i,k = B\i,k = A\i,k, Ci, j = Bi, j = Ai, j , and det C\i, j = det A\i, j + det B\i, j (by the inductive hypothesis) for
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j , k and all i. It then follows that

det C = (−1)i+1Ci,1 det C\i,1 + (−1)i+2Ci,2 det C\i,2 + · · · + (−1)i+`Ci,` det C\i,`

= (−1)i+kCi,k det C\i,k +
∑
j,k

(−1)i+ jCi, j det C\i, j

= (−1)i+k (
Ai,k + Bi,k

)
det C\i,k +

∑
j,k

(−1)i+ jCi, j

[
det A\i, j + det B\i, j

]
(−1)i+kAi,k det C\i,k + (−1)i+kBi,k det C\i,k

+
∑
j,k

(−1)i+ j
[
Ci, j det A\i, j + Ci, j det B\i, j

]
= (−1)i+kAi,k det A\i,k + (−1)i+kBi,k det B\i,k

+
∑
j,k

(−1)i+ j
[
Ai, j det A\i, j + Bi, j det B\i, j

]
=

∑̀
j=1

(−1)i+ j
[
Ai, j det A\i, j + Bi, j det B\i, j

]
= det A + det B

4. Suppose A and B are identical ` × ` matrices except in their kth columns where A:,k = cB:,k. Observe that
B\i,k = A\i,k, Bi, j = Ai, j , and det A\i, j = c det B\i, j (by the inductive hypothesis) for j , k and all i. It then
follows that

det A = (−1)i+1Ai,1 det A\i,1 + (−1)i+2Ai,2 det A\i,2 + · · · + (−1)i+`Ai,` det A\i,`

= (−1)i+kAi,k det A\i,k +
∑
j,k

(−1)i+ jAi, j det A\i, j

= (−1)i+kcBi,k det B\i,k +
∑
j,k

(−1)i+ jBi, j

(
c det B\i, j

)
= c

(−1)i+kBi,k det B\i,k +
∑
j,k

(−1)i+ jBi, j det B\i, j


= c

∑̀
j=1

(−1)i+ jBi, j det B\i, j = c det B

Hence the determinant may be calculated by expansion along any row.

As for expansion along any column, we begin by showing that the function f (M) = det MT (where det M is
defined by row expansion) has all four properties for any size matrix, so must equal det M. Note that if M is a 1 × 1
matrix, MT = M. Therefore f (M) = det MT = det M = M1,1, so f (M) has all four properties. Observe that if M is an
n × n matrix and n > 1, then by definition of f and the row expansion formula for determinant,

f (M) =

n∑
j=1

(−1)i+ j M j,i det(MT )\i, j (3.5.2)

for any fixed i = 1, 2, . . . n. We now proceed to show that f has all four properties for n × n matrices where n > 1.

1. For any n, IT
n×n = In×n, so f (In×n) = det(IT

n×n) = det(In×n) = 1.

2. Suppose M is a 2 × 2 matrix with two identical columns. Then M =

[
a a
b b

]
for some constants a, b, and

f (M) = det MT = det
([

a b
a b

])
= ab − ba = 0.

Now set n > 2, suppose f (A) = 0 for any (n − 1) × (n − 1) matrix A with two identical columns, and let M be
an n × n matrix with identical columns k and `. Because M has at least three columns, there is an i, 1 ≤ i ≤ n
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such that i , k and i , `. Then, for this particular i,

f (M) =

n∑
j=1

(−1)i+ j M j,i det(MT )\i, j

=

n∑
j=1

(−1)i+ j M j,i det(M\ j,i)T

=

n∑
j=1

(−1)i+ j M j,i f (M\ j,i)

By the inductive hypothesis, f (M\ j,i) = 0 for all j, so f (M) = 0.

3. Let n > 1 and suppose A, B, and C are identical n×n matrices except in their kth columns where C:,k = A:,k +B:,k.
Then (CT )\k, j = (AT )\k, j = (BT )\k, j for all j = 1, . . . , n because AT , BT , and CT are all identical except in their
kth rows. Now, applying (100) with i = k,

f (C) =

n∑
j=1

(−1)k+ jC j,k det(CT )\k, j

=

n∑
j=1

(−1)k+ j
(
A j,k + B j,k

)
det(CT )\k, j

=

n∑
j=1

(−1)k+ j
(
A j,k det(CT )\k, j + B j,k det(CT )\k, j

)
=

n∑
j=1

(−1)k+ j
(
A j,k det(AT )\k, j + B j,k det(BT )\k, j

)
=

n∑
j=1

(−1)k+ jA j,k det(AT )\k, j +
∑̀
j=1

(−1)k+ jB j,k det(BT )\k, j

= f (A) + f (B)

4. Let n > 1 and suppose A and B are identical n × n matrices except in their kth columns where A:,k = cB:,k.
Observe that (AT )\k, j = (BT )\k, j for all j = 1, . . . , n because AT and BT are identical except in their kth rows.
Now applying (100) with i = k,

f (A) =

n∑
j=1

(−1)k+ jA j,k det(AT )\k, j

=

n∑
j=1

(−1)k+ jcB j,k det(BT )\k, j

= c
n∑

j=1

(−1)k+ jB j,k det(BT )\k, j

= c f (B)

Finally, the expression

(−1)1+ j M1, j det M\1, j + (−1)2+ j M2, j det M\2, j + · · · + (−1)n+ j Mn, j det M\n, j

from (3.5.1) equals

n∑
i=1

(−1)i+ j Mi, j det M\i, j =

n∑
i=1

(−1) j+i MT
j,i det

(
MT
\ j,i

)T

=

n∑
i=1

(−1) j+i MT
j,i det MT

\ j,i

= det MT

= det M
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by the row expansion formula and the fact that det MT = det M.

This proof is an adaptation of the presentation in sections 6.1 and 6.2 of [17].

To recap,

• the determinant of a swap matrix is −1,

• the determinant of a scale matrix is the scale factor, and

• the determinant of a replace matrix is 1.

Interestingly, within the proof of (3.5.1) lie the proofs that

• if B is the result of swapping two columns of a square matrix A, then det B = − det A, and

• if B is the result of scaling a column of a square matrix A by c, then det B = c det A, and

• for any square matrix M, det MT = det M.

Putting these three facts together, it is easy to justify the following two facts.

• If B is the result of swapping two rows of a square matrix A, then det B = − det A.

[det B = det BT = det AT = − det A since BT is the result of swapping two columns of AT and det MT = det M.]

• If B is the result of scaling a row of a square matrix A by c, then det B = c det A.

Can you justify this? Answer on page 105.

The relevance of all these observations is mounting evidence that det(EA) = det E · det A for any square matrix A
and elementary matrix E. This will be an important point soon enough. We already have that det(EA) = − det A =

det E · det A when E is a swap matrix and det(EA) = c det A = det E · det A when E is a scale matrix. We are only
missing this fact for elementary replacement matrices.

The proof of (3.5.1) does not provide direct proof that if B is the result of a row replacement in a square matrix A,
then det B = det A, but it provides the right tools for the job. Beside the facts already noted, we learn from the proof
that

• if A, B, and C are identical square matrices except in one column, say the kth, where C:,k = A:,k + B:,k, then
det(C) = det A + det B, and

• if C is a square matrix with two identical columns, then det C = 0.

As we just encountered, statements about the columns of a matrix and its determinant can generally be restated in
terms of rows since det MT = det M. It is safe to conclude that

• if A, B, and C are identical square matrices except in one row, say the kth, where Ck,: = Ak,: + Bk,:, then
det(C) = det A + det B, and

• if C is a square matrix with two identical rows, then det C = 0.

Justifications are requested in exercises 15 and 16. These two facts plus the fact that if B is the result of scaling a row
of a square matrix A by c, then det B = c det A make it a straighforward matter to prove that if B is the result of a row
replacement in a square matrix A, then det B = det A.
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Proof. Let A be an n × n matrix and suppose B is the result of adding c times the jthrow to the kth row of A, j , k.
Then

det B =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

A1,:
...

Ak−1,:
Ak,: + cA j,:

Ak+1
...

An,:

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

A1,:
...

Ak−1,:
Ak,:
Ak+1
...

An,:

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

A1,:
...

Ak−1,:
cA j,:
Ak+1
...

An,:

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= det A + c

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

A1,:
...

Ak−1,:
A j,:
Ak+1
...

An,:

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= det A + 0 = det A.

�

Therefore, det(EA) = 1 det A = det E · det A when E is a replacement matrix.

Key Concepts
elementary matrices are invertible and det(EA) = det E · det A for any square matrix A and elementary matrix E.

determinant by expansion the determinant of an n × n matrix M may be calculated by expansion along any row or
any column:

det M = (−1)i+1Mi,1 det M\i,1 + (−1)i+2Mi,2 det M\i,2 + · · · + (−1)i+nMi,n det M\i,n
= (−1)1+ jM1, j det M\1, j + (−1)2+ jM2, j det M\2, j + · · · + (−1)n+ jMn, j det M\n, j

for any i = 1, . . . , n or any j = 1, . . . , n.

determinant of replacement matrix if E is an elementary replacement matrix, det E = 1.

determinant of swap matrix if E is an elementary swap matrix, det E = −1.

deteminant of scale matrix if E is an elementary scale matrix, det E = s where s is the scale factor.

determinant of the transpose for any square matrix A, det AT = det A.

Exercises
1. Take advantage of the fact that the determinant may be

expanded along any row or any column to compute the
determinant.

(a)


0 −2 0 9
−4 0 1 0
4 −9 0 −2
0 0 0 4

 [S]-300

(b)


0 −5 0 −2
0 7 0 0
4 −3 0 0
2 0 2 −3


(c)


3 0 6 0
0 5 0 3
5 0 −6 −3
0 −9 0 0


(d)


0 9 3 −2
0 −2 0 0
−6 −4 0 0
0 4 2 0



2. Find the determinant of the triangular matrix.

(a)

 6 0 0
−1 −1 0
−1 3 2


(b)

 3 2 6
0 8 −1
0 0 5


(c)


2 0 0 0
−1 8 0 0
1 8 4 0
−2 −2 8 7

 [S]-300

(d)


−2 7 7 6
0 1 3 −1
0 0 −1 6
0 0 0 −1


3. Use the fact that ∣∣∣∣∣∣∣∣

−2 0 0
8 −2 2
8 0 8

∣∣∣∣∣∣∣∣ = 32

to compute the determinant of [S]-300
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(a)

 0 1 0
1 0 0
0 0 1


 −2 0 0

8 −2 2
8 0 8


(b)

 1 0 0
0 1 0
0 0 1

128


 −2 0 0

8 −2 2
8 0 8


(c)

 1 0 0
0 1 − 7

9
0 0 1


 −2 0 0

8 −2 2
8 0 8


(d)

 3 0 0
0 1 0
0 0 1


 1 0 0

0 1 0
18 0 1


 −2 0 0

8 −2 2
8 0 8


4. Use the fact that ∣∣∣∣∣∣∣∣

5 3 7
−1 4 3
2 6 8

∣∣∣∣∣∣∣∣ = 14

to compute the determinant of

(a)

 1 0 0
0 0 1
0 1 0


 5 3 7
−1 4 3
2 6 8


(b)

 1 0 0
0 3 0
0 0 1


 5 3 7
−1 4 3
2 6 8


(c)


1 0 0
0 1 0
0
√

17 1


 5 3 7
−1 4 3
2 6 8


(d)

 0 0 1
0 1 0
1 0 0


 1 −2 0

0 1 0
0 0 1


 5 3 7
−1 4 3
2 6 8


5. Use the fact that ∣∣∣∣∣∣∣∣

4 4 −1
1 7 3
−1 3 4

∣∣∣∣∣∣∣∣ = 38

to compute the determinant of [A]-351

(a)

 4 4 −1
−1 3 4
1 7 3


(b)

 4 4 −1
1 7 3
− 1

2
3
2 2


(c)

 4 4 −1
0 10 7
−1 3 4


(d)

 5 35 15
4 4 −1
−1 3 4


6. Use the fact that ∣∣∣∣∣∣∣∣

1 6 5
1 −1 8
7 0 5

∣∣∣∣∣∣∣∣ = 336

to compute the determinant of

(a)

 1 6 5
1 −1 8
1
2 0 5

14


(b)

 7 0 5
1 −1 8
1 6 5


(c)

 1 6 5
1 −1 8
9 −2 21


(d)

 1 −1 8
1

84
1
14

5
84

7 0 5


7. Use the fact that ∣∣∣∣∣∣∣∣

6 −2 1
6 5 −2
7 7 8

∣∣∣∣∣∣∣∣ = 455

to compute the determinant of

(a)

 6 6 7
−2 5 7
1 −2 8


(b)

 6 7 6
−2 7 5
1 8 −2


(c)

 6 6 7
−2 5 7
1 −2 8


 1 0 0
π 1 0
0 0 1


(d)

 6 6 7
−2 5 7
1 −2 8




1
35 0 0
0 1 0
0 0 1


8. Use the facts that

det (E3E2E1A) = 1

and

(a) E1 is a swap matrix.

(b) E2 is a scale matrix with scale factor −2.

(c) E3 is a replacement matrix.

to determine det A. [A]-351

9. Use the facts that

det (E4E3E2E1A) = 1

and

(a) E1 is a scale matrix with scale factor 2.

(b) E2 is a scale matrix with scale factor 3.

(c) E3 is a replacement matrix.

(d) E4 is a scale matrix with scale factor 1
36 .

to determine det A.

10. Let A be a 4 × 4 matrix with det A = 3. Find det(2A).

11. Let M be an n × n matrix with det M = 1
3 . Find

det(7M). [A]-351
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12. Let A be a square matrix and E a scale matrix with scale
factor 2

3 . Find det(E3A). That is, det(EEEA).

13. Suppose A is a square matrix, E is a swap matrix, and
det(EA) = 33. Find

(a) det A

(b) det E

(c) det AT

14. Suppose M is a square matrix, E is a replacement matrix,
and det(EM) = − 1

2 . Find det(MT ). [A]-351

15. Use the fact that if A, B, and C are identical square matri-
ces except in one column, the kth, where C:,k = A:,k + B:,k,
then det(C) = det A + det B to prove that if A, B, and C
are identical square matrices except in one row, say the
kth, where Ck,: = Ak,: + Bk,:, then det(C) = det A + det B.

16. Use the fact that if C is a square matrix with two identi-
cal columns, then det C = 0 to prove that if C is a square
matrix with two identical rows, then det C = 0.

17. Prove that the determinant of a square upper triangular
matrix is the product of the entries on its diagonal by
expanding along the first column.

Answers
what is my matrix (swap)? The original matrix can be recovered by swapping the first two rows back: 13 −11 −19

23 12 22
−16 19 −5


what is my matrix (scale)? The original matrix can be recoverd by scaling the third row by 1

2 (the multiplicative
inverse of 2):  2 −13 −6

−7 −9 21
−7 −9 12


what is my matrix (replace)? The original matrix can be recoverd by replacing the first row by the first row plus

negative three (the additive inverse of 3) times the third: 2 −15 −4
3 5 −8
3 8 1


determinant of a scale matrix A scale matrix is lower triangular with ones on the diagonal everywhere except the

row that it scales, where the entry equals the scale factor. Since its determinant is the product of the entries on
its diagonal, the determinant equals the scale factor.

determinant of a replace matrix A replace matrix is either lower triangular or upper triangular with ones on the
main diagonal. Therefore its determinant is one. NOTE: This argument uses the fact in exercise 19 of section
3.4.

determinant of a scaled matrix det B = det BT = det AT = c det A since BT is the result of scaling a column of AT

and det MT = det M.
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3.6 Characterization of Square Matrices
For square matrices, all fourteen of the statements in theorems 5 and 6 are equivalent. A square matrix with a pivot
in every row has a pivot in every column, and vice versa—end of justification. Square matrices have an additional
property to discuss, though—invertibility. It turns out that, for a square matrix, the conditions in theorems 5 and 6
plus a couple that don’t appear in those theorems are equivalent to invertibility. Consider the following.

1. M has a pivot position in every row and column.

2. det M , 0.

3. M can be row reduced to I.

4. M is invertible.

You may or may not have considered these statements equivalent up to this point, and there is no harm done either
way. It turns out they are equivalent to one another and equivalent to the statements in theorems 5 and 6. All
this will be summarized in one last matrix characterization theorem, justified by the following narrative that shows
(1) ⇒ (2) ⇒ (3) ⇒ (4) ⇒ (thm 5) and (thm 6) ⇒ (1). Until the statement of the theorem, where this information
will be repeated, assume that M is an n × n matrix.

Suppose M has a pivot position in every row and every column. Record the elementary row operations, and
more importantly the corresponding elementary matrices, E1, E2, . . . , Ek, that reduce M to any row echelon
form R. Then Ek · · · E2E1M = R where R is in row echelon form. Because all elementary matrices are invertible,
M = E−1

1 E−1
2 · · · E

−1
k R and therefore det M = det(E−1

1 E−1
2 · · · E

−1
k R) = det E−1

1 · det E−1
2 · · · det E−1

k · det R (a result of
section 3.5). Because the inverse of an elementary matrix is an elementary matrix itself and all elementary matrices
have nonzero determinant, all the det E−1

i are nonzero. Because M has a pivot position in every row, R must be
upper triangular with nonzero entries (the pivots) on the diagonal, making det R equal to the product of these nonzero
entries. Hence det R , 0 and it follows that det M , 0.

Suppose det M , 0. The reduced row echelon form, R, can be represented by R = Ek · · · E2E1M for some
elementary matrices E1, E2, . . . , Ek. Because det R = det(Ek · · · E2E1M) = det Ek · · · det E2 · det E1 · det M and
det M , 0, det R must also have nonzero determinant. But the only reduced row echelon form of a square matrix with
nonzero determinant is the identity (all others have a row of zeros, putting a zero on the main diagonal). Therefore M
can be reduced to I.

Supposing M can be reduced to I, we have Ek · · · E2E1M = I for some elementary matrices E1, E2, . . . , Ek.
Letting E = Ek · · · E2E1, we have EM = I. But elementary matrices are invertible, so E is invertible and therefore
M = E−1. Since E−1 is invertible (with inverse E), M is invertible.

Supposing M is invertible, let L = R = M−1, proving the existence of matrices L and R such that LM = I = MR.
By theorems 5 and 6, M has a pivot position in every row and column.

Supposing there is a matrix R such that MR = I, v = Rb is a solution of Mv = b since M(Rb) = (MR)b = Ib = b.
Hence Mv = b has at least one solution for each b, and by theorem 6 M has a pivot position in each row. Since M is
square, M has a pivot position in each column as well.

Crumpet 21: Proving Real Numbers are Equal

Every so often, it is convenient to prove that two real numbers, x and y, are equal by showing both x ≤ y and x ≥ y.
The only way x can be less than or equal to y and simultaneously greater than or equal to y is for x to equal y. This
technique is implicitly used to justify part (ix) of theorem 7. Theorem 5 implies Mv = b has at most one solution
(the number of solutions is less than or equal to one) and theorem 6 implies Mv = b has at least one solution (the
number of solutions is greater than or equal to one). Together, then Mv = b has exactly one solution.

We now have justification for the following theorem.

Theorem 7. [Invertible Matrix Theorem] Suppose M is an n × n matrix, and b and v have n entries. Then the
following are equivalent.
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(i) The columns of M are linearly independent.

(ii) The rows of M are linearly independent.

(iii) No column of M is a linear combination of the others.

(iv) No row of M is a linear combination of the others.

(v) Mv = 0 has only the trivial solution.

(vi) M has a pivot position in every column.

(vii) M has a pivot position in every row.

(viii) Mv = b has no free variables.

(ix) Mv = b has exactly one solution for every b.

(x) M can be row reduced to I.

(xi) There is a matrix L such that LM = I.

(xii) There is a matrix R such that MR = I.

(xiii) det M , 0.

(xiv) M is invertible.

This theorem gives 13 ways to detect whether a square matrix is invertible, impressive in itself. But we can also
draw two separate, significant conclusions from all this. Parts (xi) and (xii) suggest we only need to check that AB = I
or BA = I, not both as required by the definition, to conclude that B is the inverse of A. The theorem gives the other
equality. Additionally, the bolded section of the justification, near the middle of page 106, provides an algorithm for
calculating the determinant of a square matrix! Can you follow the instructions to compute the determinant of 6 3 6

−2 1 −1
3 4 6

?
Answer on page 109.

If you concluded in exercise 11 of section 1.5 that one row of a matrix could only be written as a linear combination
of the others when the determinant of the matrix was zero, you were correct, and we finally have the theory to support
it.

Key Concepts
characterization of invertible matrices see theorem 7.

algorithm for computing the determinant reduce the matrix to row echelon form, noting the row operations used.
The product of the determinants of the inverses of the associated elementary matrices with the determinant of
the reduced matrix is the desired determinant.

Exercises
1. The row operations that reduce a matrix A to −5 15 −10

0 12 −14
0 0 −2


are given. Find det A. [S]-300

(a) Ten row replacements.

(b) Five row replacements and three row swaps.

(c) Nine row replacements, a row scale by 6, and a row
scale by 5.

(d) Four row replacements, a row scale by 10, and two
row swaps.
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2. The row operations that reduce a matrix A to
−2 0 0 0
−1 −1 0 0
13 10 5 0
0 2 14 6


are given. Find the possible values of det A.

(a) Row replacements only.

(b) Row replacements and row swaps only. [S]-301

(c) Row replacements and row scales by 3, 10, and 14.

(d) Row replacements, row swaps, and row scales.

3. The row operations that reduce a matrix A to −21 −2 6
0 0 −5
0 0 −9


are given. Find det A.

(a) Five row replacements and three row swaps.

(b) Four row replacements, two row swaps, and a row
scaling by −5.

(c) 36 row replacements, 13 row swaps, and scaling
by 12, −13, and − 17

93 .

4. Row reduce to a triangular matrix to compute the deter-
minant.

(a) M =

[
−3 10
−15 −10

]
(b) M =

[
−12 12
14 6

]
[S]-301

(c) M =

[
9 −7
4 7

]

(d) M =

 16 −3 −2
−8 4 −2
−8 1 2


(e) M =

 −10 12 −50
20 −18 80
−30 18 −80


(f) M =

 −11 −15 4
8 9 −4
−3 −3 2

 [S]-301

(g) M =


3 90 −308 −6
−3 −140 484 10
6 210 −737 −16
3 70 −231 −4

 [S]-301

(h) M =


−80 −161 −18 55
80 154 27 −66
0 0 9 −11
−24 −49 27 −22


5. Compute the determinant using a judicious combination

of row expansion, column expansion, and row reduction.

(a)

 −21 9 0
−24 9 2
−11 4 1


(b)

 −1 5 −1
0 6 −1
4 −10 2

 [S]-302

(c)

 −5 2 1
−9 1 −1
−32 4 −3


(d)


−2 −4 −3 3
−1 −3 1 9
13 40 −5 −113
0 2 14 6


(e)


−9 12 −87 −25
−5 5 −47 −14
−3 8 −28 12
1 −1 10 3


6. Is the matrix invertible? Explain.

(a)
[
−6 −3
0 19

]
(b)

[
3 −7
0 −20

]
(c)

[
1 1
−5 −4

]

(d)

 1 1 2
0 3 11
0 3 −14


(e)

 1 1 3
4 7 11
0 3 20

 [S]-302

(f)

 3 1 −2
−7 −16 −9
8 5 −3


7. Suppose M is not invertible yet there is a matrix R such

that MR = I. How is this possible?
8. Suppose M is square and 3M:,2 = 2M:,1 − 8M:,5 + 1

2 M:,6.
What is det M?

9. Suppose the rows of M are linearly independent but M is
not invertible. How can this be?

10. Explain why a matrix with a pivot position in every row
and every column must be invertible.

11. Suppose G is square and Gv = b is inconsistent for
some vector b. What can you say about solutions of
Gv = 0? [A]-351

12. If G is square and Gv = 0 has infinitely many solutions,
what can you say about solutions of Gv = b?

13. If M is invertible, then the rows of MT are linearly inde-
pedent. Explain why. [A]-351

14. If H is 7 × 7 and Hx = b is consistent for every b, how
many pivot positions does H have?

15. If a square matrix B cannot be reduced to the identity
matrix, what can you say about [A]-351

(a) its columns?
(b) the equation Bv = 0?
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(c) the equation AB = I?

16. Describe the row echelon form of an invertible matrix.

17. When the determinant of an n × n matrix is zero, (select
all that apply) [A]-351

(a) exactly one row is a linear combination of the oth-
ers.

(b) every row is a linear combination of the others.

(c) each row after the first one is a linear combination
of the rows above it.

(d) any linear combination of the n rows sums to zero.

(e) at least one row is a linear combination of the oth-
ers.

(f) its inverse is the zero matrix.

(g) it has no inverse.

18. Recall that λ, v is an eigenpair for M whenever v , 0 yet
(M−λI)v = 0. Use theorem 7 to prove that the following
statements are equivalent.

(a) λ is an eigenvalue of M.

(b) The rows of M − λI are linearly dependent.

(c) det(M − λI) = 0.

Answers
determinant The instructions are, in brief: Record the elementary row operations, and more importantly [note]

the corresponding elementary matrices, E1, E2, . . . , Ek, that reduce M to any row echelon form. Then
det M = det E−1

1 · det E−1
2 · · · det E−1

k · det R.
Recording the elementary row operations during row reduction: 6 3 6

−2 1 −1
3 4 6

 M2,:→3M2,:
−→

M3,:→−2M3,:

 6 3 6
−6 3 −3
−6 −8 −12

 M2,:→M2,:+M1,:
−→

M3,:→M3,:+M1,:

 6 3 6
0 6 3
0 −5 −6

 M2,:→M2,:+M3,:
−→

 6 3 6
0 1 −3
0 −5 −6

 M3,:→M3,:+5M2,:
−→

 6 3 6
0 1 −3
0 0 −21


The determinant of

 6 3 6
−2 1 −1
3 4 6

 is the determinant of

 6 3 6
0 1 −3
0 0 −21

, which is 6 · 1 · −21 = −126, times

the determinants of the inverse elementary matrices:∣∣∣∣∣∣∣∣
6 3 6
−2 1 −1
3 4 6

∣∣∣∣∣∣∣∣ = (−126)(1)(1)(1)(1)
(
−

1
2

) (
1
3

)
= 21.
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3.7 The Inverse Revisited

As if we haven’t already extracted enough information from theorem 7, we also have the rather significant following
theorem as a consequence.

Theorem 8. [Determinant of a Product] If A and B are n × n matrices, then det(AB) = det A · det B.

Proof. First suppose AB is noninvertible. By theorem 106, det(AB) = 0. If both A and B are invertible, then
(AB)(B−1A−1) = I, so AB is invertible. Therefore we must have that either A or B is noninvertible, from which it
follows det A = 0 or det B = 0. Either way, det A · det B = 0 and we have shown det(AB) = det A · det B. Now suppose
AB is invertible, and let M = (AB)−1. Then I = (AB)M = A(BM), so A−1 = BM and A is invertible. As in the
justification of 3.⇒4. on page 106, we may therefore write A as a product of elementary matrices, E−1

k · · · E
−1
2 E−1

1 .
Hence det(AB) = det(E−1

k · · · E
−1
2 E−1

1 B) = (det E−1
k · · · det E−1

2 det E−1
1 ) det B = det A det B. �

As a direct consequence, we can relate the determinants of inverse matrices. If M is invertible, then det M · det M−1 =

det I = 1 and therefore det M−1 = 1
det M .

There is more! The proof of theorem 7 also provides an algorithm for finding the inverse of a matrix. Given that
M is invertible, it is reducible to the identity matrix, meaning there are elementary matrices E1, E2, . . . , Ek such that
E1, E2, . . . , Ek M = I. Therefore M−1 = E1E2 · · · EkI, so the same sequence of elementary row operations that reduces
M to the identity also transforms I into M−1! Hence, if we augment M with the identity matrix and reduce to reduced
row echelon form, the augmented columns will hold M−1. To illustrate, let

M =


3 0 5 0
5 1 0 2
6 2 0 7
0 0 −1 −2


Augmenting the identity and reducing,


3 0 5 0 1 0 0 0
5 1 0 2 0 1 0 0
6 2 0 7 0 0 1 0
0 0 −1 −2 0 0 0 1

 M1,:↔M3,:
−→


6 2 0 7 0 0 1 0
5 1 0 2 0 1 0 0
3 0 5 0 1 0 0 0
0 0 −1 −2 0 0 0 1

 M1,:→M1,:−M2,:
−→


1 1 0 5 0 −1 1 0
5 1 0 2 0 1 0 0
3 0 5 0 1 0 0 0
0 0 −1 −2 0 0 0 1

 M2,:→M2,:−5M1,:
−→

M3,:→M3,:−3M1,:


1 1 0 5 0 −1 1 0
0 −4 0 −23 0 6 −5 0
0 −3 5 −15 1 3 −3 0
0 0 −1 −2 0 0 0 1

 M2,:→M2,:−M3,:
−→


1 1 0 5 0 −1 1 0
0 −1 −5 −8 −1 3 −2 0
0 −3 5 −15 1 3 −3 0
0 0 −1 −2 0 0 0 1

 M2,:→−1M2,:
−→


1 1 0 5 0 −1 1 0
0 1 5 8 1 −3 2 0
0 −3 5 −15 1 3 −3 0
0 0 −1 −2 0 0 0 1

 M3,:→M3,:+3M2,:
−→


1 1 0 5 0 −1 1 0
0 1 5 8 1 −3 2 0
0 0 20 9 4 −6 3 0
0 0 −1 −2 0 0 0 1

 M3,:→M3,:+20M4,:
−→


1 1 0 5 0 −1 1 0
0 1 5 8 1 −3 2 0
0 0 0 −31 4 −6 3 20
0 0 −1 −2 0 0 0 1

 M3,:↔M4,:
−→



3.7. THE INVERSE REVISITED 111


1 1 0 5 0 −1 1 0
0 1 5 8 1 −3 2 0
0 0 −1 −2 0 0 0 1
0 0 0 −31 4 −6 3 20

 M3,:→−1M3,:
−→

M4,:→
−1
31 M4,:


1 1 0 5 0 −1 1 0
0 1 5 8 1 −3 2 0
0 0 1 2 0 0 0 −1
0 0 0 1 − 4

31
6

31 − 3
31 − 20

31

 M2,:→M2,:−5M3,:
−→

M1,:→M1,:−M2,:


1 0 0 7 −1 2 −1 −5
0 1 0 −2 1 −3 2 5
0 0 1 2 0 0 0 −1
0 0 0 1 − 4

31
6

31 − 3
31 − 20

31

 M3,:→M3,:−2M4,:
−→


1 0 0 7 −1 2 −1 −5
0 1 0 −2 1 −3 2 5
0 0 1 0 8

31 − 12
31

6
31

9
31

0 0 0 1 − 4
31

6
31 − 3

31 − 20
31


M2,:→M2,:+2M4,:
−→

M1,:→M1,:−7M4,:


1 0 0 0 − 3

31
20
31 − 10

31 − 15
31

0 1 0 0 23
31 − 81

31
56
31

115
31

0 0 1 0 8
31 − 12

31
6
31

9
31

0 0 0 1 − 4
31

6
31 − 3

31 − 20
31


so

M−1 =
1

31


−3 20 −10 −15
23 −81 56 115
8 −12 6 9
−4 6 −3 −20


Crumpet 22: Inverses via Row Reduction

We could have seen that inverses could be computed with the help of row reduction long ago. After all, if A is an
n × n matrix and B is its inverse, then AB = I. By thinking of this product one column at a time, this means

AB:,1 = I:,1, AB:,2 = I:,2, . . . , AB:,n = I:,n.

Solving these equations for the B:,i could be done one at a time by row reduction. Putting the solutions together into
a matrix would give B. Reducing A n times would be repetitive and time consuming, though. Better, the solutions
could be found simultaneously by augmenting all of the I:,i together—in effect, augmenting the identity matrix—and
reducing once (the algorithm presented in this section).

While this process is still tedious for large matrices, it certainly beats the alternative of using formula (1.6.2).
Ironically the ideas presented recently give us the tools to finally prove that (1.6.2) correctly computes the inverse.
Let M be an n× n matrix and consider modifying M by replacing row j with a copy of row i, i , j. Call the modified
matrix M̃. Then ∣∣∣M̃∣∣∣ = (−1) j+1M̃ j,1

∣∣∣M̃\ j,1
∣∣∣ + (−1) j+2M̃ j,2

∣∣∣M̃\ j,2
∣∣∣ + · · · + (−1) j+nM̃ j,n

∣∣∣M̃\ j,n

∣∣∣ .
But M̃ j,k = Mi,k and M̃\ j,k = M\ j,k by construction, so∣∣∣M̃∣∣∣ = (−1) j+1Mi,1

∣∣∣M\ j,1
∣∣∣ + (−1) j+2Mi,2

∣∣∣M\ j,2
∣∣∣ + · · · + (−1) j+nMi,n

∣∣∣M\ j,n

∣∣∣ .
On the other hand,

∣∣∣M̃∣∣∣ = 0 since M̃ has two identical rows. We conclude that

(−1) j+1Mi,1
∣∣∣M\ j,1

∣∣∣ + (−1) j+2Mi,2
∣∣∣M\ j,2

∣∣∣ + · · · + (−1) j+nMi,n

∣∣∣M\ j,n

∣∣∣ (3.7.1)

equals 0 whenever i , j. Observe that when i = j, (3.7.1) is det M expanded along row i (or row j depending on your
perspective). The proof of formula (1.6.2) then lies in noticing that for any square matrix A, the entries of the product

A · adjA

all take the form (3.7.1). Accordingly A · adjA = (det A)I for any square matrix A. If A is invertible, det A , 0 and we
have A · 1

det A adjA = I, so A−1 = 1
det A adjA.

Another place where row reduction could help ease an earlier burden is finding eigenvectors. Unless you happened
to work through exercise 5 of section 2.3, the last time you were asked to compute an eigenvector, you were expected
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to write out a linear system of equations without using matrix notation and to solve the system using elimination
or substitution, not row operations. With the introduction of the parametric vector form for writing solution sets of
linear systems with infinitely many solutions, there is no reason not to apply matrix techniques to the task of finding
eigenvectors. Can you use row reduction to find the eigenvectors of

M =

[
−17 49
−21 53

]
given that its eigenvalues are 4 and 32? Answer on page 113.

Key Concepts
determinant of an inverse if M is invertible, det M−1 = 1

det M .

determinant of a product if A and B are n × n matrices, then det(AB) = det A · det B.

inverses by row reduction if A is invertible, then
[

A I
]

row reduces to
[

I A−1
]
.

eigenvectors by row reduction if λ is an eigenvalue of M, then corresponding eigenvectors can be found by row
reducing M − λI.

Exercises
1. Find the inverse by row reduction.

(a)
[
−3 10
−15 −10

]
(b)

[
−12 12
14 6

]
(c)

[
9 −7
4 7

]
[S]-302

(d)

 16 −3 −2
−8 4 −2
−8 1 2

 [S]-302

(e)

 −10 12 −50
20 −18 80
−30 18 −80


(f)

 −11 −15 4
8 9 −4
−3 −3 2


(g)


3 90 −308 −6
−3 −140 484 10
6 210 −737 −16
3 70 −231 −4


2. If det M = 2 and det R = 1

3 and M and R are the same
size, find [S]-303

(a) det(MRT )

(b) det(M−1R)

(c) det(MR−1)T

3. Suppose L, A,M, B are square matrices such that
det(LA) = 6, det(AM) = 24, and det(MB) = 48. Find

(a) det(LAT )

(b) det(LM−1)

(c) det(LAMB)

(d) det(LB)

4. For a square matrix M, explain why the determinant of
MT M must be nonnegative.

5. Suppose M is invertible. Explain why PMP−1 is invert-
ible for any (invertible) matrix P.

6. Support the claim that the product of invertible matrices
is invertible.

7. Explain why det(PMP−1) = det M for any matrices M
and P, assuming both sides of the equation are defined.

8. Suppose [A]-351

AAT =

[
2 1
1 3

]
.

(a) Is A necessarily invertible?

(b) If A is square, is A necessarily invertible?

9. If λ is an eigenvalue of M, what can you say about the
pivot positions of M − λI?

10. Suppose M − cI has linearly independent columns. Can
c be an eigenvalue of M? Explain. [A]-351

11. Use row reduction to find the eigenvectors corresponding
to the given eigenvalue. Write your answer in parametric
vector form.

(a) A =

[
3 −10
8 −15

]
; λ = −5

(b) A =

[
−4 2
−16 8

]
; λ = 0

(c) A =

[
2 4
−3 −4

]
; λ = −1 − i

√
3 [A]-351

(d) A =

 9 1 −5
33 17 −25
36 12 −24

; λ = 6
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(e) A =

 14 9 18
12 17 −18
12 −9 8

; λ = 26 [A]-352

(f) A =

 −5 6 −12
7 −8 16
5 −6 12

; λ = −2

(g) A =


45 −51 −24 −60
15 107 18 0
15 17 98 20
−30 −34 −16 50

; λ = 90 [A]-

352

(h) A =


−10 −2 −2 −6
−26 −79 −1 −93
−116 −106 −4 −138

26 61 1 75

; λ = −18

Answers
eigenvectors if λ is an eigenvalue of M, then the associated eigenvector, v, satisfies (M − λI)v = 0. For

M =

[
−17 49
−21 53

]
and λ = 4, that means the unknown eigenvector satisfies[

−21 49
−21 49

]
v = 0.

This system can be solved by reducing the augmented matrix[
−21 49 0
−21 49 0

]
.

Subtracting row 1 from row 2 yields [
−21 49 0

0 0 0

]
.

v2 is a free variable and v1 = −49
−21 v2 = 7

3 v2. In parametric vector form,

v = r
[ 7

3
1

]
or equivalently

v = r
[

7
3

]
for any r. Speeding up the process for the eigenvalue λ = 32, we need to reduce the augmented matrix[

−49 49 0
−21 21 0

]
.

Again the second row disappears with one row operation, leaving[
−49 49 0

0 0 0

]
from which we deduce v1 = v2. The solution is therefore

v = r
[

1
1

]
for any r.
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Matrix Abstraction
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Chapter 4
Vector Spaces and Inner Product Spaces

Abstraction is at the heart of most of mathematics. It is an essential vehicle for the development of new ideas. Take
natural numbers (one, two, three, and so on), for example. These numbers have a “natural” meaning—quantity. If
you have a number of objects before you, then there are one or two or maybe twenty-two. The objects are there. They
can be counted. But what does it mean to “count” the number of objects before you when there are none? The very
idea is an abstraction of the notion of counting, and it leads to the number zero. To the natural numbers, we add this
number we call zero, and say that it represents the number of objects you have when you have none. You cannot
explain zero in the same concrete way you can explain one or two or three. It requires an intellectual leap in one’s
understanding of counting.

The use of variables requires another intellectual leap. It is one thing to say that 4+5 = 5+4, but it is quite another
to say that x + y = y + x. The unspecified quantities are abstractions of numbers. Much like zero, they represent
something that is not readily available to see or put in other concrete terms. The very idea of using unspecified
quantities gives rise to an entire branch of mathematics—algebra! Many branches of mathematics revolve around
similar abstractions. A body of objects or ideas is stripped down to its essence, which then gives rise to similar but
new objects or ideas.

Thinking of the numbers one, two, three, and so on as counting numbers allows the abstraction of “counting”
zero objects. Using symbols other than numbers to stand for numbers allows the abstraction of unspecified quantities
in an expression. Abstraction provides a new perspective from which new mathematics can bloom. This idea is the
foundation for many branches of mathematics. Abstract algebra is built upon abstraction of binary operators such as
addition and multiplication, both of which are associative, admit an identity element and inverses, and are closed on
certain sets of real numbers. Topology is built upon abstraction of open intervals of the real line, arbitrary unions of
which are also open, and closed intervals of the real line, finite intersections of which are also closed. Non-Euclidean
geometry is built upon abstraction of the idea of a line. Analysis is built upon abstraction of finite quantity and size
to infinite quantity and infinitesimal size. At some level, each branch of mathematics is based upon abstraction.

This part of the book proceeds in this vein. The essential ingredients of objects and ideas already explored and
understood in a concrete way (vectors, matrix multiplication, and dot product to be specific) will be extracted from
their concrete settings, opening doors to new mathematics.

4.1 Vector Spaces and Span
Back in section 1.5, the definition of linear combination contained a proviso: “let S be a set of objects on which
addition and scalar mutliplication are defined.” At the time several examples of such sets were given, but not much
was made of other properties the set should have. Then in section 3.3, the definition of linear independence contained
an extended proviso: “[l]et S be a set of objects on which addition and scalar mutliplication are defined and which
contains an additive identity, called 0.” Existence of an additive identity was necessary to write the equation in the
definition. Yet again, little was made of additional properties the set S should possess.

Implicit in the assumptions that addition and scalar multiplication are defined is that sums and scalar products of
objects in the set S are also in the set S . This property is called closure of the operation. The set T = {t, t2, 1 + t2}
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is not closed under addition nor scalar multiplication. Can you verify this? Answer on page 123. The set S =

{αt +βt2 +γ(1 + t2) : α, β, γ ∈ R} containing all linear combinations of elements of T (with scalars from the set of real
numbers) is closed under addition and scalar multiplication. Can you verify this? Answer on page 123. Closure is an
essential (and until now unmentioned) property of linear combinations and linear independence, and there are others.

We are so used to the basic properties of real numbers, such as associativity and commutativity, it is easy to take
the subtleties of computations for granted. In order for r(αt + βt2 + γ(1 + t2)) to equal (rα)t + (rβ)t2 + (rγ)(1 + t2), for
example, we need to distribute the r and associate scalars. Distribution alone yields r(αt) + r(βt) + r(γ(1 + t2)). The
distributive and associative properties are critical to the claim that S is closed under addition and scalar multiplication.
In order for

[
α1t + β1t2 + γ1(1 + t2)

]
+
[
α2t + β2t2 + γ2(1 + t2)

]
to equal (α1+α2)t+(β1+β2)t2+(γ1+γ2)(1+t2) we need

a slightly different distributive property, an associative property, and commutativity of addition! These properties are
also essential.

It is time to make explicit all the properties of matrices we have taken for granted when discussing linear combi-
nations. This exercise will provide an abstract footing from which to explore, revealing similarities between certain
sets of objects that could otherwise easily go unnoticed.

A nonempty set V on which addition and scalar multiplication are defined is called a vector space if for every
u, v,w in V and all scalars s, t

1. u + v is in V (V is closed under addition)

2. u + v = v + u (addition is commutative)

3. u + (v + w) = (u + v) + w (addition is associative)

4. there is an element 0 in V such that 0 + u = u (an additive identity exists)

5. there is an element −u in V such that u + (−u) = 0. (every element has an additive inverse)

6. sv is in V (V is closed under scalar multiplication)

7. 1v = v

8. s(u + v) = su + sv (scalars distribute over elements of V)

9. (s + t)u = su + tu (elements of V distribute over scalars)

10. s(tu) = (st)u (scalar multiplication is associative)

The set of all n × 1 matrices (vectors of size n) with real entries is the model from which this list is derived. We
use the symbol R for the set of all real numbers, and use the symbol Rn for the set of all ordered lists of n real
numbers, their representation as n × 1 matrices with real entries giving meaning to the operations of addition and
scalar multiplication. For V = Rn, properties 2,3,4,8,9, and 10 are taken directly from the theorems of section 3.1;
property 5 is addressed in exercise 16 of the same section; and the other three follow from properties of real numbers.
Property 7 is clear in Rn since 1 · r = r for any real number r. Closure (properties 1 and 6) are also clear in Rn since
sums and products of real numbers are real. Hence, these ten properties describe the essential features of Rn.

The set Pn(R), the set of all polynomials with real coefficients and degree n or less, is a vector space1. We will
verify this shortly by showing that this set satisfies the 10 properties of a vector space. Proof that other sets form
vector spaces will be requested in the exercises. Elements of any vector space V are called vectors (even if they are
matrices, sequences, or polynomials). In this abstract sense, even functions are vectors! Proof that Pn(R) is a vector
space is mostly an exercise of observing that polynomials have the right properties rather than demonstrating that
polynomials have the right properties.

1. The sum of two polynomials of degree n or less is a polynomial of degree n or less. (closure under addition)

2. For any polynomials p(x) and q(x), p(x) + q(x) = q(x) + p(x). (addition is commutative)

3. For any polynomials p(x), q(x), and r(x), p(x) + (q(x) + r(x)) = (p(x) + q(x)) + r(x). (addition is associative)

1with the understanding that adding polynomials and multiplying polynomials by real numbers work as in high school algebra.
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4. The polynomial z(x) = 0 is in Pn(R) and has the property that z(x) + q(x) = q(x) for any polynomial q(x). (an
additive identity exists)

5. Given any polynomial p(x), p(x) + (−1 · p(x)) = z(x) and −1 · p(x) is in Pn(R). (every element has an additive
inverse)

6. For any polynomial p(x) of degree n or less, rp(x) is a polynomial of degree n or less. (closure under scalar
multiplication)

7. 1 · p(x) = p(x) for any polynomial p(x).

8. r(p(x) + q(x)) = rp(x) + rq(x) for any real number r and polynomials p(x) and q(x). (real numbers distribute
over polynomials)

9. (r + s)p(x) = rp(x) + sp(x) for any real numbers r and s and polynomial p. (polynomials distribute over real
numbers)

10. r(sp(x)) = (rs)p(x) for any real numbers r and s and polynomial p. (scalar multiplication is associative)

If the properties of polynomials were not so well known, each of these points would need to be accompanied by
reference to a theorem or axiom for support. Even with great familiarity, the same four properties that derived from
properties of real numbers (1,4,5,6) require further attention. Closure (properties 1 and 6) cannot be taken for granted.
These properties only follow because scalar multiplication and polynomial addition do not increase the degree of a
polynomial. Properties 4 and 5 assert that an additive identity is in the set and for every element of the set, its additive
inverse is also in the set. These properies are not automatic for arbitrary subsets of polynomials. It is critical to note
that Pn(R) contains them.

Coincidentally, given a subset H of any vector space V , the same four properties are the only ones that need to be
shown true (in H) to prove that H is itself a vector space. The other six properties are inherited by H through the fact
that they hold for all elements of V (including those in H). In fact property 5 can be deduced once properties 1 and 6
have been established.

Suppose H is a subset of a vector space V , properties 1 and 6 hold for H, and h is a particular but arbitrary element
of H. Because H is closed under scalar multiplication (property 6), −1 ·h is in H. Because H is closed under addition
(property 1), h + (−1 · h) is in H. But h + (−1 · h) = (1 + (−1))h = 0h by property 9. If it were true that 0h = 0 (like it
is in Rn), we would be done as −1 · h would then have been shown to be an additive inverse of h in H. Can you prove
that 0h = 0 using only the ten properties of a vector space? Answer on page 123. Hence a subset of a vector space is
a vector space itself if it satisfies properties 1, 4, and 6 (closure and containment of the zero vector).

Any subset of a vector space that is itself a vector space is called a subspace. One common way to define a
subspace is through the collection of all linear combinations of a set of vectors (reminiscent of how T = {t, t2, 1 + t2}

is not closed under addition or multiplication but the collection of all linear combinations of elements of T is). Such
a set is called the span of those vectors. To be precise, if v1, v2, . . . , vk are elements of a vector space (vectors), the
span of v1, v2, . . . , vk, denoted span{v1, v2, . . . , vk}, is given by

span{v1, v2, . . . , vk} = {c1v1 + c2v2 + · · · + ckvk : c1, c2, . . . , ck are scalars} .

Can you show that given any vectors v1, v2, . . . , vk of a vector space, span{v1, v2, . . . , vk} is a subspace? Answer on
page 123. For consistency with the notion of exercise 26 of this section and the nonemptiness of vector spaces (and
the concept of a basis, which will be studied later), the span of the empty set is {0}. That is, span{} = {0}.

Key Concepts
vector space A set V on which addition and scalar multiplication are defined is called a vector space if for every

u, v,w in V and all scalars (real numbers or complex numbers) s, t

1. u + v is in V (V is closed under addition)

2. u + v = v + u (addition is commutative)

3. u + (v + w) = (u + v) + w (addition is associative)

4. there is an element 0 in V such that 0 + u = u (an additive identity exists)
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5. there is an element −u in V such that u + (−u) = 0. (every element has an additive inverse)

6. sv is in V (V is closed under scalar multiplication)

7. 1v = v
8. s(u + v) = su + sv (scalars distribute over elements of V)

9. (s + t)u = su + tu (elements of V distribute over scalars)

10. s(tu) = (st)u (scalar multiplication is associative)

vector an element of a vector space.

span for vectors v1, v2, . . . , vk of a vector space, the span of v1, v2, . . . , vk, denoted span{v1, v2, . . . , vk}, is the collec-
tion of all linear combinations of v1, v2, . . . , vk. That is,

span{v1, v2, . . . , vk} = {c1v1 + c2v2 + · · · + ckvk : c1, c2, . . . , ck are scalars} .

Additionally, span{} = {0}.

subspace a subset of a vector space that is itself a vector space.

subspace conditions a subset of a vector space is a subspace if it contains 0 and is closed under addition and scalar
multiplication.

span as subspace given any subset H of a vector space V , spanH is a subspace of V .

Notation
Some subsets of the complex numbers are denoted as follows.
Z = {z : z is an integer}
Z+ = {z : z is a positive integer}
Q = {q : q is a rational number}
R = {r : r is a real number}
C = {c : c is a complex number}

Some sets, each of which has a natural definition as a vector space, are denoted as follows. F is taken to be one of2

Q, R, or C, and D is taken to be a subset of R.
Rn = {v : v is an ordered list of n real numbers}
RN = {s : s is a sequence of real numbers}
Mm×n(F) = {M : M is an m × n matrix with entries in the set F}
Pn(F) = {p : p is a polynomial of degree n or less with coefficients in F}
F(D) = { f : f is a function from D to R}
C(D) = { f : f is a continuous function from D to R}

Exercises
1. Verify that the set, with its well known operations of ad-

dition and scalar multiplication, forms a vector space.

(a) Mm×n(R)

(b) F([0, 1]) [S]-303

(c) C3(R)

(d) RN [The “well known” operations are done
component-wise.]

2. Verify that S is a subspace of the vector space V . You do
not have to verify that V is a vector space.

(a) S = the x-axis = {(x, y) : y = 0}; V = R2 [S]-303

(b) S = the line with slope m passing through the ori-
gin = {(x, y) : y = mx}; V = R2

(c) S = the set of polynomials of degree two or less
having 12 as a root = {p(x) = ax2 +bx+c : p(12) =

0}; V = P2(R)

(d) S = the set of cubic polynomials with degree
at most three and 3 and 18 as roots = {q(x) =

a0 + a1 x + a2 x2 + a3 x3 : q(3) = q(18) = 0};
V = P3(R) [S]-304

(e) S = the set of functions on [0, 1] whose graphs
pass through (0, 0) and (1, 0); V = F([0, 1])

(f) S = the set of real number sequences that converge
2F could actually be any field.
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to zero = {r1, r2, . . . : limn→∞ rn = 0}; V = RN

(g) S = the set of real 3 × 3 matrices with zero deter-
minant;M3×3(R)

3. Show that S is not a subspace of the vector space V . You
do not have to verify that V is a vector space.

(a) S = the first quadrant of the plane, including the
axes = {(x, y) : x ≥ 0 and y ≥ 0}; V = R2 [S]-304

(b) S = the first and third quadrants of the plane,
including the axes = {(x, y) : x ≥ 0 and y ≥
0} ∪ {(x, y) : x ≤ 0 and y ≤ 0}; V = R2

(c) S = the closed disk of radius 5 with center at the
origin = {(x, y) : x2 + y2 ≤ 25}; V = R2

(d) S = the set of polynomials of degree two or less
with y-intercept (0,−3) = {p(x) = ax2 + bx + c :
p(0) = −3}; V = P2(R) [S]-304

(e) S = the set of polynomials of degree three or less
such that 7 is not a root = {q(x) = a0 + a1 x + a2 x2 +

a3 x3 : q(7) , 0}; V = P3(R)

(f) S = the set of polynomials of degree four or
less with its real roots between 0 and 10 union
the set containing the zero polynomial = {q(x) =

a0 + a1 x + a2 x2 + a3 x3 + a4 x4 : q(x0) = 0 ⇒ 0 ≤
x0 ≤ 10 or q(x) = 0 for all x}; V = P4(R)

(g) S = the set of all real number sequences that con-
verge to three = {r1, r2, . . . : limn→∞ rn = 3};
V = RN

(h) S = the set of all real 3 × 3 matrices with determi-
nant one;M3×3(R)

4. Describe spanS geometrically.

(a) S =

{[
5
1

]}
[S]-304

(b) S =

{[
−1
3

]}
(c) S =

{[
5
1

]
,

[
2
0

]}
[S]-304

(d) S =

{[
−1
3

]
,

[
2
−6

]}
[A]-352

(e) S =

{[
5
1

]
,

[
−10

2

]}
(f) S =

{[
−1
3

]
,

[
2
7

]}

(g) S =


 0

0
0




(h) S =


 0

0
0

 ,
 0

1
0




(i) S =


 2

2
0

 ,
 0

1
0


 [A]-352

(j) S =


 3

0
1

 ,
 −1

0
2




5. Describe spanS in words.

(a) S = {〈1, 1, 2, 1, 1, 1, 1, 1, 1, 1, . . .〉} [A]-352
(b) S = {〈1, 2, 3, 4, 5, 6, 7, 8, 9, 10, . . .〉}
(c) S = {p(x) = x(1 − x)}
(d) S = {p(x) = 3} [A]-352

(e) S =

{[
1 0
0 0

]
,

[
0 0
0 1

]}
(f) S =

{[
1 0
0 0

]
,

[
0 0
0 1

]
,

[
0 −1
0 0

]}
[S]-

305

6. Let S be the set of all vectors of the form
[

s
2s

]
. Find a

set of vectors in R2 whose span is S .

7. Let S be the set of all vectors of the form

 0
−3t
5t

. Find

a set of vectors in R3 whose span is S .

8. Let S be the set of all vectors of the form

 3t
−t
5t

. Find a

set of vectors in R3 whose span is S . [S]-305

9. Let S be the set of all vectors of the form

 3t − 2s
−t + s
5t + s

.
Find a set of vectors in R3 whose span is S . [S]-305

10. Let S be the set of all vectors of the form

 3t − 4r
−t + 4r

5t

.
Find a set of vectors in R3 whose span is S .

11. Let S be the set of all vectors of the form
[

s + t
2s − t

]
.

Find a set of two vectors in R2 whose span is S . Is

span
{[

1
0

]
,

[
0
1

]}
= S ?

12. Is

 1
2
3

 in spanS ?

(a) S =


 3

2
1




(b) S =


 7

8
9

 ,
 10

2
−6


 [S]-305

(c) S =


 2
−3
5

 ,
 −10
−24
41


 [A]-352

(d) S =


 2
−3
5

 ,
 −10
−24
41

 ,
 8

1
−2




(e) S =


 1

0
0

 ,
 1

1
0

 ,
 1

1
1



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(f) S =


 −

2
7

0
0

 ,


129
1111
−3
0

 ,


122
37
− 37

21
1
8


 [A]-352

13. Is v in span
{
sin2 θ, cos2 θ

}
?

(a) v = ( f (θ) = 3)

(b) v = ( f (θ) = sin(2θ))

(c) v = ( f (θ) = cos(2θ)) [S]-305

(d) v =
(

f (θ) = sin2(θ/2)
)

14. Is v in span {〈1, 2, 3, 4, 5, . . .〉 ,
〈0, 4, 0, 0, 0, . . .〉 , 〈1, 1, 1, 1, 1, . . .〉}?

(a) v = 〈5, 10, 15, 20, 25, . . .〉 [A]-352

(b) v = 〈3, 87, 9, 12, 15, . . .〉

(c) v = 〈78, 81, 84, 87, 90, . . .〉 [S]-305

(d) v = 〈2, 4, 8, 16, 32, . . .〉

(e) v =
〈
− 1

2 ,−1,− 3
2 ,−2,− 5

2 , . . .
〉

(f) v = 〈0, 32, 4, 6, 8, . . .〉 [A]-352

15. Is b in the span of the columns of M?

(a) 44 b =

 −240
−406
−416

;
M =

 −499 −288 232
−425 −161 125
306 −348 141

 [S]-306

(b) 45 b =

 −284
146
−187

;
M =

 237 −228 −234
−440 −772 36
243 −612 −366


(c) 46 b =


486
−352
418
273

;

M =


−118 35 −94 −170
277 −101 496 −336
332 25 393 164
182 −233 326 −252

 [A]-352

(d) 47 b =


−93
130
−120
−437

;

M =


−133 −77 −153 209
−69 323 490 −98
−419 15 305 129
−157 −10 −230 377


16. Is v in span {u1,u2,u3}?

(a) 48 v =

 −7424
3075
−1060

;

u1 =

 −12
−20
20

; u2 =

 −560
255
−100

;
u3 =

 −8
25
−20

; [A]-352

(b) 49 v =

 411
−166
−258

;
u1 =

 20
11
−5

; u2 =

 −23
−6
17

; u3 =

 −193
100
397

;

(c) 50 v =


2
−3
18
44

;

u1 =


10
11
1
−7

; u2 =


−4
4
−9
−7

; u3 =


8
−12
−5
−6

; [A]-

352

(d) 51 v =


79
33
−312
366

;

u1 =


4
−2
−12
11

; u2 =


−10
−9
9
−6

; u3 =


−3
−8
7
−11

;
17. For each pair v and S , v is in spanS . Show that S ∪ {v}

is linearly dependent.

(a) v =

[
−4
4

]
; S =

{[
2
2

]
,

[
−1
3

]}
[A]-352

(b) v =

[
18
21

]
; S =

{[
12
−3

]
,

[
6
7

]
,

[
8
−1

]}
(c) v = 5t2 − 9t + 5; S =

{
1 + t2, 3t

}
(d) v = 5t2 − 9t + 5; S =

{
1, t, t2

}
[A]-352

(e) v = 〈0, 0, 0, 0, 0, . . .〉;
S = {〈2,−3, 4, 5, 1, . . .〉}

(f) v = 〈2, 3, 4, 6, 6, 9, 8, 12, . . .〉 ;
S = {〈1, 0, 2, 0, 3, 0, 4, 0, . . .〉 ,

〈0, 1, 0, 2, 0, 3, 0, 4, . . .〉}

18. Argue that (in general) if v is in spanS , then S ∪ {v} is
linearly dependent.

19. Find k so that kt2 + 9t − 8 is in
span

{
3t2 − 4, 4t2 − 3t

}
.

20. Let M =

[
2 −3 5
1 8 2

]
. Is the set of all v such that

Mv =

[
0
0

]
a subspace of R2? of R3?

21. Suppose u1 and u2 both have the property of being a zero
vector. That is, for any vector v, u1+v = v and u2+v = v.
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Supply a reason for each line of the string of equalities
proving that u1 = u2, thus proving that the zero vector is
unique [and therefore 0 is the additive identity]. [A]-352

u1 = u2 + u1

= u1 + u2

= u2

22. Prove that for any vector v in a vector space, −1 · v is an
additive inverse of v. Use the fact that 0v = 0.

23. Suppose u1 and u2 both have the property of being an
additive inverse of v. That is, for this arbitrary but par-
ticular vector v, u1 + v = 0 and u2 + v = 0. Supply a rea-
son for each line of the string of equalities proving that
u1 = u2, thus proving that additive inverses are unique
[and therefore −1 · v is the additive inverse of v].

u1 = u1 + 0
= u1 + (u2 + v)

= u1 + (v + u2)

= (u1 + v) + u2

= 0 + u2

= u2

24. Let c be any scalar. Supply a reason for each line of the
string of equalities proving that c0 = 0.

c0 = c0 + 0
= c0 + (c0 + (−(c0)))

= (c0 + c0) + (−(c0))

= c(0 + 0) + (−(c0))

= c0 + (−(c0))

= 0

25. Suppose cu = 0 for some nonzero scalar c. Create a
string of equalities showing the u = 0 and justify each
equality in the string.

26. Suppose V is a vector space, H is a subset of V , and S
is any subspace of V containing H. Explain why spanH
must be a subset of S . This shows that spanH is the
smallest subspace of V containing H.

27. Let S and T be subspaces of a vector space V . Show that
S ∩ T is a subspace of V .

28. Find subspaces S and T of a vector space V such that
S ∪ T is not a subspace of V .

Answers

not closed With T = {t, t2, 1 + t2}, t ∈ T and t2 ∈ T , but t + t2, the sum of two elements in T , is not itself in T . 17t2, a
scalar multiple of an element of T , is not itself in T .

closure of linear combinations With S = {αt + βt2 + γ(1 + t2) : α, β, γ ∈ R}, an arbitrary element of S has the form
αt+βt2+γ(1+t2) for some scalars α, β, γ. The scalar multiple of an arbitrary element of S , r(αt+βt2+γ(1+t2)) =

(rα)t + (rβ)t2 + (rγ)(1 + t2) has the form of an element of S and is therefore in S . The sum of two elements of
S ,

[
α1t + β1t2 + γ1(1 + t2)

]
+

[
α2t + β2t2 + γ2(1 + t2)

]
= (α1 +α2)t + (β1 + β2)t2 + (γ1 + γ2)(1 + t2) has the form

of an element of S and is therefore in S too.

the zero vector Proving that 0v = 0 for any vector v of any vector space V is a very abstract and subtle chore. Where
to start is a particularly befuddling question. Proofs of this nature are very difficult when seen for the first time.
You are in good company if you did not come up with a proof of your own. One way to proceed is to start with
one side and produce a list of equalities that flow logically from the properties and lead to the other side. Let v
be a particular but arbitrary element of a vector space V .

0v = 0v + 0 [0 is the additive identity]
= 0v + (0v + (−0v)) [property of additive inverses]
= (0v + 0v) + (−0v) [addition is associative]
= (0 + 0)v + (−0v) [scalars distribute over vectors]
= 0v + (−0v) [substitution of 0 for 0 + 0]
= 0 [property of additive inverses]

span is a subspace Let v1, v2, . . . , vk be elements of a vector space and set H = span{v1, v2, . . . , vk}. Then

1. [property 4] 0v1 + 0v2 + · · · + 0vk = 0 + 0 + · · · + 0 = 0 is in H.

2. [property 1] for any elements u and v of H, there are scalars b1, b2, . . . , bk and c1, c2, . . . , ck such that

u = b1v1 + b2v2 + · · · + bkvk and v = c1v1 + c2v2 + · · · + ckvk
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so

u + v = (b1v1 + b2v2 + · · · + bkvk) + (c1v1 + c2v2 + · · · + ckvk)

= b1v1 + c1v1 + b2v2 + +c2v2 · · · + bkvk + ckvk

= (b1 + c1)v1 + (b2 + c2)v2 + · · · + (bk + ck)vk

is in H.

3. [property 6] for any element u of H, there are scalars b1, b2, . . . , bk such that

u = b1v1 + b2v2 + · · · + bkvk

so given any scalar s,

su = s (b1v1 + b2v2 + · · · + bkvk)

= s(b1v1) + s(b2v2) + · · · + s(bkvk)
= (sb1)v1 + (sb2)v2 + · · · + (sbk)vk

is in H.
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4.2 Basis and Dimension

Every vector in Rn can be written as a unique linear combination of the columns of the n × n identity matrix. Think
about it for a moment. Can you justify this claim? Answer on page 129.

Taking the perspective that the matrix-column product Iv is a linear combination of the columns of I with coeffi-
cients from v, what we are claiming is that for any vector b, the equation

Iv = b (4.2.1)

has exactly one solution v. By the invertible matrix theorem, this is equivalent to claiming that I is invertible, which
of course is true!

Noting that the solution of (4.2.1) is v = b we see the vector b itself holds the coefficients of the proclaimed
linear combination. There is nothing ground-breaking about the calculation itself. However, it strikes at the essence
of elements of Rn, paving the way for abstraction to arbitrary vector spaces.

Given any subset of a vector space, we can represent linear combinations of these vectors by the element of Rn

holding the coefficients of the linear combination. If there were special subsets where each element of the vector
space could be represented by a unique linear combination (as in the example of the columns of I), this perspective
would hold promise. As it turns out, there are many such sets. For example, T = {t, t2, 1 + t2} forms such a set in
P2(R). Can you verify this? Answer on page 129.

In Rn the columns of any invertible matrix M form such a set. If M is invertible, the invertible matrix theorem
tells us that for any vector b there is exactly one solution v of the equation

Mv = b.

In terms of linear combinations, every vector b can be written as a unique linear combination of the columns of M.
In the terminology of the previous section, the fact that Mv = b always has a solution is to say that the columns of M
span Rn. The linear independence of the columns of M ensures uniqueness of solution (by theorem 5). These are the
characteristics of the columns of an invertible matrix that makes it a special set—linear independence and span.

The terms linear independence and span have meaning in any vector space, not just Rn, motivating the following
definitions. A subset S of a vector space V is called a spanning set if spanS = V . A subset of a vector space V is
called a basis (of V) if it is a linearly independent spanning set.

From the discussion that led to the definition of a basis, we can be sure that a basis of Rn has the special property
that every vector in Rn can be written as a unique linear combination of the vectors in the basis. However, theorem 5,
which provided uniqueness does not apply to arbitrary vector spaces. We will need to argue that if B is a basis of an
arbitrary vector space V and v is in V , then v is expressible as a unique linear combination of the vectors in B.

Let B = {v1, v2, . . . , vn} be a basis (linearly independent spanning set) for a vector space V and let v be a vector
in V . Because B is a spanning set, every vector in V can be written as a linear combination of the elements of B,
including v. Thus v is expressible as at least one linear combination of the vectors in B. It remains to show v is
expressible as at most one linear combination of the vectors in B. To that end, suppose v has two representations as
linear combinations of the elements of B. That is,

v = a1v1 + a2v2 + · · · + anvn and v = b1v1 + b2v2 + · · · + bnvn.

Then 0 = v− v = (a1v1 + a2v2 + · · ·+ anvn)− (b1v1 + b2v2 + · · ·+ bnvn) = (a1 − b1)v1 + (a2 − b2)v2 + · · ·+ (an − bn)vn.
Since B is a linearly independent set, the only solution of this equation is

a1 − b1 = a2 − b2 = · · · = an − bn = 0

and therefore the two linear combinations are equal. So, given a basis of a vector space, every element of the vector
space can be written as a unique linear combination of the elements of the basis.

Bases (the plural of basis) have another important property. If there is a basis of a vector space with n elements,
then any subset of the vector space with more than n elements is linearly dependent.

Suppose B = {v1, v2, . . . , vn} is a basis of a vector space V and S = {u1,u2, . . . ,up} where p > n. Since B is a
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spanning set, each element of S can be written as a linear combination of the elements of B. Let

u1 = M1,1v1 + M2,1v2 + · · · + Mn,1vn

u2 = M1,2v1 + M2,2v2 + · · · + Mn,2vn

...

up = M1,pv1 + M2,pv2 + · · · + Mn,pvn

Then

M =


M1,1 M1,2 · · · M1,p
M2,1 M2,2 · · · M2,p
...

...
. . .

...
Mn,1 Mn,2 · · · Mn,p


has more columns than rows, so M cannot have a pivot in each column. By theorem 5, there is a nonzero vector w
such that Mw = 0. Let w =

[
w1 w2 · · · wp

]T
be such a vector. Then

w1u1 + w2u2 + · · · + wpup = w1M1,1v1 + w1M2,1v2 + · · · + w1Mn,1vn

+ w2M1,2v1 + w2M2,2v2 + · · · + w2Mn,2vn

...

+ wpM1,pv1 + wpM2,pv2 + · · · + wpMn,pvn

= (M1,1w1 + M1,2w2 + · · · + M1,pwp)v1

+ (M2,1w1 + M2,2w2 + · · · + M2,pwp)v2

...

+ (Mn,1w1 + Mn,2w2 + · · · + Mn,pwp)vn

= 0v1 + 0v2 + · · · + 0vn

= 0.

Since w , 0, we have demonstrated a nontrivial linear combination of the vectors in S that sum to 0, showing that S
is linearly dependent. This fact is important enough to repeat as a theorem.

Theorem 9. If a vector space V has a basis with n elements, then any subset of V containing more than n elements is
linearly dependent.

To understand the implications of this theorem, let V be a vector space with basisB = {v1, v2, . . . , vn} and consider
two subsets of V: F containing fewer than n vectors and G containing greater than n vectors. G cannot be a basis
because it has more than n elements (which makes it a linearly dependent set). F cannot be a basis for V because if
it were, that would make B linearly dependent thereby contradicting the fact that B is a basis. In other words, if a
vector space V admits a basis with n elements, all bases of V have n elements. This number n is thus a characteristic
of V and deserves a name. We call the number of elements in a basis the dimension of a vector space. The trivial
vector space, {0} contains only the one vector 0 and, by definition, has dimension 0. Observe that

1. the dimension of Rn is n, and

2. the dimension of P2(R) is 3

because

1. the columns of In×n form a basis of Rn, and

2. T = {t, t2, 1 + t2} forms a basis of P2(R).
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{I:,1, I:,2, . . . , I:,n} is called the standard basis of Rn and {1, t, . . . , tn} is called the standard basis of Pn(R).
We already know that if a vector space V has dimension n, then any subset of V containing fewer than n elements

is not a basis. It therefore must either be linearly dependent or not span V . We will argue that such a set does not
span V . The statement is clearly true when the dimension of V is 0 (there are no sets with less than 0 elements) and
n = 1 (only the empty set has less than one element, but the empty set does not span a nonempty vector space). For
n ≥ 2, let S = {u1,u2, . . . ,up} be a subset of V with p < n and suppose S is a spanning set. Because S spans V but is
not a basis, S must be linearly dependent. This is a contradiction in the case n = 2 since any set with one element is
linearly independent. In the case n > 2, S contains some element that can be written as a linear combination of the
others. By rearranging the order of the elements in S if necessary, let u1 be the element that can be written as a linear
combination of the others and write

u1 = c2u2 + c3u3 + · · · cpup. (4.2.2)

Note that Ŝ = S \{u1} = {u2,u3, . . . ,up} still spans V: for arbitrary v in V , write

v = c1u1 + c2u2 + · · · cpup (4.2.3)

and substitute (4.2.2) into (4.2.3), thereby writing v as a linear combination of the elements of Ŝ . If Ŝ is linearly
dependent, repeat the process of removing an element that can be written as a linear combination of the others, and
continue until the remaining set is linearly independent (and still spanning). This will happen when there is one
element left, if not sooner, so the process is guaranteed to end. At this point what is left is a basis with less than n
elements, an impossibility. It must be that S is not spanning.

Key Concepts
spanning set S is a spanning set of a vector space V if spanS = V .

basis a linearly independent spanning set of a vector space.

dimension the number of vectors in a basis of a vector space.

standard basis of Rn the columns of In×n.

standard basis of Pn(R) {1, t, . . . , tn}.

linear dependence if a vector space V has dimension n, any subset of V with more than n elements is linearly
dependent.

spanning if a vector space V has dimension n, any subset of V with less than n elements does not span V .

bases all bases of a given vector space have the same number of elements.

trivial vector space {0} contains only the one vector 0 and, by definition, has dimension 0.

Exercises
1. State the dimension of the vector space.

(a) R2

(b) R5 [A]-352

(c) R12

(d) Rn

(e) P2(R)

(f) P5(R) [A]-352

(g) P12(R)

(h) Pn(R)

2. Explain why the set is not a basis of R3.

(a)


 −321

238
−250

 ,
 −15
−298
−64




(b)


 384
−391
−339

 ,
 −78
−262
349

 ,
 0

0
0




(c)


 −91

412
0

 ,
 147

198
0

 ,
 423
−218

0


 [A]-352

(d)



−51
165
−136
−34

 ,


0
414
308
−264

 ,


491
−37
198
36



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(e)


 115

136
111

 ,
 46

90
−131

 ,
 −101
−122
105

 ,
 −94
−91
−148




3. Explain why the set is not a basis of P3(R).

(a) {168+217t−115t2+383t3, 60+349t+498t2+243t3}

(b) {−407+342t−94t2−354t3, 188−272t2−18t3, 117+

114t − 437t2 + 493t3}

(c) {−9 + t,−4 + 9t − t2, 7 − 2t2,−2 + 7t − 6t2}

(d) {0, t, t2, t3}

(e) {t, t2, t3, t4} [A]-352

(f) {27 − 70t,−89t2 + 52t3, 1 + 58t,−27t2 − 74t3, 28 −
100t}

4. Each set is a subset of a vector space. In each set, one
vector is the sum of the other two. (i) Name a vector
space containing the set, and (ii) find a proper subset with
the same span.

(a)




9
12
−7
18

 ,


18
8
0
7

 ,


9
−4
7
−11




(b) {9−4t+7t2,−20+8t+17t2,−11+4t+24t2} [A]-352

(c) {〈−4,−7,−10,−13, . . .〉 , 〈1, 2, 3, 4, . . .〉 ,
〈−5,−9,−13,−17, . . .〉}

(d)
{[
−4 −19
14 −13

]
,

[
−19 −2
14 −1

]
,[

−23 −21
28 −14

]}
[S]-306

(e) {3 sin θ − 2 cos θ, 8 sin θ + 2 cos θ,
5 sin θ + 4 cos θ}

5. Redo part (ii) of exercise 4, this time stating a different
subset with the same span. Is this subset a basis for the
span of the set? [S]-306 [A]-352

6. Find the dimension of the span of the set.

(a)




1
1
2
2

 ,


2
2
4
4

 ,


5
5

10
10




(b)
{
3 + 2t2, 1, 1 − t2

}
(c)

{
1 + 2t, 3 + t − 2t2,−5 + 4t2,−5t − 2t2

}
[S]-306

(d)
{[

1 0
0 0

]
,

[
0 1
0 0

]
,

[
0 0
1 0

]
,

[
0 0
0 1

]}
(e)

{
cos2 θ, sin2 θ, 1

}
[A]-352

(f)


 1

2
3

 ,
 3

6
9

 ,
 −2

2
−1

 ,
 4
−4
2


 [A]-352

7. Justify the claim that {1, t, t2, . . . , tn} is a basis of Pn(R).

8. Suppose span{b1,b2,b3,b4} = P3(R). Explain why
{b1,b2,b3,b4} is a basis of P3(R). [A]-352

9. Suppose {b1,b2,b3,b4} is a linearly independent set in
R4. Explain why {b1,b2,b3,b4} is a basis of R4. [A]-353

10. Let V be a vector space with dimension n. Explain why
a spanning set with n elements must be a basis.

11. Let V be a vector space with dimension n. Explain why a
linearly independent set with n elements must be a basis.

12. Do the columns of the matrix (considered as a set of vec-
tors) form a basis for R4?

(a)

 −11 8 18 15
19 2 5 −3
17 11 20 −2


(b)


−13 19 19 16
−17 −16 −16 14
−19 5 5 −10
−14 15 15 4

 [S]-307

(c)


−14 14 8
−2 18 −17
−16 7 −6
12 −18 −4


(d)


−17 18 −12 9

0 −8 4 17
0 0 12 −9
0 0 0 −10

 [A]-353

(e)


−7 18 19 −12
0 0 8 2
0 0 0 −1
0 0 0 0


(f)


9 3 13 11 −5 −6
−17 12 −14 10 −2 −7
−13 8 0 16 −15 18
−8 19 −12 15 2 1

 [A]-353

13. Do the columns of the matrix (considered as a set of vec-
tors) form a basis for R6?

(a) 52

−89 86 −47 69 −88 −61
−27 27 95 −16 93 133
−50 150 −73 52 −17 24
−6 78 60 84 41 91
132 −110 −126 79 −90 −137
96 −124 −41 147 75 −117


(b) 53

7 −4 59 −15 49 56
21 −17 232 −55 197 242
−21 9 −145 38 −119 −129
−21 1 −63 2 −45 −7
−7 −1 −9 10 −12 −33
14 −13 173 −42 148 190


[S]-307

(c) 54

−413 −649 26 −7 −73 −513
42 66 0 −6 8 48
−77 −121 4 1 −14 −93
63 99 −6 6 11 87
−147 −231 6 6 −27 −178
308 484 −18 0 57 356



https://sagecell.sagemath.org/?z=eJw9jk0KwkAMhfeCdyhddeAFmvlJZhCPMCcQFy67UKR04fF9gyAkkOR9eUmfrtPzcezbZzEYblIbqkGywxqkVogpJDoYrUDU0BI0JUhZoUzxhBKpkMnE4RW2omZkRVOyQ1SCGinStY060c_GjDsElRd9-Kvfw_n03rfXscyd783hMv3a_q_CFxY4KCs=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJw9jrEKwzAMRPdC_8FkiuEMkWXZMSWf4C8IHTpmaCkhQz-_5xQKAt2dnoSaW9zzcezbZ8zIWAtCglUEMaQKy4hCUxA1IphBKnWiZt6xZNCZXbqJ9cy5kRVkOAzlLEYVMnUGQRWSKNmKkoq0My9Pd3-9vPftdYxD42ODv7mfbX_lvx6sJrk=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJw9TksKAjEM3QveYZjVFF5h0qRpi3iEnkBcuJyFIsMsPL6vCEII75dH-nSdno9j3z6Lw3GLJoro1pAcsXBIMzVLcMdKDxVWadCUJDAIgSE2hStaGxGHCOpIGFdSwdBiGkqp0HV08EYqK3OBZr-H8-m9b69jmTufmsNl-tH-R-ELnwAmMQ==&lang=sage&interacts=eJyLjgUAARUAuQ==
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(d) 55


126 −64 −94 98 −40 96
−55 −28 100 10 −15 84
128 −80 −85 141 −116 −32
−132 112 −13 3 −70 150
−117 27 97 106 −110 81
−149 −54 −66 132 46 111


[A]-353

Answers

unique linear combination For an arbitrary vector b =


b1
b2
...

bn

 in Rn,

b =



b1
0
0
...
0


+



0
b2
0
...
0


+



0
0
b3
...
0


+ · · · +



0
0
0
...

bn



= b1



1
0
0
...
0


+ b2



0
1
0
...
0


+ b3



0
0
1
...
0


+ · · · + bn



0
0
0
...
1


= b1I:,1 + b2I:,2 + · · · + bnI:,n

and no other linear combination of the columns of I equals b (because each coefficient of the linear combination
affects one and only one entry of b).

unique linear combinations of polynomials An arbitrary element of P2(R) takes the form p(t) = at2 + bt + c. To
write p as a linear combination of the elements of T = {t, t2, 1 + t2}, we need real numbers α, β, γ such that

αt + βt2 + γ(1 + t2) = at2 + bt + c

or γ + αt + (γ + β)t2 = at2 + bt + c. From here, it is clear that we need γ = c, α = b and γ + β = a. Solving this
last equation for β, we find β = a− γ = a− c. The algebra shows that not only is this a solution to the problem,
it is the only one!

https://sagecell.sagemath.org/?z=eJw9TkEKwzAMuw_2h9JTCzLEqeMkjD0hLxg77NjDxig97PlVNtjBtiQsy224Ds_Hvq2fyeG4aXSIG6QaaoFYQKWSEiQWaAgsiCYUg1KRQloS1JSycnWJBGyqX4AFkulK3aYZMaNmHvFOA0q3WWUCM93Rncahep_Pp_e2vvZpbHxynC_Dj7Y_mg_brSkU&lang=sage&interacts=eJyLjgUAARUAuQ==
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4.3 Functions and Transformations

Background
Give yourself a moment to recall everything you can about functions before reading on. Go ahead. Think about
it. Close your eyes. Close the book and just think. There are no right or wrong answers. You remember what you
remember.

What did you come up with? Common answers include things like “inputs and outputs”, “black box”, “slope-
intercept”, “graphing”, “zeros”, “ f (x)”, “there’s a domain”, and so on. Whatever came to mind is okay—it was
probably related. Now try to divorce yourself from all those ideas. Free your mind from past experiences, and start
over. We’ll come back to the familiar ideas of function notation and graphing later. For now try to think more
generally, more abstractly about functions.

A function is made from three ingredients—three sets, really. Two of the sets may contain any types of objects—
real numbers in each, fruits in one and colors in the other, car companies in one and countries in the other, subsets
of real numbers in one and polynomials in the other, matrices in one and integers in the other—no restrictions. The
definition of function does not specify. These two sets are called the domain and codomain. Any set can be the
domain of a function, and any set can be the codomain of a function. The only requirements of a function are placed
on the third set. This set must contain exactly one ordered pair for each element of the domain. The order of the
elements is important too. The first component of each ordered pair must be an element of the domain and the second
component must be an element of the codomain.

A relation, like a function is made from three sets, a domain, a codomain, and a set of ordered pairs where the first
component of the orderd pair is an element of the domain and the second component is an element of the codomain.
Unlike a function, there are no further requirements. Thus, a relation can be thought of as a relaxed function. It has
to adhere to fewer rules. Remember, the set of ordered pairs defining a function must contain exactly one ordered pair
for each element of the domain, but a relation does not have this restriction.

To be precise, even though a relation is composed of three sets, A, B, C, where C is any subset of {(a, b) :
a is in A and b is in B}, the set C is the relation itself. The sets A and B are just ingredients in the definition of C. To
simplify the notation, the set {(a, b) : a is in A and b is in B} is denoted A × B, read “A cross B”. To rephrase then, if
A and B are sets, a relation is any subset of A × B, and a function is a subset of A × B containing exactly one ordered
pair for each element of A.

A relation C might be given using terse set notation C = {(a, b) ∈ A × B : rule of correspondence} such as in

C = {(a, b) ∈ R × R : a2 + b2 = 1}.

The same relation might be simplified to just a2 + b2 = 1 if it is understood without writing explicitly that a and b are
real numbers.

When a relation is a function, we may emphasize this point using the notation f : A → B, read “ f is a function
from A to B”. Implied in this notation is that f is a function and there exists a rule of correspondence specifying
exactly which ordered pairs (a, b) ∈ A × B are in f . To define a specific function, the familiar function notation is
often used, as in f : A→ B, f (a) = "insert formula here", meaning f = {(a, b) ∈ A × B : b = "insert formula here"}.

The domain and codomain of a function are often taken for granted, fading into the background in favor of
focusing on the rule of correspondence, such as in f (x) = 3x + 11. It is just assumed or implied that the codomain is
the set of all real numbers and the domain is some subset of the real numbers—with good reason. It would be rather
repetitive to write f : R → R every time a function on the real numbers came up. More importantly, though, the
domains of many functions with succinct formulas do not contain all real numbers. The domain only includes numbers
that correspond to some element of the codomain. It would be a difficult distraction to have to write f : A → R and
get the set A correct every time a function was mentioned. To be complete, though, the definition of a function should
include this information, and it is a convenience not to require it. To compensate for this lack of completeness in
practice, a classic problem in algebra is to find the implied domain of functions such as f (x) = 3x+7

2x−5 —the subset of
real number inputs that correspond to real number outputs according to the formula. Can you find the implied domain
of f (x) = 3x+7

2x−5 ? Answer on page 135.
The discussion of inverse functions, which will be very important for us, is made abstruse by not introducing

the notion of a relation. The inverse of a relation is a relatively simple matter. If C is a relation with domain A
and codomain B, the relation with domain B and codomain A given by C−1 = {(b, a) : (a, b) is in C} is called the
inverse relation of C. Every relation has an inverse relation, no exceptions. Simply reversing the order of the ordered
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pairs in any relation gives its inverse. Consequently every function (which is just a special type of relation) has an
inverse relation, and the inverse is conceptually straightforward. That is not to say that the inverse relation is always a
function, however. There are plenty of functions that do not have inverse functions, and tackling this problem before
tackling the simpler one of inverse relations is the root of much confusion and difficulty.

Maps and Transformations
Map, mapping, and transformation are all synonyms for function. All four words share the same definition. When
the codomain is not the set of real numbers, the word “function” is often supplanted by one of the others. Getting
used to this fact is a matter of experience.

The 3n + 1 conjecture is that iteration (computing the sequence n,R(n),R(R(n)),R(R(R(n))), . . .) of the mapping
R : Z+ → Z+ defined by

R(n) =

 n
2 if n is even
3n + 1 if n is odd

always ends with the cycle 4, 2, 1, 4, 2, 1, . . .. Try it starting with n = 13, for example. How many iterations does it
take to get the first 4? Answer on page 135. Don’t get too distracted, though. The point here is that R is a mapping.

The transformation A : C(D) → C1(D) given by A( f ) =
∫ x

0 f (t) dt is a standard of calculus, though it is less
common to discuss the antiderivative as a transformation during a calculus class. The derivative provides another
example of a transformation from some set of functions to another set of functions. For example, D : Pn(R) →
Pn−1(R) defined by D(p) = p′(x) is a map from the set of polynomials of degree at most n to the set of polynomials
of degree at most n − 1. For example, if p(x) = 3x2 − 2x + 1, then D(p) = p′(x) = 6x − 2. Mechanically there is no
advantage to writing the derivative as a transformation, but conceptually it gives a certain perspective on the process
of differentiation. The process itself can be thought of as a function!

The map l : RN → RN given by l(s0, s1, s2, . . .) = s1, s2, s3, . . . is sometimes called the (left) shift operator. Its
cousin, the left bit shift operator (called left-shift) plays a huge role in computing.

The determinant is a function or map det :Mn×n(F)→ F for each n since each n× n matrix has exactly one deter-
minant. The transformation Z : GLn(F)→ GLn(F) mapping an invertible matrix to its inverse provides motivation to
think of finding the inverse of a matrix as a function as well. The most common transformation considered in linear
algebra, however, is the transformation T : Rn → Rm, T (x) = Mx for some matrix M. Transformations T defined
this way have two properties:

1. T (x + y) = T (x) + T (y) for any x and any y in Rn.

2. T (cx) = cT (x) for any c in R and x in Rn.

Can you justify this claim? Answer on page 135. These two properties mean that performing addition and scalar
multiplication in the domain and then transforming (the lefthand sides of the equations) gives the same result as
transforming first and then performing the addition and scalar multiplication in the codomain (the righthand sides
of the equations). For this reason we say this type of transformation preserves the operations of addition and scalar
multiplication. Its properties form the essence for the abstraction of this idea to arbitrary vector spaces.

Linear Transformations
Given vector spaces V and W, a linear transformation is any transformation L : V → W such that for every x, y in
V and scalar c,

1. L(x + y) = L(x) + L(y) and

2. L(cx) = cL(x).

This definition is modeled after T : Rn → Rm, T (x) = Mx, making T the canonical example of a linear transformation.
Some of the other transformations mentioned in this section are linear transformations and some are not. For example,
R is not since R(2 + 3) = 16 but R(2) + R(3) = 1 + 10 = 11, and 11 , 16. It is easy to find positive integers that violate
property 1. The derivative is a linear transformation since two basic results of calculus are that ( f + g)′ = f ′ + g′ and
(c f )′ = c f ′. These rules of differentiation say precisely that properties 1 and 2 hold when differentiation is viewed
as a mapping. In other words, D( f + g) = D( f ) + D(g) and D(c f ) = cD( f ). What about A, l, det, and Z? Are they
linear? Answers on page 135.



132 CHAPTER 4. VECTOR SPACES AND INNER PRODUCT SPACES

Vocabulary of Transformations
If T : A→ B is a transformation, then

• T (a) is called the image of a.

• If S is a subset of A, the set of all images, {T (x) : x is in S } is called the image of S .

• The set of all images, {T (a) : a is in A}, is called the range of T , denoted range(T ).

• a is called a preimage of b whenever T (a) = b.

• The set of all preimages of an element b of B is also called the preimage of b.

• the kernel of T is the preimage of 0.

• When the inverse relation of T is a function, it is denoted T−1 : range(T ) → A and T−1 is called the inverse
function of T or simply the inverse of T .

It is not an accident that the notation T−1 is used for the inverse of T . The notion of an inverse function extends the
idea of multiplicative (and additive) inverses. By definition, if T has an inverse function T−1, then T−1(T (a)) = a
for any a in A. Can you justify this claim? Answer on page 136. Start with a, end with a. Composing T−1 with T
returns the starting value, much like M−1(MA) = A—left-multiplying the matrix A by invertible matrix M and then
left-multiplying the result by the matrix M−1 results in the starting value A. Start with A, end with A.

Key Concepts
Cartesian product given any sets A and B, the Cartesian product of A and B is the set {(a, b) : a ∈ A and b ∈ B},

denoted A × B.

relation given any sets A and B, a relation is a subset C of A × B.

function given any sets A and B, a function is a relation C such that if (a, b1) ∈ C and (a, b2) ∈ C then b1 = b2.

domain the set A in the definitions of relation and function.

codomain the set B in the definitions of relation and function.

rule of correspondence the rule that defines the set C in the definitions of relation and function.

inverse relation (of a relation T with domain A and codomain B) the relation with domain B, codomain A, and rule
of correspondence {(T (a), a) : a is in A}.

inverse function the inverse relation of a function whenever it happens to be a function.

inverse an inverse function. If T−1 : range(T )→ A is the inverse of T : A→ B, then T−1(T (a)) = a for all a in A.

invertible a function is called invertible if its inverse relation is a function.

kernel the preimage of 0 whenever the codomain of a transformation is a vector space.

map a function, usually used when the codomain is not R.

mapping a function, usually used when the codomain is not R.

transformation a function, usually used when the codomain is not R.

image an element, T (a), of the codomain of a transformation T . Also, if S is a subset of the domain of T , the set
{T (x) : x is in S }.

preimage if b is an element of the codomain of a transformation T , then an element a in the domain of T is a
preimage of b whenever T (a) = b. Also, the set of all elements a in the domain of T such that T (a) = b.
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range the set of all images, range( f ) = { f (a) : a is in A} for any function f : A→ B.

linear transformation given vector spaces V and W, a transformation L : V → W is linear (is a linear transforma-
tion) if for any x, y in V and any scalar c,

1. L(x + y) = L(x) + L(y) and

2. L(cx) = cL(x).
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Exercises
1. Let A = {a, b, c, d} and B =

{
1
2 ,

1
3 ,

1
4 ,

1
5

}
. Is the set a rela-

tion from A to B?

(a)
{(

a, 1
2

)
,
(
b, 1

3

)
,
(
c, 1

4

)
,
(
d, 1

5

)}
(b)

{(
a, 1

2

)
,
(
b, 1

3

)
,
(
c, 1

4

)}
[A]-353

(c)
{(

a, 1
2

)
,
(
a, 1

3

)
,
(
a, 1

4

)
,
(
a, 1

5

)}
(d)

{(
a, 1

2

)
, (b, b) ,

(
1
5 , c

)}
[A]-353

(e)
{(

1
2 , a

)
,
(

1
3 , b

)
,
(
c, 1

3

)
,
(
d, 1

3

)}
(f)

{(
a, 1

3

)
,
(
b, 1

3

)
,
(
c, 1

3

)
,
(
d, 1

3

)}
[A]-353

2. In question 1, is the set a function from A to B? [A]-353

3. The set
{([

2
3

]
,−7

)
,

([
− 1

3
8

]
, 5

7

)
,([

2π
3

]
,
√

3
)
,

([
−2
221

]
,−50

)}
is a relation.

(a) State a possible domain.

(b) State a possible codomain.

(c) State the range.

4. The set
{
(1, t) ,

(
2, t2

)
,
(
3, t3

)
,
(
4, t4

)
,
(
5, t5

)}
is a rela-

tion. [S]-308

(a) State a possible domain.

(b) State a possible codomain.

(c) State the range.

5. Redo question 3 where the set is a function instead of a
relation.

6. Redo question 4 where the set is a function instead of a
relation. [S]-308

7. Let p be the mapping p : Z+ → Q, p(z) = 1
z+z2 .

(a) Find the image of 3.

(b) Find the image of 23.

(c) Find a preimage of 1
6 .

(d) Find the preimage of 1
6 .

(e) Find the image of {1, 2, 3}.

8. Let p be the mapping p : Z→ Q, p(z) = z
1+z2 . [S]-308

(a) Find the image of 3.

(b) Find the image of 23.

(c) Find a preimage of 2
5 .

(d) Find the preimage of 2
5 .

(e) Find the image of {1, 2, 3}.

9. Relation R =

{([
1
0

]
,

[
5
3

])
,

([
0
1

]
,

[
2
−5

])}
is a

subset of R2 × R2. Find R−1.

10. Relation R =


t2 + 3,

 1
0
3


 ,

3t2 − 2t,

 3
−2
0



 is a

subset of P2(R) × R3. Find R−1. [S]-308

11. For the transformation T it is known that

T
([

1
2

])
=

[
1 −2
−2 1

]
, T

([
−1
2

])
=

[
−1 −2
−2 −1

]
,

T
([

3
−1

])
=

[
3 1
1 3

]
, and that T is invertible.

(a) Find a preimage of
[

3 1
1 3

]
. [A]-353

(b) Find T−1

([
3 1
1 3

])
. [A]-353

(c) Find a preimage of
[

1 −2
−2 1

]
.

(d) Find T−1

([
1 −2
−2 1

])
.

(e) Make a general statement about preimages and in-
verses.

12. Find the image of a under the mapping T : Rn → Rm,
T (v) = Mv.

(a) M =

[
8 −10 −6

10 5 3

]
; a =

 −4
1
5


(b) M =

[
−9 1
3 0

]
; a =

[
−7
10

]
[S]-308

(c) M =

 7 −3
−9 −1
8 −4

; a =

[
−3
−6

]

(d) M =

 2 9 8
−6 0 −1
−10 −9 10

; a =

 10
6
5


13. Show that f : R→ R is not a linear transformation.

(a) f (x) = ex

(b) f (x) = ln x [A]-353

(c) f (x) = x2

(d) f (x) =
√

x − 3

14. Show that T : Rn → Rm is a linear transformation.

(a) T (x) = 13x

(b) T
([

x
y

])
=

[
1 3
−2 5

] [
x
y

]

(c) T
([

x
y

])
=

 0 1
−1 −4
4 2


[

x
y

]

(d) T


 x

y
z


 =

[
4 −1 −5

]  x
y
z

 [A]-353

15. Show that L : Pm(R)→ Pn(R) is a linear transformation.

(a) L(ax + b) = 1
2 ax2 + bx + c

(b) L(ax2 + bx + c) = 6ax + 3b [A]-353

16. Perhaps ironically, what is known as a linear function in
algebra is not necessarily a linear transformation. Verify
that f : R→ R, f (x) = mx + b

(a) is a linear transformation when b = 0
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(b) is not a linear transformation when b , 0

17. Show that det :M2×2(R)→ R is not a linear transforma-
tion.

18. T : R2 → R3 is linear, T
([
−1
4

])
=

 −2
5
4

, and

T
([

2
−1

])
=

 −3
−5
1

. Find

(a) T
([
−2
8

])
(b) T

([
6
−3

])
[A]-353

(c) T
([

1
3

])
(d) T

([
−3
5

])
[A]-353

19. T : R3 → R2 is linear, T


 −2

0
4


 =

[
−3
−5

]
, and

T


 5
−4
−1


 =

[
−5
1

]
. Find

(a) T


 4

0
−8


 [A]-353

(b) T


 15
−12
−3




(c) T


 1
−4
7


 [A]-354

(d) T


 −7
−4
5




20. Can you find a matrix M such that the transformation T
of question 18 can be expressed as T (x) = Mx? [A]-354

21. Can you find a matrix M such that the transformation T
of question 19 can be expressed as T (x) = Mx?

22. Let T


 x

y
z


 =

 0 −2 6
−7 −4 5
1 2 −5


 x

y
z

. Find the

preimage of

 2
−3
−1

. Is T invertible? Explain.

23. The range of the function g : R→ R, g(x) = x2 is [0,∞).
Therefore, the inverse relation of g is

g−1 = {(y, x) ∈ [0,∞) × R : y = x2}.

Verify that g is a function and argue that g−1 is not.

24. Justify the claim.

(a) For any function C ⊆ A × B, if (a, b1) ∈ C and
(a, b2) ∈ C then b1 = b2.

(b) If the mapping L : V → W is linear, then L(0) = 0.
Note: the 0 on the lefthand side is the zero vec-
tor of V and the 0 on the righthand side is the zero
vector in W. They are not necessarily equal.

(c) The composition of linear transformations is lin-
ear.

(d) A map L : V → W is linear if and only if
L(x + cy) = L(x) + cL(y) for every x, y in V and
scalar c.

Answers
implied domain The implied domain is the set of all inputs that correspond to real number outputs. The function

f (x) = 3x+7
2x−5 includes a fraction, a quantity that is undefined precisely when the denominator is zero. Hence we

must discard all numbers that satisfy 2x − 5 = 0. Solving this equation for x is a simple matter: x = 5
2 and so

the implied domain is R\
{

5
2

}
(all real numbers except 5

2 ).

3n + 1 problem R(13) = 3(13)+1 = 40 since 13 is odd. R(R(13)) = R(40) = 40
2 = 20 since 40 is even. R(R(R(13))) =

R(R(40)) = R(20) = 10, and so on. The sequence n,R(n),R(R(n)),R(R(R(n))), . . . is

13, 40, 20, 10, 5, 16, 8, 4, 2, 1, 4, 2, 1, 4, 2, . . .

so it takes 7 iterations to get the first 4.

two properties For T : Rn → Rm, T (x) = Mx where M is a matrix,

1. T (x + y) = M(x + y) = Mx + My = T (x) + T (y); and

2. T (cx) = M(cx) = c(Mx) = cT (x).

linear or not? Another two results of calculus are that
∫

( f +g) =
∫

f +
∫

g and
∫

(c f ) = c
∫

f , soA( f +g) = A( f )+

A(g) andA(c f ) = cA( f ). A is a linear transformation. On one hand,l(s+t) = l ((s0, s1, s2, . . .) + (t0, t1, t2, . . .)) =
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l (s0 + t0, s1 + t1, s2 + t2, . . .) = s1+t1, s2+t2, . . .. On the other hand, l(s)+l(t) = l(s0, s1, s2, . . .)+l(t0, t1, t2, . . .) =

(s1, s2, . . .) + (t1, t2, . . .) = s1 + t1, s2 + t2, . . .. Therefore l(s + t) = l(s) + l(t). Property 1 holds for l. To
check that property 2 holds, note that l(cs) = l(cs0, cs1, cs2, . . .) = cs1, cs2, . . . and cl(s) = cl(s0, s1, s2, . . .) =

c(s1, s2, . . .) = cs1, cs2, . . . too. det is not a linear transformation. For example, let A =

[
2 3
3 5

]
and B = −A.

Then det A = det B = 1, so det(A) + det(B) = 2 while det(A + B) = 0. Matrix inversion is also not a linear

transformation. Using the same matrices A and B, A−1 =

[
5 −3
−3 2

]
and B−1 =

[
−5 3
3 −2

]
so the sum of

the inverses is
[

0 0
0 0

]
but the inverse of the sum does not exist. In other words, V(A) + V(B) =

[
0 0
0 0

]
but

V(A + B) does not exist, so they are not equal.

definition of inverse Since a is in the domain of T , there must be an ordered pair (a, b) in T—meaning T (a) = b.
By definition (b, a) is then in the inverse of T—meaning T−1(b) = a. Putting these facts together, T−1 (T (a)) =

T−1(b) = a.
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4.4 Linear Transformations from Rn to Rm

Geometric Interpretation of Linear Transformations

Drawing vectors as arrows, as in section 1.4, gives us a way to picture linear transformations. We can draw any vector
and its image to help understand the action of the map geometrically. For example, if every vector we draw has an
image pointing in the same direction but twice as long, that gives us a clear picture of how it transforms vectors. It
doubles their magnitudes.

Since vectors do not have an inherent starting location, we can always imagine them starting anywhere. In the
case of picturing linear transformations, it is helpful to imagine vectors rooted at the origin. Much like plotting points
in the plane, these vectors are marked off starting at (0, 0). Given this special use of the vector, there is little distinction
between the point at the head of an arrow and the arrow itself. For this reason, it is just as common to imagine a vector
as a point in the plane as it is to imagine it as an arrow.

Consider the linear transformation T : R2 → R2,

T (v) =

[
3 2
1 −2

]
v.

The image of
[
−1
1

]
is

[
3 2
1 −2

] [
−1
1

]
=

[
−1
−3

]
and the image of

[
1
2

]
is

[
3 2
1 −2

] [
1
2

]
=

[
7
−3

]
. Geomet-

rically these facts are captured by the diagram

T
−→

where the vectors have been represented by arrows rooted at the origin and the T indicates that the change is due to the
transformation T . The vectors have also been color coded so the image of the brown vector is brown and the image
of the green vector is green. From just these two sample vectors, it is hard to describe just what the transformation
does in general. This is where it is helpful to interpret vectors as points. If we color a bunch of points, transform
each of them, one at a time, giving their images the same color, we get a much clearer picture of the action of the
transformation.

Consider again the transformation

T (v) =

[
3 2
1 −2

]
v

but this time imagine the vectors it acts on and their images as points. Coloring all the points in the square with
opposite corners at (−2,−2) and (2, 2) to manifest as a photo of a coffee mug3 and coloring their images accordingly
is summarized in the folowing diagram.

3Photo by Dziana Hasanbekava from Pexels

https://www.pexels.com/photo/pour-over-coffee-in-camping-tent-5589141/
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T
−→

The same brown and green vectors as before are superimposed on the picture to help relate back to this interpreta-
tion. The point at the end of the green arrow is sky blue and lands on the boundary of the picture before transforming,
so the point at the end of the green arrow is sky blue and lands on the boundary of the picture after transforming, too.
A large portion of the green vector runs up the side of the coffee mug both before and after transformation. The point
at the end of the brown arrow is sky blue and lands just next to the handle of the coffee mug before transforming, so
the point at the end of the brown arrow is sky blue and lands just next to the handle of the coffee mug after transform-
ing, too. In all, the transformed image is larger than the original, rotated, reflected (the handle is on the left of the
coffee mug in one picture and on the right in the other), and sheared (the transformed picture covers a parallelogram,
not a square). These are the words we use to describe the action of the transformation. It scales, rotates, reflects, and
shears the plane, and objects in it. Actually, these are the only invertible actions a linear transformation can take on
the plane, as we will see.

The Matrix of a Linear Transformation

Suppose a map G : Rn × Rm is given by G(v) = Mv for some matrix M. Then, by theorem 2 part 5, G(u + v) =

M(u + v) = Mu + Mv = G(u) + G(v) and by theorem 3 part 4, G(cu) = M(cu) = c(Mu) = cG(u) for any vectors u
and v and any scalar c. Therefore G is a linear transformation.

Suppose a linear transformation T : Rn → Rm is given by matrix multiplication by an m × n matrix A. That is,
T (v) = Av. Then it is easy to calculate its action on the vectors

1
0
0
...
0


,



0
1
0
...
0


,



0
0
1
...
0


, . . . ,



0
0
0
...
1


,

the columns of the n × n identity matrix. Thinking of matrix multiplication of a vector as a linear combination of the
columns of the matrix, it is clear that

A



1
0
0
...
0


= A:,1, A



0
1
0
...
0


= A:,2, A



0
0
1
...
0


= A:,3, . . . , A



0
0
0
...
1


= A:,n.

In short, AI:, j = A:, j. The jth column of A is the image of the jth column of I.
On the other hand, suppose you know the images of the columns of I but are not given T as a matrix product. All

you know is
T (I:,1) = c1, T (I:,2) = c2, . . . ,T (I:,n) = cn

for some m× 1 vectors c1, c2, . . . , cn. It turns out this is enough information to determine T , and T can be represented
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by matrix multiplication! Let v =


v1
v2
...

vn

 be an arbitrary n × 1 vector. Due to linearity,

T (v) = T




v1
v2
...

vn




= T




v1
0
...
0

 +


0
v2
...
0

 + · · · +


0
0
...

vn




= T

v1


1
0
...
0

 + v2


0
1
...
0

 + · · · + vn


0
0
...
1




= T
(
v1I:,1 + v2I:,2 + · · · + vnI:,n

)
= T

(
v1I:,1

)
+ T

(
v2I:,2

)
+ · · · + T

(
vnI:,n

)
= v1T

(
I:,1

)
+ v2T

(
I:,2

)
+ · · · + vnT

(
I:,n

)
= v1c1 + v2c2 + · · · + vncn

=
[

c1 c2 · · · cn

] 
v1
v2
...

vn


=

[
c1 c2 · · · cn

]
v.

In other words, to represent T as a matrix product, form the matrix with columns equal to the images of the columns
of I.

These calculations justify the folowing theorem.

Theorem 10. [The Standard Matrix of a Linear Transformation] Given a transformation T : Rn → Rm, T is
linear if and only if T (v) = Mv where M:, j = T (I:, j), j = 1, 2, . . . , n. M is called the standard matrix of T .

In words, a transformation from Rn to Rm is linear if and only if it can be represented by multiplication by a matrix
whose columns are the images of the columns of the identity matrix.

This observaton can be applied immediately to write down the algebraic (matrix) representation of transformations
with which you may already be familiar. For example, consider reflection about the x-axis in the plane, call it Fx.
Geometrically, this transformation can be illustrated as in the following diagram.
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Fx
−→

The image of I:,1 is I:,1 and the image of I:,2 is −I:,2, so if this is a linear transformation,

Fx(v) =

[
1 0
0 −1

]
v.

It is easy to verify that Fx acts on the entire plane (not just the columns of I) in the way expected.

Fx(v) =

[
1 0
0 −1

]
v =

[
1 0
0 −1

] [
v1
v2

]
=

[
v1
−v2

]

so the image of
[

v1
v2

]
is

[
v1
−v2

]
, the reflection of

[
v1
v2

]
about the x-axis. It must be that reflection about the x-axis

is a linear transformation. Can you justify this using the definition of linear transformation? Answer on page 146.

Notice that
[

1 0
0 −1

]
is an elementary matrix (scale the second row by −1). Every elementary 2 × 2 matrix

takes one of the following five forms—swap, scale first row, scale second row, replace first row, replace second row,
respectively—for some scalar r or s , 0:

[
0 1
1 0

]
,

[
s 0
0 1

]
,

[
1 0
0 s

]
,

[
1 r
0 1

]
,

[
1 0
r 1

]
.

The following series of diagrams illustrates the types of transformations attainable by multiplication by these elemen-
tary matrices. Geometrically they are reflection, scaling, scaling with reflection, and shearing.
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matrix M
image under T (v) = Mv Notes

[
0 1
1 0

] • reflection about the line y = x

• I:,1 and I:,2 swap places

[
s 0
0 1

] • horizontal scale by factor s

• includes reflection about the y-axis when s < 0

• expansion when |s| > 1; compression when
|s| < 1

[
1 0
0 s

] • vertical scale by factor s

• includes reflection about the x-axis when s < 0

• expansion when |s| > 1; compression when
|s| < 1

matrix M image under T (v) = Mv Notes

[
1 r
0 1

] • horizontal shear by factor r

• I:,1 is unaffected

[
1 0
r 1

] • vertical shear by factor r

• I:,2 is unaffected

As we have seen previously, any invertible matrix can be written as a product of elementary matrices. If there
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were some connection between matrix multiplication and linear transformations, we would be on our way to a com-
prehensive characterization of linear transformations from Rn to Rm. By theorem 2 part 4 A(Bv) = (AB)v. In terms
of linear transformations, the left side, A(Bv), represents applying the transformation whose associated matrix is B
first and then applying the transformation whose associated matrix is A to the result. In other words, A(Bv) represents
composing the two transformations whose associated matrices are B and A. The right side, (AB)v, represents applying
the transformation whose associated matrix is the product AB. It must be that matrix multiplication corresponds to
function composition! To facilitate the following discussion, which puts these words into symbols and elaborates, for
any matrix M we adopt the notation TM for the linear transformation TM : Rn → Rm, TM(v) = Mv.

Letting TA be an arbitrary linear transformation from Rn to Rm and TB an arbitrary linear transformation from Rp

to Rn, the following calculation encapsulates the idea that matrix multiplication corresponds to function composition.

(TA ◦ TB)(v) = TA(TB(v))
= TA(Bv)
= A(Bv)
= (AB)v
= TAB(v).

This calculation has two important consequences. First, if M is invertible, then TM ◦ TM−1 = TM−1 ◦ TM = TI . In other
words, (TM ◦ TM−1 ) (v) = (TM−1 ◦ TM) (v) = TI(v) = Iv = v, so TM is invertible and (TM)−1 = TM−1 . Second, if M is
invertible and we write M as the product of elementary matrices, E1E2 · · · Ep, then

TM(v) = Mv
= (E1E2 · · · Ep)v

=
(
TE1 ◦ TE2 ◦ · · · ◦ TEp

)
(v),

so TM is a composition of linear transformations whose associated matrices are elementary matrices.
Finally, because the action of transformations defined by 2×2 elementary matrices include only reflection, scaling,

and shearing, these actions and compositions of them are the only actions of invertible linear transformations on R2.
So what about TM where M is noninvertible? Noninvertible matrices have linearly dependent columns and linearly

dependent rows. In the case of 2 × 2 matrices that means the rows are multiples of one another or one of the rows
contains two zeros. Likewise, either its columns are multiples of one another or one of the columns contains two
zeros. In any case, it has the form

N =

[
ka `a
kb `b

]
for some scalars a, b, k, `. Can you verify this form covers all four cases? Answer on page 146. If k , 0

N =

[
ka 0
0 1

] [
1 0
kb 1

] [
1 0
0 0

] [
1 `

k
0 1

]
=

[
ka `a
kb `b

]
and if k = 0

N =

[
1 0
0 `b

] [
1 `a
0 1

] [
0 0
0 1

]
=

[
0 `a
0 `b

]
.

Either way, N can be written as the product of elementary matrices and either[
1 0
0 0

]
or

[
0 0
0 1

]
.

These matrices are called projection matrices. Their action is to squash (or project) the entire plane onto the x-axis
or the y-axis, respectively, as shown below acting on
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as before. The brown line segment in the diagrams below indicates the part of the axis in the image that is not covered
by the vector.

matrix M image under T (v) = Mv Notes

[
1 0
0 0

] • projection onto the x-axis

• I:,1 is unaffected

• I:,2 is squashed to the origin

[
0 0
0 1

] • projection onto the y-axis

• I:,2 is unaffected

• I:,1 is squashed to the origin

These projections complete the characterization of linear transformations from R2 to R2, also called linear opera-
tors on R2. Because every 2 × 2 matrix can be written as a product of the matrices[

0 1
1 0

]
,

[
s 0
0 1

]
,

[
1 0
0 s

]
,

[
1 r
0 1

]
,

[
1 0
r 1

]
,

[
1 0
0 0

]
,

[
0 0
0 1

]
and multiplication by these matrices represents reflection, scaling, shearing, and/or projection, we have the following
theorem.

Theorem 11. [Characterization of Linear Transformations from R2 to R2] A transformation T : R2 → R2 is
linear if and only if it is a composition of some sequence of reflections, scalings, shearings, and projections.

Key Concepts
geometric interpretation of vectors vectors in Rn are often thought of as points.

matrices and linear transformations from Rn to Rm a transformation T : Rn → Rm is linear if and only if T (v) =

Mv where M: j = T (I:, j), j = 1, 2, . . . , n.
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elementary matrices as linear transformations of the plane the action of a swap matrix is reflection about the line
y = x; the action of a scale matrix is scaling and possibly reflection; the action of a replacement matrix is
shearing.

noninvertible linear transformations of the plane a linear transformation of the plane, TM , is noninvertible if and
only if M is the product of a projection matrix with elementary matrices.

characterization of linear transformations of the plane see theorem 11.

standard matrix see theorem 10.

projection matrix (onto an axis in R2)
[

1 0
0 0

]
or

[
0 0
0 1

]
.

Exercises
1. (i) Find the standard matrix of T : R2 → R2; and (ii) find

the image of
[

1 1
]T

.

(a) T shears points so that the image of (1, 0) is
(
1,− 1

2

)
while (0, 1) is unaffected. [A]-354

(b) T reflects points through the origin.

(c) T scales horizontally by a factor of 3. [A]-354

(d) T projects onto the y-axis.

2. Argue that even though the transformations in exercises
1b and 13c have different geometric descriptions, they
are the same transformation.

3. Find the standard matrix of T : R2 → R2.

(a) T reflects points about the y-axis and then scales
them both vertically and horizontally by a factor
of 2. [S]-308

(b) T scales points vertically by a factor of 1
2 and then

shears them vertically by a factor of 1
2 .

(c) T reflects points about the x-axis and then shears
horizontally by a factor of 0.77.

(d) T dilates points horizontally and vertically by a
factor of 28

9 and then shears horizontally by a factor
of 3

2 . [A]-354

(e) T shears points vertically such that
[

1 0
]T

maps to
[

1 1.44
]

and then reflects points about
the origin.

(f) T projects points onto the x-axis and then shears
them vertically by a factor of 2. [A]-354

(g) T shears horizontally by a factor of 0.76 and then
dilates points horizontally by a factor of 17

6 . [A]-
354

4. Are S and T the same transformation?

(a) S rotates points (counterclockwise) about the ori-
gin by 45◦, reflects them about the x-axis, and then
rotates them clockwise about the origin by 45◦.
T reflects points about the line y = −x.

(b) S reflects points about the y-axis and then rotates
them π

4 radians clockwise about the origin.
T rotates points 3π

4 radians clockwise about the ori-
gin and then reflects them over the x-axis. [S]-309

(c) S shears points vertically by a factor of 2 and then
scales them both horizontally and vertically by a
factor of 1

2 .
T scales points by horizontally and vertically by
a factor of 1

2 and then shears them vertically by a
factor of 2.

(d) S reflects points about the x-axis and then reflects
them about the y-axis.
T rotates points 180◦ about the origin. [A]-354

5. Find the standard matrix for the linear transformation
T : Rn → Rm such that

(a) T


 1

0
0


 =

[
−5.6
14.3

]
, T


 0

1
0


 =

[
−2.7
−7.4

]
,

and T


 0

0
1


 =

[
−11
4.5

]
.

(b) T
([

1
0

])
=


−7.5

1
−13.2
−3.7

 and T
([

0
1

])
=


−5.2
10.1
−4.3
4.3

. [S]-309

(c) T


 1

0
0


 =


17
−94
50
−30

, T


 0

1
0


 =


−87
67
32
143

, and

T


 0

0
1


 =


−45
−129
−78
−33

.

(d) T
([

1
0

])
=

 −79
117
38

 and T
([

0
1

])
= 132

98
−77

. [A]-354
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(e) T




1
0
0
0


 =

[
−7
7

]
, T




0
1
0
0


 =

[
−14
−8

]
,

T




0
0
1
0


 =

[
−4
11

]
, and T




0
0
0
1


 =

[
−15
−6

]
.

6. Find a sequence of elementary and/or projection matri-
ces whose product is the standard matrix of the linear
transformation T : R2 → R2.

(a) T reflects points about the y-axis and then projects
them onto the x-axis.

(b) T dilates points vertically by a factor of 11
7 and then

shears them horizontally by a factor of 1.62. [A]-
354

(c) T projects points onto the y-axis and then dilates
them horizontally and vertically by a factor of 2.

(d) T reflects points about the x-axis and then shears
them horizontally by a factor of 1.27. [A]-354

(e) T shears points horizontally such that
[

0 1
]T

maps to
[

0.08 1
]T

and then reflects them
about the x-axis.

(f) T contracts points horizontally and vertically by
a factor of 2

3 and then reflects them about the y-
axis. [A]-354

7. Though it is not strictly necessary, you may find Sage-
Math helpful. Find the standard matrix for the linear
transformation T : Rn → Rm such that

(a) T


 41
−3
−2


 =

[
7
−4

]
,

T


 −6

1
0


 =

[
−13
−3

]
, and T


 −5
−1
1


 =[

−9
−13

]
. [S]-309

(b) T
([

1
−3

])
=


−8
5
−3
6

 and

T
([

7
−20

])
=


2
−5
3
−4

.

(c) T


 −46

17
−95


 =


−4
−8
−2
8

,

T


 −4

1
−6


 =


1
0
−6
6

, and T


 −5

2
−11


 =


−7
−1
4
2

. [A]-354

(d) T
([

1
6

])
=

 −2
0
8

 and

T
([

3
19

])
=

 8
4
7

.

(e) T




3
−4
9
2


 =

[
−9
1

]
,

T



−6
14
−18
−5


 =

[
5
−5

]
, T




5
−5
16
3


 =

[
6
−2

]
,

and T




1
−3
3
1


 =

[
9
2

]
. [A]-354

8. Argue that the transformation S : R2 → R2,

S
([

x y
]T

)
=

[
x2 y2

]T
is not linear by the fol-

lowing steps.

(a) Find the images of I:,1 and I:,2 under S .

(b) Form the matrix M whose columns are the vectors
from part 8a.

(c) Find a vector v such that S (v) , Mv.

9. Argue that the transformation S : R2 → R2, S
([

x
y

])
=[

2 3
−4 1

] [
x
y

]
+

[
−3
2

]
is not linear by the following

steps.

(a) Find the images of I:,1 and I:,2 under S .

(b) Form the matrix M whose columns are the vectors
from part 9a.

(c) Find a vector v such that S (v) , Mv.

10. Show that reflection about the origin of the plane, which

maps
[

x
y

]
to

[
−x
−y

]
, is linear by finding a matrix M

such that M
[

x
y

]
=

[
−x
−y

]
. [A]-354

11. Show that Fxy : R2 → R2, Fxy

([
x
y

])
=

[
−x
−y

]
(reflec-

tion about the origin of the plane) is linear by showing
that Fxy(u + v) = Fxy(u) + Fxy(v) and Fxy(cu) = cFxy(u)
for any vectors u and v and scalar c.

Rotation. The remaining exercises explore rotation as a com-
position of elementary matrices and as a linear transformation
itself. Each question after number 12 depends on the results of
12.

https://sagecell.sagemath.org/
https://sagecell.sagemath.org/
https://sagecell.sagemath.org/
https://sagecell.sagemath.org/
https://sagecell.sagemath.org/
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12. Argue that rotation in the plane is linear and write it alge-
braically as matrix multiplication by the following steps.
Let Rθ denote rotation through angle θ counterclockwise
about the origin. [S]-310

(a) Argue geometrically that Rθ is a linear transfor-
mation. Your argument need not be a proof, just
enough reason to believe Rθ is (likely) linear.

(b) Find the images of I:,1 and I:,2 under Rθ.

(c) Write Rθ as a matrix product using the results of
12b.

(d) Demonstrate algebraically that the matrix derived
in part 12c affects rotation through angle θ about

the origin on an arbitrary vector
[

x
y

]
. This shows

that rotation is properly represented by matrix mul-
tiplication, making it a linear transformation by
theorem 10.

13. (i) Find the standard matrix of T : R2 → R2; and (ii) find
the image of

[
1 1

]T
.

(a) T rotates points counterclockwise about the origin
by π

2 radians. [S]-312

(b) T rotates points clockwise about the origin by π
4

radians.

(c) T rotates points counterclockwise about the origin
by 180 degrees. [A]-354

14. Find the standard matrix of T : R2 → R2.

(a) T rotates points (counterclockwise) about the ori-
gin by π

3 radians and then reflects them about the
y-axis.

(b) T rotates points (counterclockwise) about the ori-
gin by 3π

4 radians and then projects them onto the
y-axis. [A]-354

(c) T rotates points clockwise about the origin by π
6

radians and then reflects about the line y = −x.

15. Find a sequence of elementary matrices whose product
is the matrix derived in exercise 12d. Hint: try a product
of the form[

c 0
0 1

] [
1 0
s 1

] [
1 0
0 n

] [
1 t
0 1

]

16. Reflection about lines other than the axes are linear trans-
formations too and can be realized by a composition of
rotations and reflection. To demonstrate, derive the stan-

dard matrix for reflection about the line y = −
36
77

x ac-
cording to the following steps.

(a) Pick a point (any point) P not on the line.

(b) Calculate the sine of the angle the line makes with

the x-axis, sin
(
tan−1

(
36
77

))
.

(c) Calculate the cosine of the angle the line makes

with the x-axis, cos
(
tan−1

(
36
77

))
.

(d) Rotate point P counterclockwise about the origin
by angle tan−1

(
36
77

)
. HINT: the answers to parts

16b and 16c are useful here.

(e) Reflect the point from part 16d about the x-axis.

(f) Rotate the point from part 16e clockwise about the
origin by angle tan−1

(
36
77

)
.

The product of the matrices (that you hopefully used) in
parts 16d, 16e, and 16f is the standard matrix. Graph the
line and point P and the point from part 16f on the same
set of axes to see that you have calculated correctly.

Answers

reflection about x-axis Using Fx as the name for reflection about the x-axis, note that Fx

([
u1
u2

]
+

[
v1
v2

])
=

Fx

([
u1 + v1
u2 + v2

])
=

[
u1 + v1
−(u2 + v2)

]
=

[
u1 + v1
−u2 − v2

]
=

[
u1
−u2

]
+

[
v1
−v2

]
= Fx

([
u1
u2

])
+ Fx

([
v1
v2

])
and

Fx

(
c
[

u1
u2

])
= Fx

([
cu1
cu2

])
=

[
cu1
−cu2

]
= c

[
u1
−u2

]
= cFx

([
u1
u2

])
. This shows that Fx(u + v) = Fx(u) +

Fx(v) and Fx(cu) = cFx(u) for any vectors u and v and scalar c, so Fx is linear by definition.

four cases • rows are multiples of one another: if a and b are nonzero, then N1,: = a
b N2,: and b

a N1,: = N2,:

• one of the rows contains two zeros: a = 0 or b = 0 while k and ` are arbitrary

• columns are multiples of one another: if k and ` are nonzero, then N:,1 = k
`
N:,2 and `

k N:,1 = N:,2

• one of the columns contains two zeros: k = 0 or ` = 0 while a and b are arbitrary
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4.5 Isomorphisms
The word vector has been used in a number of different ways in this book. In section 1.3 the word vector was said to
have the understood meaning from physics or calculus and represented using the angled bracket notation 〈x, y〉. n× 1
matrices were called column vectors, or just vectors, and were said to represent vectors despite being different objects.
The calculus/physics idea of a vector was brought to life geometrically in section 1.4 when a vector was represented
by an arrow with both magnitude and direction. In section 4.2 it was noted that vectors in a vector space have unique
representations as linear combinations of basis vectors. Most recently, vectors (with tails at the origin, in section
4.4) were represented by points. In all instances, these were representations of vectors, not vectors outright. Only in
section 4.1, where the word vector was used to refer to any element of a vector space, did we have a definition. To be
clear, this is the one and only definition of vector. All other uses will have to be justified from within this umbrella.

By definition, Rn is the set of all ordered lists of n real numbers. It is not, on the surface, a vector space at all.
Elements of Rn are therefore not inherently vectors! It is only once addition and scalar multiplication are defined
(and adhere to the ten properties outlined in section 4.1) that Rn becomes a vector space. When nothing is said to the
contrary, addition and scalar multiplication in Rn = {r1, r2, . . . , rn : ri ∈ R, i = 1, 2, . . . , n} are understood to be defined
element-wise. That is, for any elements r1, r2, . . . , rn ∈ R

n and s1, s2, . . . , sn ∈ R
n

r1, r2, . . . , rn + s1, s2, . . . , sn = r1 + s1, r2 + s2, . . . , rn + sn

and for any element r1, r2, . . . , rn ∈ R
n and scalar c ∈ R,

c × r1, r2, . . . , rn = cr1, cr2, . . . , crn.

These definitions should remind you of the definitions of matrix addition and scalar multiplication, which are
defined entry-wise. For n × 1 matrices, addition and scalar multiplication are defined as follows. For any elements

r1
r2
...

rn

 ∈ Mn×1(R) and


s1
s2
...
sn

 ∈ Mn×1(R)


r1
r2
...

rn

 +


s1
s2
...
sn

 =


r1 + s1
r2 + s2
...

rn + sn



and for any element


r1
r2
...

rn

 ∈ Mn×1(R) and scalar c ∈ R,

c


r1
r2
...

rn

 =


cr1
cr2
...

crn

 .
So what is the difference between elements of Rn and elements of Mn×1(R)? Functionally there is no difference!
There is no way to distinguish elements of Rn and elements of Mn×1(R) based purely on their properties. Each
ordered list of real numbers r1, r2, . . . , rn could just as easily be written as a column matrix

r1
r2
...

rn


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Figure 4.5.1: Isomorphism Path

NOTE: 

 only

and vice versa. The sum of two ordered lists of real numbers could just as easily be written as a sum of two column
matrices and vice versa. Each scalar multiple of an ordered list of real numbers could just as easily be written as a
scalar multiple of a column matrix and vice versa. When two sets are interchangeable in form and function, we say
they are isomorphic.

Formally, two sets are isomorphic if there exists an isomorphism between them. What defines an isomorphism
depends on the structure of the sets. A vector space is a set endowed with two operations. The set defines the
elements of the vector space and the operations define the structure. An isomorphism between vector spaces maps
each element of one vector space to exactly one element of the other without missing any and preserves vector addition
and scalar multiplication. Such an isomorphism can be understood as the mathematical formalization allowing the
free flow between one representation of a vector and another. It supplies the rigor behind using row vectors, column
vectors, ordered lists, arrows, points, linear combinations, and vectors in the sense of calculus or physics as if they
were all the same thing. For example, the map T : Rn →Mn×1(R),

T (r1, r2, . . . , rn) =


r1
r2
...

rn


is an isomorphism. Can you verify this claim? Answer on page 150. To complete the formalism, the following
definitions are introduced. A map T : A→ B is called

1. onto if for each b ∈ B the equation T (a) = b has at least one solution a ∈ A.

2. one-to-one if for each b ∈ B the equation T (a) = b has at most one solution a ∈ A.

If A and B are vector spaces, then T is an isomorphism if it is one-to-one, onto, and linear. Being one-to-one and onto
assures “each element of one vector space corresponds to exactly one element of the other” and being linear assures
it “preserves vector addition and scalar multiplication”.

When we use the various representations of elements of Rn interchangeably, we are relying on the existence of an
isomorphism from each one to each other. Much like showing that a list of statements are equivalent by showing a path
of implications from any statement to any other, this can be done by showing a path of isomorphisms from any vector
space to any other. This is because the composition of isomorphisms is an isomorphism. Can you justify this claim?
Answer on page 151. See figure 4.5.1. Once isomorphisms f , g, h, k, `,m, p, q between the sets are demonstrated to
exist, each vector space is isomorphic to each other by composition. For example, g : Mn×1(R) → M1×n(R) defined
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by

g




r1
r2
...

rn


 =

[
r1 r2 · · · rn

]

is an isomorphism. Can you justify this? Answer on page 151.
Maybe more surprising is the claim that all n-dimensional vector spaces over the real numbers (those defined for

real number scalars) are isomorphic. In different words, we might say up to isomorphism, there is only one vector
space over the real numbers. Different vector spaces may look different and contain different objects, but they all
have the same structure and therefore are interchangeable. This claim can be proven by leaning on the fact that an
n-dimensional vector space has a basis with n elements.

Let V and W be n-dimensional vector spaces. By definition, each has a basis with n elements. Let B =

{v1, v2, . . . , vn} and C = {w1,w2, . . . ,wn} be bases for V and W, respectively, and define

f : V → Rn, f (v) = r1, r2, . . . , rn where v = r1v1 + r2v2 + · · · + rnvn

g : W → Rn, g(w) = s1, s2, . . . , sn where w = s1w1 + s2w2 + · · · + snwn

Since the expression of an element of a vector space as a linear combination of basis vectors is unique, f and g are
well-defined (they are actually functions, not simply relations). Given an arbitrary element r = r1, r2, . . . , rn of Rn,
let v = r1v1 + r2v2 + · · · + rnvn. Since vector spaces are closed under linear combinations, v is in V . Furthermore,
f (v) = r1, r2, . . . , rn so f is onto. Now suppose there is a second element u in V such that f (u) = r1, r2, . . . , rn. By
definition of f it must be that u = r1v1 + r2v2 + · · · + rnvn so u = v and f is one-to-one. Now let u and v be arbitrary
elements of V , and write u = r1v1 + r2v2 + · · ·+ rnvn and v = s1v1 + s2v2 + · · ·+ snvn. Letting c be an arbitrary scalar,

f (u + cv) = f (r1v1 + r2v2 + · · · + rnvn + c(s1v1 + s2v2 + · · · + snvn))
= f (r1v1 + r2v2 + · · · + rnvn + cs1v1 + cs2v2 + · · · + csnvn)
= f ((r1 + cs1)v1 + (r2 + cs2)v2 + · · · + (rn + csn)vn)
= r1 + cs1, r2 + cs2, . . . , rn + csn

= r1, r2, . . . , rn + cs1, cs2, . . . , csn

= r1, r2, . . . , rn + c × s1, s2, . . . , sn

= f (u) + c f (v)

so f is linear. Because f is one-to-one, onto, and linear, f is an isomorphism. By similar argument, g is also an
isomorphism. By exercise 13e g−1 is an isomorphism. Since the composition of isomorphisms is an isomorphism,
g−1 ◦ f : V → W is an isomorphism.

Key Concepts
onto a map T : A→ B such that for each b ∈ B the equation T (a) = b has at least one solution a ∈ A.

one-to-one a map T : A→ B such that for each b ∈ B the equation T (a) = b has at most one solution a ∈ A.

isomorphism a one-to-one, onto, linear transformation between vector spaces.

isomorphic vector spaces between which there exists an isomorphism.

composition of isomorphisms is an isomorphism.

Exercises
1. Which functions are one-to-one? [S]-312

(a) f : R→ R, f (x) = sin(x)

(b) q : R→ (0,∞), q(x) = ex

(c) p : R→ [0,∞), p(x) = x2

(d) h : [0,∞)→ R, h(x) =
√

x

(e) g : R→ R, g(x) = 3x − 9

2. Which functions are onto? [S]-312
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(a) f : R→ R, f (x) = −2x3

(b) q : R→ R, q(x) = ex + 1

(c) p : [0,∞)→ R, p(x) = x2

(d) g :
[
0, π2

]
→ R, g(x) = cos(x)

(e) h : [0,∞)→ [0,∞), h(x) =
√

x

3. Which of the functions in exercise 1 are onto?

4. Which of the functions in exercise 2 are one-to-one?

5. Which of the requirements of isomorphism does T :
R3 → P3(R), T

([
r1 r2 r3

])
= (x−r1)(x−r2)(x−r3)

fail to satisfy?

(a) T is one-to-one

(b) T is onto

(c) T is linear

6. Which of the requirements of isomorphism does T :
RN → R4, T (〈s1, s2, s3, s4, s5, . . .〉) = s1, s2, s3, s4 fail to
satisfy? [S]-313

(a) T is one-to-one

(b) T is onto

(c) T is linear

7. Which of the requirements of isomorphism does T :

C→M2×2(R), T (a + bi) =

[
a −b
b a

]
fail to satisfy?

(a) T is one-to-one

(b) T is onto

(c) T is linear

8. Is the transformation det :M2×2(R)→ R

(a) linear?

(b) one-to-one?

(c) onto?

(d) an isomorphism?

9. Is the transformation T : C([0, 1]) → C([0, 1]), T ( f ) =

ex f (x) [S]-313

(a) linear?

(b) one-to-one?

(c) onto?

(d) an isomorphism?

10. Is the transformation T : Rn → Rm (i) one-to-one? (ii)
onto? (iii) an isomorphism?

(a) T
([

x
y

])
=

 3x − 4y
−x + 3y
2x + 2y


(b) T


 x

y
z


 =

[
2x − 3y + 7z
−x + y − 2z

]

(c) T
([

x
y

])
=

 14 −1
−15 15
12 9


[

x
y

]
[S]-313

(d) T


 x

y
z


 =

[
13 −15 −9
0 −3 10

]  x
y
z


(e) T

([
x
y

])
=

[
−5 11
−14 0

] [
x
y

]
[S]-354

(f) T
([

x
y

])
=

[
5 −9
−15 27

] [
x
y

]
11. For what type of matrix M is TM : Rn → Rm an isomor-

phism?

12. It is claimed that the vector spaces in figure 4.5.1 are all
isomorphic, and a formula for isomorphism f is provided
in the text. Provide a formula for the isomorphism

(a) g

(b) h [A]-354

(c) m

(d) p [A]-354

(e) q

13. Justify the claim.

(a) the statement “TM : Rn → Rm is one-to-one” may
be added to the list of equivalent statements of the-
orem 5. [A]-354

(b) the statement “TM : Rn → Rm is onto” may be
added to the list of equivalent statements of theo-
rem 6.

(c) the statements “TM : Rn → Rm is one-to-one” and
“TM : Rn → Rm is onto” may be added to the list
of equivalent statements of theorem 7. [A]-354

(d) If f : V → W is an isomorphism between vector
spaces V and W, then f is invertible.

(e) If f : V → W is an isomorphism from vector
space V to vector space W, then f −1 is an isomor-
phism. [A]-354

Answers

first isomorphism An isomorphism between vector spaces maps each element of one vector space to exactly one
element of the other without missing any and preserves vector addition and scalar multiplication. The map
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T : Rn →Mn×1(R),

T (r1, r2, . . . , rn) =


r1
r2
...

rn


does just that because

1. the arbitrary element r1, r2, . . . , rn ∈ R
n maps via T to (the specific element)


r1
r2
...

rn

 ∈ Mn×1(R) and only


r1
r2
...

rn

, so T maps each element of Rn to exactly one element ofMn×1(R).

2. (the specific element) r1, r2, . . . , rn ∈ R
n maps via T to the arbitrary element


r1
r2
...

rn

 ∈ Mn×1(R), so T does

not miss any elements ofMn×1(R).

3. T (r1, r2, . . . , rn + s1, s2, . . . , sn) = T (r1 + s1, r2 + s2, . . . , rn + sn) =


r1 + s1
r2 + s2
...

rn + sn

 =


r1
r2
...

rn

 +


s1
s2
...
sn

 =

T (r1, r2, . . . , rn) + T (s1, s2, . . . , sn), so addition is preserved under T .

4. T (c × r1, r2, . . . , rn) = T (cr1, cr2, . . . , crn) =


cr1
cr2
...

crn

 = c


r1
r2
...

rn

 = cT (r1, r2, . . . , rn), so scalar multiplica-

tion is preserved under T .

composition of isomorphisms Let A, B,C be vector spaces and T : A → B and S : B → C be isomorphisms. We
need to show that S ◦ T : A→ C is an isomorphism.

1. Let c be an element of C. Then because S is onto, there is at least one b ∈ B such that S (b) = c. Let b be
such a solution. Because T is onto, there is at least one a ∈ A such that T (a) = b. Let a be such a solution.
Then S ◦T (a) = S (T (a)) = S (b) = c so S ◦T (a) = c has at least one soution and S ◦T is onto. Generally,
this shows that the composition of onto mappings is an onto mapping.

2. Suppose S ◦ T (a1) = c and S ◦ T (a2) = c. Equivalently S (T (a1)) = c and S (T (a2)) = c. But S is
one-to-one, so the equation S (b) = c has at most one solution. Therefore, T (a1) = T (a2) = b for the same
b ∈ B. Since T is one-to-one, the equation T (a) = b has at most one solution. Therefore a1 = a2, which
shows that for each c ∈ C, the equation S ◦ T (a1) = c has at most one solution and S ◦ T is one-to-one.
Generally, this shows that the composition of one-to-one mappings is a one-to-one mapping.

3. In exercise 24c of section 4.3 you are asked to show that the composition of linear transformations is
linear. This completes the proof.

isomorphism g Let g :Mn×1(R)→M1×n(R) be defined by

g




r1
r2
...

rn


 =

[
r1 r2 · · · rn

]
.
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Then

1. Given
[

r1 r2 · · · rn

]
inM1×n(R),

g




r1
r2
...

rn


 =

[
r1 r2 · · · rn

]

so g is onto.

2. Given r =
[

r1 r2 · · · rn

]
inM1×n(R), suppose g(u) = r and g(v) = r. Then

u =


r1
r2
...

rn

 = v

so g is one-to-one.

3. Let x =
[

x1 x2 · · · xn

]T
and y =

[
y1 y2 · · · yn

]T
be inMn×1(R) and c be a scalar. Using the

result of exercise 24d of section 4.3, the following calculation shows the linearity of L.

L(x + cy) = L




x1
x2
...

xn

 + c


y1
y2
...

yn




= L




x1 + cy1
x2 + cy2

...
xn + cyn




=
[

x1 + cy1 x2 + cy2 · · · xn + cyn

]
=

[
x1 x2 · · · xn

]
+ c

[
y1 y2 · · · yn

]
= L(x) + cL(y)
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4.6 Inner Product Spaces
Section 4.5 ended by showing that all n-dimensional vector spaces are isomorphic. That means, for example, R6,
P5(R), M2×3(R), and the vector space generated by G = {sin t, cos t, sin 2t, cos 2t, sin 3t, cos 3t} are all isomorphic.
The essential ingredient of elements of each space is an ordered list of six real numbers. Elements of any of these
vector spaces can be represented by such a list. Addition and scalar multiplication in one can be accomplished just
as well in another. Representation, addition, and scalar multiplication are not enough to distinguish one from the
other. Yet it might be nice to be able to draw distinctions between them. After all, they are different types of objects.
Polynomials and elements of G are functions. A list of real numbers is just a list. A matrix is yet a different type of
object.

One important feature of Rn not included in the definition of a vector space is the dot product. We have seen that
the dot product allows us to define the magnitudes and orthogonality of elements of Rn. If we could extend the idea
of the dot product to any vector space in such a way that it may not be preserved under one-to-one and onto maps, it
might prove a useful distinguishing feature. To do that, though, we would need to write down the essential features of
the dot product and hope that, as an abstract list of requirements, other vector spaces would admit similar operators.
We explore some properties of the dot product presently.

First, representing elements of Rn by column vectors, the dot product of u, v ∈ Rn is defined by uT v (see section
1.3). Letting u = u1, u2, . . . , un and v = v1, v2, . . . , vn, the dot product of u and v, which we will begin to denote u · v,
is given by

u · v = u1v1 + u2v2 + · · · + unvn. (4.6.1)

This is not a new definition, just a new notation and a general formula for computing the dot product. Also in section
1.3 the magnitude of a vector u is defined by

√
uT u. Using the new notation and formula (4.6.1),

‖u‖ =
√

u · u =
√

u1u1 + u2u2 + · · · + unun

=

√
u2

1 + u2
2 + · · · + u2

n,

a formula that only makes sense as a magnitude since u ·u is nonnegative (the squares of real numbers are nonnegative
and the sum of nonnegative numbers is nonnegative). If u · u were sometimes negative it would not make a good
quantity for defining vector magnitude. As such, the nonnegativity of u ·u is an important property of the dot product.

Second, in section 1.4 it was shown that u ·v = v ·u, meaning that the dot product is commutative. Commutativity
(or lack thereof) is a fundamental property of any operator. Since the dot product is commutative any abstraction of
the dot product should be commutative too. Note that both nonnegativity (of u ·u) and commutativity (of u ·v) follow
directly from properties of the real numbers.

Two other properties, distributivity and a type of associativity, of the dot product follow directly from properties
of the real numbers as well. You may have explored these properties in exercises 4 and 8 of section 1.3. To recap
using the new notation,

(u + w) · v = u · v + w · v
and

(cu) · v = c(u · v).

Can you show these identities are true using properties of real numbers? Answer on page 157. You might think of
these properties as a kind of linearity. Since they follow as a natural consequence of using real number scalars, any
abstraction of the dot product should have a similar distributive and associative properties.

Fifth, a property that cannot be proven from the previous four but is nonetheless a direct consequence of properties
of the real numbers is that

u · u = 0 if and only if u = 0.

That is, the statements “u · u = 0” and “u = 0” are equivalent. The dot product can be used to determine whether
a vector is the zero vector. Can you argue using properties of real numbers that the equivalence is true? Answer on
page 157.

These five features of the dot product form the foundation for a useful abstraction. We define an inner product
on a real vector space V to be any operator 〈, 〉 : V × V → R such that

1. 〈u,u〉 ≥ 0 for all u in V (nonnegativity)
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2. 〈u,u〉 = 0 if and only if u = 0 (zero vector identity)

3. 〈u, v〉 = 〈v,u〉 for all u, v in V (commutativity)

4. 〈u + w, v〉 = 〈u, v〉 + 〈w, v〉 for all u, v,w in V (preservation of addition)

5. 〈cu, v〉 = c〈u, v〉 for all u, v in V and all scalars c (preservation of scalar multiplication)

The dot product on Rn as defined in section 1.3 is the canonical, and motivating, example of an inner product. Any
real vector space on which an inner product is defined is called an inner product space.

Extending the ideas of magnitude, distance, and orthogonality to an arbitrary inner product space is a simple
matter as the following chart suggests.

in Rn in an n-dimensional inner product space
norma ‖u‖ =

√
u · u ‖u‖ =

√
〈u,u〉

distanceb d(u, v) = ‖u − v‖ d(u, v) = ‖u − v‖
orthogonalityc u · v = 0 〈u, v〉 = 0

areplacement for the word magnitude in an arbitrary inner product space.
bsee exercise 2 in section 1.4
ccalculation (1.4.1) proceeds identically if each dot product is replced by an inner product.

We use the words norm instead of magnitude and orthogonal instead of perpendicular because magnitude and perpen-
dicular have special, visual, geometric meaning in R2 and R3 that does not readily transer to other contexts. Objects
such as matrices and functions, and even vectors in Rn for n > 3 cannot be visualized the same way. What would it
mean for two polynomials to be perpendicular, for example? What would be the geometric magnitude of a matrix?
The familiar geometric notions of magnitude and perpendicularity of vectors in R2 and R3 have no geometric analogy
in other vector spaces such as P2(R) and Mm×n(R). No matter. This is really the purpose of the above chart. Or-
thogonality (the abstraction of perpendicularity) of two vectors is defined by the requirement that their inner product
be zero whatever that may look like geometrically. Therein lies the power of mathematical abstraction. A notion
such as perpendicularity, which we can clearly see and grasp in R2, can be extended to other sets where no analogous
picture can be drawn. Likewise the norm (abstraction of magnitude) of a matrix M is defined by the quantity

√
〈M,M〉

whether it has geometric meaning or not.
Can you verify that 〈, 〉 : P2(R) × P2(R)→ R,

〈p0 + p1x + p2x2, q0 + q1x + q2x2〉 =
2
5

p2q2 +
2
3

p0q2 +
2
3

p1q1 +
2
3

p2q0 + 2p0q0 (4.6.2)

is an inner product? If you have taken calculus, this is equivalent to 〈p, q〉 =
∫ 1
−1 p(x)q(x) dx. Answer without using

calculus on page 157.

Key Concepts
inner product an operator 〈, 〉 : V × V → R on a real vector space V such that

1. 〈u,u〉 ≥ 0 for all u in V
2. 〈u,u〉 = 0 if and only if u = 0
3. 〈u, v〉 = 〈v,u〉 for all u, v in V
4. 〈u + w, v〉 = 〈u, v〉 + 〈w, v〉 for all u, v,w in V
5. 〈cu, v〉 = c〈u, v〉 for all u, v in V and all scalars c

inner product space a vector space endowed with an inner product.

norm extension of the idea of magnitude in R2 or R3 to vectors in any inner product space. The norm of a vector v
is denoted ‖v‖ and is calculated as ‖v‖ =

√
〈v, v〉.

distance extension of the idea of distance in R2 or R3 to vectors in any inner product space. The distance between
two vectors u and v is denoted d(u, v) and is calculated as d(u, v) = ‖u − v‖.

orthogonal extension of the idea of perpendicular in R2 or R3 to vectors in any inner product space. Two vectors u
and v are said to be orthogonal if 〈u, v〉 = 0.
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Exercises
1. Verify that the operator is an inner product.

(a) 〈, 〉 : R2 × R2 → R,〈[
u1

u2

]
,

[
v1

v2

]〉
= 2u1v1 + 3u2v2

[S]-314

(b) 〈, 〉 : R2 × R2 → R,〈[
u1

u2

]
,

[
v1

v2

]〉
=

[
u1 u2

] [ 5 0
0 3

] [
v1

v2

]
(c) 〈, 〉 : P2(R) × P2(R)→ R,

〈p, q〉 = p(0)q(0) + p(1)q(1) + p(2)q(2)

(d) 〈, 〉 : P2(R) × P2(R)→ R,

〈p, q〉 = p(0)q(0) + p(1)q(1)

+ p(2)q(2) + p(3)q(3)

(e) 〈, 〉 : C([0, 1]) ×C([0, 1])→ R,

〈 f , g〉 =

∫ 1

0
f (x)g(x) dx

(f) 〈, 〉 : C([0, 2π]) ×C([0, 2π])→ R,

〈 f , g〉 =
1
π

∫ 2π

0
f (x)g(x) dx

(g) 〈, 〉 :M2×2(R) ×M2×2(R)→ R,

〈M,N〉 = (MNT )1,1 + (MNT )2,2

2. Using the inner product of question 1b, calculate

(a)
〈[
−6 −1

]T
,
[
−2 6

]T
〉

(b)
〈[
−1 1

]T
,
[

2 0
]T

〉
(c)

〈[
6 −3

]T
,
[

3 −5
]T

〉
[A]-355

(d)
∥∥∥∥[ 1 −1

]T ∥∥∥∥
(e)

∥∥∥∥[ 2 3
]T ∥∥∥∥

(f)
∥∥∥∥[ −1 6

]T ∥∥∥∥ [A]-355

3. Using the inner product of question 1d, calculate

(a)
〈
2 + 5x + 6x2,−2 − 3x − x2

〉
[A]-355

(b)
〈
−3 + x2, 1 − 2x + 4x2

〉
(c)

〈
3 − 4x − 3x2,−2 + 1 − 5x2

〉
(d)

∥∥∥2 − 2x + x2
∥∥∥ [A]-355

(e) ‖−4 − x‖

(f)
∥∥∥−5 + 4x − 3x2

∥∥∥
4. Using the inner product of question 1f, calculate

(a)
〈
x2, 2 − x

〉
(b)

〈
x + 10, 1

x−10

〉
[A]-355

(c) 〈cos x, sin x〉

(d) ‖cos x‖ [A]-355

(e) ‖x‖

(f)
∥∥∥5(1 + x − x2)

∥∥∥
5. Using the inner product of question 1g, calculate

(a)
〈[
−9 0
−8 7

]
,

[
5 6
−2 −3

]〉
[A]-355

(b)
〈[
−8 4
9 −9

]
,

[
−9 4
7 0

]〉
(c)

〈[
3 9
4 −3

]
,

[
0 6
8 −9

]〉
(d)

∥∥∥∥∥∥
[
−1 7
−3 9

]∥∥∥∥∥∥ [A]-355

(e)

∥∥∥∥∥∥
[

9 −9
−4 −2

]∥∥∥∥∥∥
(f)

∥∥∥∥∥∥
[

0 −3
−9 7

]∥∥∥∥∥∥
6. Using the inner product of question 1a, find the distance

between

(a)
[
−12 2

]T
and

[
−13 5

]T

(b)
[
−8 11

]T
and

[
−12 13

]T

(c)
[

9 −6
]T

and
[
−5 −9

]T

(d)
[

8 −4
]T

and
[

14 3
]T

[A]-355

7. Using the inner product of question 1c, find the distance
between

(a) 3 − 3x + 4x2 and −5 + 6x + 5x2

(b) 4x − 3x2 and −4 − 5x − 6x2

(c) 1 + 3x − 2x2 and 6 + 5x − x2

(d) 6 + 2x − 6x2 and −5 − 3x − 2x2 [A]-355

8. Using the inner product of question 1e, find the distance
between

(a) x and x2 [A]-355

(b) x and ex

(c) sin πx and cos πx

(d) 2x and 1
x2+1

9. Using the inner product of question 1g, find the distance
between

(a)
[

3 −5
−3 1

]
and

[
−8 −5
9 −9

]
(b)

[
−4 −5
−7 −6

]
and

[
−5 8
−8 9

]
(c)

[
−8 9
4 −5

]
and

[
2 3
−4 −7

]
(d)

[
9 −3
−6 −9

]
and

[
−3 3
2 9

]
[A]-355
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10. In R2 with the inner product of question 1b, are u and v
orthogonal?

(a) u =
[

3 10
]T

and v =
[

10 −5
]T

[S]-314

(b) u =
[
−1 −10

]T
and v =

[
−6 1

]T

(c) u =
[

9 5
]T

and v =
[

7 −20
]T

(d) u =
[
−8 4

]T
and v =

[
−3 −10

]T

(e) u =
[

6 4
]T

and v =
[
−3 5

]T

11. In P2(R) with the inner product of question 1d, are u and
v orthogonal?

(a) u = x(x − 1) and v = (x − 2)(x − 3)

(b) u = x(x − 2) and v = (x + 1)(x − 3)

(c) u = (x − 1)(x − 3) and v = x2 − 2x [S]-314

(d) u = 2x2 − 6x and v = x2 − 3x + 2

(e) u = x2 − 2x − 3 and v = 3x2 − 3

12. In C([0, 2π]) with the inner product of question 1f, are u
and v orthogonal?

(a) u = sin x and v = cos x [S]-314

(b) u = 3 and v = 2 − 2
π

x

(c) u = sin x and v = sin 2x

(d) u = ex and v = −x

(e) u = 4
4x+1 and v = x − 23

12

13. InM2×2(R) with the inner product of question 1g, are u
and v orthogonal?

(a) u =

[
2 7
−2 3

]
and v =

[
−2 8
−6 −4

]
[S]-314

(b) u =

[
−7 7
1 4

]
and v =

[
8 −5
−9 2

]
(c) u =

[
−8 −5
−1 8

]
and v =

[
−3 −6
6 −6

]
(d) u =

[
−6 5
2 −2

]
and v =

[
2 6
−7 −4

]
(e) u =

[
−5 −4
5 −2

]
and v =

[
3 −1
5 7

]
14. Describe all vectors orthogonal to

(a)
[

3 5
]T

inR2 with the inner product of question
1a. [A]-355

(b) x(x−5) in P2(R) with the inner product of question
1c.

(c) f (x) = 1 in C([0, 1]) with the inner product of
question 1e. [A]-355

(d)
[

8 0
1 −3

]
in M2×2(R) with the inner product of

question 1g.

15. Describe all vectors orthogonal to

(a)
[

3 5
]T

inR2 with the inner product of question
1b.

(b) x(x − 2)(x + 3) in P2(R) with the inner product of
question 1d.

16. Suppose for vectors u, v,w of an inner product space,
〈u, v〉 = 3 and 〈u,w〉 = 1

3 . Use this information to com-
pute

(a) 〈u, 3v〉

(b) 〈u, v + 2w〉 [A]-355

(c) 〈−2v,u〉

(d) 〈3w, 2u〉 [A]-355

17. For what values of a and b is the operator 〈, 〉 : R2×R2 →

R, 〈[
u1

u2

]
,

[
v1

v2

]〉
= au1v1 + bu2v2

an inner product?

18. Explain why 〈, 〉 : P2(R) × P2(R)→ R,

〈p, q〉 = p(0)q(0) + p(1)q(1)

is not an inner product. [A]-355

19. Justify the claim.

(a) For any vector v in an inner product space, 〈0, v〉 =

〈v, 0〉 = 0. [S]-315

(b) For any scalar c and any vectors u and v of an inner
product space, 〈u, cv〉 = c 〈u, v〉.

(c) For any any vectors u, v, and w of an inner product
space, 〈u, v + w〉 = 〈u, v〉 + 〈u,w〉. [S]-315

(d) For any vectors u and v of an inner product space,
‖u + v‖2 − ‖u − v‖2 = 4 〈u, v〉.

(e) For any orthogonal vectors u and v of an inner
product space, ‖u − v‖2 = ‖u‖2 + ‖v‖2.
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Answers
dot product identities Let u = u1, u2, . . . , un, v = v1, v2, . . . , vn, w = w1,w2, . . . ,wn be arbitrary elements of Rn.

Then

(u + w) · v = (u1, u2, . . . , un + w1,w2, . . . ,wn) · v1, v2, . . . , vn

= u1 + w1, u2 + w2, . . . , un + wn · v1, v2, . . . , vn

= (u1 + w1)v1 + (u2 + w2)v2 + · · · + (un + wn)vn

= u1v1 + w1v1 + u2v2 + w2v2 + · · · + unvn + wnvn

= (u1v1 + u2v2 + · · · + unvn) + (w1v1 + w2v2 + · · · + wnvn)
= u · v + w · v

and

(cu) · v = (c × u1, u2, . . . , un) · v1, v2, . . . , vn

= (cu1, cu2, . . . , cun) · v1, v2, . . . , vn

= cu1v1 + cu2v2 + · · · + cunvn

= c(u1v1 + u2v2 + · · · + unvn)
= c(u · v).

dot product zero Suppose u ·u = 0 for some vector u = u1, u2, . . . , un in Rn. That is, u2
1 +u2

2 + · · ·+u2
n = 0. Since this

is a sum of nonnegative real numbers that add to zero, each term must itself be zero: u1 = u2 = · · · = un = 0.
Hence u = 0. Now suppose u = 0. Then u1 = u2 = · · · = un = 0 and u ·u = u2

1 +u2
2 + · · ·+u2

n = 0+0+ · · ·+0 = 0.

inner product on polynomials Given polynomials p(x) = p0 + p1x + p2x2, q(x) = q0 + q1x + q2x2, and r(x) =

r0 + r1x + r2x2 in P2(R) and the operator

〈p(x), q(x)〉 =
2
5

p2q2 +
2
3

p0q2 +
2
3

p1q1 +
2
3

p2q0 + 2p0q0,

the most challenging part of the verification is the need for some fancy algebra to show properties 1 and 2. The
expression 〈p, p〉 is manipulated into a sum of squares for this purpose.

1. For any p in P2(R),

〈p, p〉 =
2
5

p2
2 +

4
3

p0 p2 +
2
3

p2
1 + 2p2

0

=
1
15

[
6p2

2 + 20p0 p2 + 10p2
1 + 30p2

0

]
=

1
15

[
(2p2 + 5p0)2 + 2p2

2 + 5p2
0 + 10p2

1

]
which is a sum of squares and therefore greater than or equal to 0.

2. 〈p, p〉 = 1
15

[
(2p2 + 5p0)2 + 2p2

2 + 5p2
0 + 10p2

1

]
equals 0 if and only if p0 = p1 = p2 = 0 since the square

of each appears as a term in the sum. And p0 = p1 = p2 = 0 if and only if p(x) = 0 (that is, p = 0).

3. For any p, q in P2(R),

〈p, q〉 =
2
5

p2q2 +
2
3

p0q2 +
2
3

p1q1 +
2
3

p2q0 + 2p0q0

=
2
5

q2 p2 +
2
3

q2 p0 +
2
3

q1 p1 +
2
3

q0 p2 + 2q0 p0

=
2
5

q2 p2 +
2
3

q0 p2 +
2
3

q1 p1 +
2
3

q2 p0 + 2q0 p0

= 〈q, p〉
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4. For any p, q, r in P2(R),

〈p + q, r〉 =
〈(

p0 + p1x + p2x2
)

+
(
q0 + q1x + q2x2

)
, r0 + r1x + r2x2

〉
=

〈
(p0 + q0) + (p1 + q1) x + (p2 + q2) x2 , r0 + r1x + r2x2

〉
=

2
5

(p2 + q2) r2 +
2
3

(p0 + q0) r2 +
2
3

(p1 + q1) r1 +
2
3

(p2 + q2) r0 + 2 (p0 + q0) r0

=
2
5

p2r2 +
2
5

q2r2 +
2
3

p0r2 +
2
3

q0r2 +
2
3

p1r1 +
2
3

q1r1

+
2
3

p2r0 +
2
3

q2r0 + 2p0r0 + 2q0r0

=
2
5

p2r2 +
2
3

p0r2 +
2
3

p1r1 +
2
3

p2r0 + 2p0r0

+
2
5

q2r2 +
2
3

q0r2 +
2
3

q1r1 +
2
3

q2r0 + 2q0r0

= 〈p, r〉 + 〈q, r〉

5. For any p, q in P2(R) and scalar c,

〈cp, q〉 =
〈
c
(
p0 + p1x + p2x2

)
, q0 + q1x + q2x2

〉
=

〈
cp0 + cp1x + cp2x2 , q0 + q1x + q2x2

〉
=

2
5

cp2q2 +
2
3

cp0q2 +
2
3

cp1q1 +
2
3

cp2q0 + 2cp0q0

= c
(

2
5

p2q2 +
2
3

p0q2 +
2
3

p1q1 +
2
3

p2q0 + 2p0q0

)
= c〈p, q〉

Thus 〈p, q〉 = 2
5 p2q2 + 2

3 p0q2 + 2
3 p1q1 + 2

3 p2q0 + 2p0q0 satisfies the five properties of an inner product (and is
therefore an inner product on P2(R).



Chapter 5
Exploring Vector Spaces and Inner Product
Spaces

5.1 Solution Spaces [3.3, 3.6, 4.1, 4.2]
Given a coefficient matrix M and a particular vector b, we can use row reduction to determine whether a solution of
Mv = b exists and find it if it does (section 2.2). We even have an efficient way of finding all the solutions when
there are more than one (section 3.7 page 111). Being able to do this on a case-by-case basis is good, but a more
critical look at the patterns of free and basic variables leads to more complete understanding of solution sets of linear
systems.

Observations
Let M be an m × n matrix and set C as the set of all linear combinations of the columns of M and N as the solution
set of Mv = 0. That is,

C = {Mv : v ∈ Rn}

N = {v ∈ Rn : Mv = 0}.

Now observe that C and N are vector spaces. For one, C is the collection of all linear combinations of the columns
of M. In other words, C = span{M:,1,M:,2, . . . ,M:,n} and is therefore a vector space (see “span is a subspace” on page
123). For the other, we need to check three things (section 4.1 pages 119 and 120):

1. M0 = 0 so 0 ∈ N.

2. For any u and v in N, M(u + v) = Mu + Mv = 0 + 0 = 0 so u + v is in N.

3. For any u in N and scalar c, M(cv) = c(Mv) = c0 = 0 so cv is in N.

The zero vector is in N and N is closed under vector addition and scalar multiplication. Hence N is a vector space.
C is called the column space of M and N is called the null space of M. The dimension of the column space of

M is called the rank of M and the dimension of the null space of M is called the nullity of M. For any eigenvalue λ
of M, the null space of M − λI is called the eigenspace of M corresponding to λ.

Implications
Row operations were defined to maintain the solution sets of linear systems. Solutions of a row reduced linear system
are solutions of the original linear system. Using the matrix form for a linear system, this means given a particular
vector b, Mv = b has the exact same solution set as (EM)v = b for any elementary matrix E. In particular this means
the null space of M (the solution set of Mv = 0) and the null space of EM (the solution set of (EM)v = 0) are equal

159
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for any elementary matrix E. Row operations do not affect the null space of a matrix. Stated another way, v is in
the null space of M if and only if v is in the null space of EM.

To rigrously prove this claim, let M be an m × n matrix and E be an n × n elementary matrix. If v is in the null
space of M then Mv = 0. Hence (EM)v = E(Mv) = E0 = 0, so v is in null space of EM. [This establishes that if v
is in the null space of M then v is in the null space of EM.] On the other hand, if v is in the null space of EM then
(EM)v = 0. Hence E(Mv) = 0 so Mv = E−10 = 0 and v is in the null space of M. [This establishes that if v is in
the null space of EM then v is in the null space of M.] Altogether this means the null space of M and the null space
of EM contain exactly the same elements. We have thus established that the following two statements are equivalent
for any m × n matrix M.

1. v is in the null space of M.

2. v is in the null space of EM.

To take it a step further, this means a certain set of columns of M are linearly dependent if and only if the same set of
columns of EM are linearly dependent.

Thinking of matrix-vector multiplication as taking a linear combination of the columns of the matrix, any linear
combination of the columns of M can be expressed as Mv for some vector v. To say that some set of columns of M are
linearly dependent is to say there is a nonzero vector v such that Mv = 0. The nonzero entries of v determine the set of
columns. Since Mv = 0 if and only if E(Mv) = E0 (because E is invertible) if and only if (EM)v = 0, a certain set of
columns of M is linearly independent if and only if the corresponding set of columns of EM is linearly independent.
More precisely, the exact same linear combination of columns of M that sums to zero, taken of EM instead, will also
sum to zero. Row operations do not affect the linear dependence relationships among the columns of a matrix.

Crumpet 23: Uniqueness of Reduced Row Echelon Form

The fact that row operations do not affect the linear dependence relationships among the columns of a matrix lies at
the heart of a proof that the reduced row echelon form of a matrix exists and is unique. The row reduction algorithm
provides existence.

Suppose that an m × n matrix M has two reduced row echelon forms, A and B. The pivot columns of A and
B are exactly those columns that are linearly independent of the columns to their left. This follows from the facts
that (i) each pivot column of a matrix in reduced row echelon form is linearly independent of the columns on its
left (it has a nonzero entry in a row where all the columns to its left have zeros); and (ii) each non-pivot column is
linearly dependent on the columns to its left (it can be written as a linear combination of those columns). Because
row operations do not alter the linear dependence relations among the columns of a matrix (and A and B are the
results of series of row operations on M), the pivot columns of A must be the same as those of B. Since the pivot
columns of a reduced row echelon form contain a 1 in the pivot position and zeros elsewhere, the pivot columns of A
and B are in fact equal.

Suppose A:, j is a nonpivot column of A. Then A:, j and the pivot columns to its left (if any) form a linearly
dependent set. A nontrivial linear combination of them sums to 0. Since B:, j has the same linear dependence relation
with the pivot columns to its left, the same (corresponding) linear combination of B:, j and the pivot columns to its left
sums to 0. Since the pivot columns of A and B are equal, it follows that B:, j = A:, j. This completes the proof.

Bases for the null space and column space of a matrix

The very nature of the row reduction algorithm followed by writing solutions of the homogeneous equation Mv = 0
in parametric form provides a basis for the null space. Each free variable gives rise to one vector in the parametric
vector form (see section 3.7). The collection of all the vectors from this form comprise a basis.

In full detail, if v f1 , v f2 , . . . , v fk are the free variables of the linear system Mv = 0, then the row reduction algorithm
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leads to a solution of the (parametric vector) form

v = r1


a1,1
a2,1
...

an,1

 + r2


a1,2
a2,2
...

an,2

 + · · · + rk


a1,k
a2,k
...

an,k

 .
This form constitutes all the solutions of the homogeneous equation, so the columns of the matrix

A =


a1,1 a1,2 · · · a1,k
a2,1 a2,2 · · · a2,k
...

...
. . .

...
an,1 an,2 · · · an,k


span the null space of M. The algorithm also provides that a f1,1 = 1 while a f1,2 = a f1,3 = · · · = a f1,k = 0. Similarly,
the entries of A f2,: are all zero except the second; the entries of row A f3,: are all zero except the third; and so on.
Consequently the columns of A are linearly independent. Hence the columns of A (the vectors of the parametric form
of the solution) are a linearly independent spanning set—a basis—for the null space of M.

Now suppose vb1 , vb2 , . . . , vb` are the basic variables for the linear system Mv = b and b1 < b2 < · · · < b`. We will
argue that columns M:,b1 ,M:,b2 , . . . ,M:,b` form a basis (linearly independent spanning set) for the column space C. To
see that these columns are linearly independent, let R be the reduced row echelon form of M. Then R:,b j (column b j

of R) cannot be written as a linear combination of columns R:,b1 ,R:,b2 , . . . ,R:,b j−1 (the columns to the left of column b j

corresponding to basic variables) for any j > 1. This is clear since R j,b j = 1 while R j,b1 = R j,b2 = · · · = R j,b j−1 = 0.
This is sufficient to conclude that R:,b1 ,R:,b2 , . . . ,R:,b` are linearly independent. Can you show that, in general, the
vectors v1, v2, . . . , vp, v1 , 0 are linearly dependent if and only if there is a k > 1 such that vk can be written as a
linear combination of v1, v2, . . . , vk−1. Answer on page 165. This completes the argument that R:,b1 ,R:,b2 , . . . ,R:,b` are
linearly independent. Because row operations do not affect the linear dependence relationships among the columns
of a matrix, we have that M:,b1 ,M:,b2 , . . . ,M:,b` are linearly independent.

To see that M:,b1 ,M:,b2 , . . . ,M:,b` span the column space of M we will rely on the fact that if v is in the span of
(the arbitrary set of vectors) V = {v1, v2, . . . , vp}, then spanV = span (V ∪ {v}). Can you support this claim? Answer
on page 165. To see why this is useful, note that if column f of R corresponds to a free variable, then R:, f is a linear
combination of the columns of basic variables to the left of R:, f , say R:,b1 ,R:,b2 , . . . ,R:,b j where b j < f < b j+1. This
is because Rb1 , the leftmost column corresponding to a basic variable, has a 1 in its first entry and zeros elsewhere;
Rb2 has a 1 in its second entry and zeros elsewhere; Rb3 has a 1 in its third entry and zeros elsewhere; and so on. By
construction, R:, f cannot have a nonzero entry below row b j (if it did, it would contain a leading entry and therefore
not be the column of a free variable). In symbols,

[
R:,b1 R:,b2 · · · R:,b j R:, f

]
=



1 0 · · · 0 R1, f
0 1 · · · 0 R2, f
...

...
. . .

...
...

0 0 · · · 1 R j, f

0 0 · · · 0 0
...

... · · ·
...

...
0 0 · · · 0 0


.

Hence, R:, f is a linear combination of R:,b1 ,R:,b2 , . . . ,R:,b` . Because row operations do not affect the linear dependence
relationships among the columns of a matrix, we have that M:, f is a linear combination of M:,b1 ,M:,b2 , . . . ,M:,b` . In
other words, M:, f is in the span of M:,b1 ,M:,b2 , . . . ,M:,b` . Repeatedly adding the columns of free variables (which are
in the span of the columns of basic variables) to the set {M:,b1 ,M:,b2 , . . . ,M:,b` } leads to the conclusion that

span{M:,b1 ,M:,b2 , . . . ,M:,b` } = span{M:,1,M:,2, . . . ,M:,n}

= column space of M.

Hence {M:,b1 ,M:,b2 , . . . ,M:,b` } is a linearly independent spanning set—a basis—for the column space of M
The preceding discussion justifies two general statements about any m × n matrix M, the combination of which

leads to one of the most fundamental theorems of linear agebra.
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• a basis for the null space of M can be formed using one vector for each free variable of the linear system
Mv = b.

• a basis for the column space of M is formed from the columns of M corresponding to the basic variables of the
linear system Mv = b.

These statements mean the rank of M equals the number of basic variables of Mv = b, and the nullity of M equals
the number of free variables of M. Since Mv = b has n variables in total, we have the following theorem.

Theorem 12. [Rank and Nullity] If M is an m × n matrix, then the rank of M and the nullity of M sum to n.

General Solutions
Let vp be a particular (any single) solution of Mv = b and v1, v2, . . . , vk be a basis for the null space of M. Now
suppose v is any solution of Mv = b. Then

M(v − vp) = Mv − Mvp

= b − b
= 0.

By definition, v − vp is in the null space of M. Because v1, v2, . . . , vk is a basis for the null space of M, there are
coefficients a1, a2, . . . , ak such that v − vp = a1v1 + a2v2 + · · · + akvk. Hence

v = vp + a1v1 + a2v2 + · · · + akvk.

On the other hand, if v = vp + a1v1 + a2v2 + · · · + akvk for some coefficients a1, a2, . . . , ak and particular solution vp,
then

Mv = M
(
vp + a1v1 + a2v2 + · · · + akvk

)
= Mvp + M (a1v1 + a2v2 + · · · + akvk)

= b + 0
= b.

To summarize, these comments justify the following theorem.

Theorem 13. [Characterization of Solutions of a Linear System] For a consistent linear system Mv = b, the
solution set is

v = vp + a1v1 + a2v2 + · · · + akvk

where vp is any particular solution of Mv = b and v1, v2, . . . , vk is a basis for the null space of M.

Key Concepts
column space of an m × n matrix M is span{M:,1,M:,2, . . . ,M:,n} = {Mv : v ∈ Rn}.

null space of an m × n matrix M is {v ∈ Rn : Mv = 0}, the solution set of Mv = 0.

eigenspace of M corresponding to λ is the null space of M − λI.

vector spaces the column space of a matrix and the null space of a matrix are vector spaces.

column space basis the columns of M corresponding to basic variables form a basis for the column space of M.

null space basis the vectors in the parametric vector form of the solution of Mv = 0 form a basis for the null space
of M.

characterization of solutions of a linear system see theorem 13.
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row operations (i) do not affect the null space of a matrix, and (ii) do not affect the linear dependence relationships
of the columns of a matrix.

rank the dimension of the column space of a matrix.

nullity the dimension of the null space of a matrix.

Exercises
1. Is b in the column space of M?

(a) M =

[
−1 4
−4 15

]
; b =

[
3

10

]
(b) M =

[
14 −12
7 −6

]
; b =

[
2
3

]
(c) M =

[
−40 −60
32 48

]
; b =

[
15
−12

]
(d) M =

[
27 33
9 11

]
; b =

[
6
2

]
[S]-315

(e) M =

[
2 −6
4 −14

]
; b =

[
6

10

]
[A]-355

(f) M =

[
10 6
−40 −24

]
; b =

[
1
−3

]
[A]-355

2. Find a basis for the column space of M from question
1. [S]-315 [A]-355

3. Find a basis for the null space of M from question 1. [S]-
315 [A]-355

4. R is the reduced row echelon form of
[

M b
]
, the ma-

trix M augmented by some vector b. (i) Is b in the col-
umn space of M? (ii) Find a basis for the column space
of M. (iii) Find a basis for the null space of M.

(a) M =

 −20 −90 6 153
−6 −27 2 45
4 18 −2 −36


R =

 1 9/2 0 0 1
0 0 1 0 6
0 0 0 1 −10/9

 [S]-315

(b) M =

 −63 14 77 3
−36 8 44 1
54 −12 −66 −2


R =

 1 −2/9 −11/9 0 7/9
0 0 0 1 −9
0 0 0 0 0


(c) M =

 −154 −30 −9 −76 35
121 20 9 56 −28
−33 −5 −3 −14 7


R =

 1 0 0 8/11 −7/11 1
0 1 0 −2/5 7/5 2
0 0 1 −8/3 7/3 1


(d) M =


187 99 −74 −12

0 −11 −5 4
−33 −22 11 4
−154 −77 63 12



R =


1 0 −7/11 0 0
0 1 5/11 0 0
0 0 0 1 0
0 0 0 0 1

 [S]-316

(e) M =


27 0 −3 23
−126 88 9 −103

45 −33 −3 37
−117 77 6 −102


R =


1 0 0 10/9 0
0 1 0 2/11 0
0 0 1 7/3 0
0 0 0 0 1


(f) M =


−12 6 22 11
−36 15 58 33
24 −9 −36 −11
60 −30 −110 −33


R =


1 0 −1/2 0 −1
0 1 8/3 0 −1/3
0 0 0 1 −9/11
0 0 0 0 0

 [A]-355

(g) M =


−12 32 −36 8

9 −24 27 −6
−30 80 −90 20
−3 8 −9 2
24 −64 72 −16


R =


1 −8/3 3 −2/3 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0



(h) M =


−12 −8 8 −48
−36 −20 16 −132
24 24 24 156
−24 −8 −16 −84
36 32 −72 132


R =


1 0 0 0 2/3
0 1 0 0 1/2
0 0 1 0 3/2
0 0 0 1 11/12
0 0 0 0 0

 [A]-355

(i) M =


−108 54 −63 40
−120 60 −70 5
−60 30 −35 50
−24 12 −14 −10
−48 24 −28 5


R =


1 −1/2 7/12 0 0
0 0 0 1 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0


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(j) M =


−5 −14 −3 20 −22
3 7 0 −20 22
−13 −21 −24 90 −77

3 7 −3 −30 33
10 21 6 −80 77


R =


1 0 0 0 0 −3
0 1 0 0 0 2
0 0 1 0 0 14
0 0 0 1 0 −8
0 0 0 0 1 3

 [A]-355

5. Make general statements about how the reduced row ech-
elon form of

[
M b

]
helps (i) determine whether b is

in the column space of M; (ii) find a basis for the column
space of M; and (iii) find a basis for the null space of M.

6. M row reduces to R. (i) Verify that b is in the column
space of M and (ii) find the general solution of Mv = b.

(a) M =

 −15 −35 −40 −7 −27
27 63 72 42 15
9 21 24 7 13


R =

 1 7/3 8/3 0 7/3
0 0 0 1 −8/7
0 0 0 0 0


b =

 −22
69
16

 [S]-316

(b) M =

 14 −49 3 54 −35
4 −14 3 24 −15
−4 14 −6 −36 22


R =

 1 −7/2 0 3 −2
0 0 1 4 −7/3
0 0 0 0 0


b =

 11
1
2


(c) M =

 −91 104 −2 −18
56 −64 2 9
−154 176 −6 −24


R =

 1 −8/7 0 0
0 0 1 0
0 0 0 1


b =

 −8
−1
6


(d) M =

 3 −21 −12 18
9 −56 −32 50
−6 35 20 −30


R =

 1 0 0 0
0 1 4/7 0
0 0 0 1


b =

 3
8
−5

 [A]-355

(e) M =

 21 −35 15 −84
6 −10 5 −25
−18 30 −10 68



R =

 1 −5/3 0 −3
0 0 1 −7/5
0 0 0 0


b =

 −3
−1
2


7. Given an arbitrary m × n matrix M and a vector b , 0, is

the solution set of Mv = b a vector space? Explain.

8. Columns 2 and 5 of matrix M form a basis for the column
space of M. Use this information to help decide whether
Mv = b is consistent.

M =


90 240 −120 240 −40
3 8 −4 8 0
−48 −128 64 −128 20
−108 −288 144 −288 45

 and b =


200
16
−116
−261


9. Let M be a 4×5 coefficient matrix with columns 2,3, and

4 representing free variables. Argue that the set contain-
ing the fifth column of M and any one of the first four
form a basis for the column space of M.

10. Let M =

 3 10 4 7
9 45 18 7
9 25 10 28

 and b =

 10
45
25

.
(a) Solve Mv = b by inspection. (Row reduce or use

SageMath if you don’t see it, but then reflect on
why you did not see it.)

(b) Use the fact that




0
−2
5
0


 is a basis for the null

space of M to write down all the solutions of
Mv = b in parametric vector form.

(c) Write down three distinct solutions of Mv = b all
different from the solution in (a).

11. Let M =

 4 5 −5 −12
2 5 −5 −3
0 −15 15 −15

 and b =

 24
6

30

. [S]-

317

(a) Find one solution of Mv = b by inspection. (Row
reduce or use SageMath if you don’t see it, but then
reflect on why you did not see it.)

(b) Use the fact that




0
1
1
0


 is a basis for the null

space of M to help write down all the solutions of
Mv = b in parametric vector form.

(c) Write down three distinct solutions of Mv = b all
different from the solution in (a).
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12. Let M =

 154 242 15 −9
63 99 5 −3
−112 −176 −10 6

 and b = 396
162
−288

.
(a) Solve Mv = b by inspection. (Row reduce or use

SageMath if you don’t see it, but then reflect on
why you did not see it.)

(b) Use the fact that



−11

7
0
0

 ,


0
0
3
5


 is a basis for

the null space of M to write down all the solutions
of Mv = b in parametric vector form.

(c) Write down three distinct solutions of Mv = b all
different from the solution in (a).

13. Use the fact that row operations were used to reduce

A =


−16 72 −15 −91 −182 −6

6 −27 5 33 63 3
2 −9 5 17 14 6
−10 45 −5 −49 −91 −6

 to B =


2 −9 0 8 0 0
0 0 5 9 0 0
0 0 0 0 7 0
0 0 0 0 0 3

 to find a set of three columns

of A that are linearly independent. Are there other such
sets? [A]-355

14. Let A =

 8 −16 −18
16 k −45
8 −32 −36

, B =

 8 0 0
0 8 9
0 0 0

, and

v =

 0
9
−8

.
(a) Verify that Bv = 0.
(b) Given that A row reduces to B, find k.

15. What is the dimension of the eigenspace corresponding
to (the eigenvalue) λ?

(a)

 3 15 −12
3 7 4
6 −10 20

; λ = 6

(b)

 47 45 −75
5 31 −15

15 27 −23

; λ = 22 [S]-317

(c)

 18 6 −4
−10 −1 10
−4 −6 18

; λ = 14

(d)

 6 −20 12
16 42 −12
20 25 7

; λ = 11 [A]-355

16. Find a basis for the eigenspace corresponding to (the
eigenvalue) λ in question 15.

17. What is the rank of a matrix of all zeros?

18. What is the rank of a matrix of all ones? [A]-355

19. What is the rank of a matrix of all twos?

20. Given an m × n matrix M and invertible n × n matrix P,
show that the rank of MP equals the rank of M by the
following argument. Let CM be the column space of M
and CMP be the column space of MP.

(a) Suppose v is in CM , and show that v is in CMP.

(b) Suppose v is in CMP, and show that v is in CM .

(c) Conclude that the rank of MP equals the rank of
M.

21. Given an m× n matrix M and invertible m×m matrix Q,
show that the nullity of QM equals the nullity of M by
the following argument. Let NM be the null space of M
and NQM be the null space of QM.

(a) Suppose v is in NM , and show that v is in NQM .

(b) Suppose v is in NQM , and show that v is in NM .

(c) Conclude that the nullity of QM equals the nullity
of M.

Answers
linear dependence Show that the vectors v1, v2, . . . , vp, v1 , 0 are linearly dependent if and only if there is a k > 1

such that vk can be written as a linear combination of v1, v2, . . . , vk−1. Supposing vk can be written as a linear
combination of v1, v2, . . . , vk−1, we have immediately that v1, v2, . . . , vp are linearly dependent. Now suppose
v1, v2, . . . , vp, v1 , 0 are linearly dependent. Then there exists a linear combination

a1v1 + a2v2 + · · · + apvp = 0.

It must be that at least one of a2, a3, . . . , ap is nonzero since v1 , 0. Set k = max{i : ai , 0}. Then k > 1,
ak , 0, and a1v1 + a2v2 + · · · + akvk = 0, so

vk = −
a1

ak
v1 −

a2

ak
v2 − · · · −

ak−1

ak
vk−1.

span Show that if v is in the span of (the arbitrary set of vectors) V = {v1, v2, . . . , vp}, then spanV = span (V ∪ {v}).
First, spanV ⊆ span (V ∪ {v}) always since every linear combination of the vectors in V is also a linear
combination of vectors in V ∪ {v} (with the coefficient of v equal 0, for example). It remains to show that
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span (V ∪ {v}) ⊆ spanV . In other words, if w ∈ span (V ∪ {v}) then w ∈ spanV . To that end, suppose
w ∈ span (V ∪ {v}) and (a) write w as a linear combination of v1, v2, . . . , vp, v; and (b) write v as a linear
combination of v1, v2, . . . , vp (which is possible since v is in the span of V):

w = a1v1 + a2v2 + · · · + apvp + av
v = b1v1 + b2v2 + · · · + bpvp.

By substitution,

w = a1v1 + a2v2 + · · · + apvp + a(b1v1 + b2v2 + · · · + bpvp)
= (a1 + ab1)v1 + (a2 + ab2)v2 + · · · + (ap + abp)vp

and therefore w ∈ spanV .
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5.2 Coordinate Vectors [4.1, 4.2]

In section 4.2 it was noted that given a basis for a vector space, each vector has a unique (exactly one) representation
as a linear combination of the vectors in the basis. That means there is a one-to-one correspondence between elements
in the vector space and linear combinations of vectors in the basis. Each vector in the vector space can be identified by
its corresponding linear combination, or more succinctly, by the list of coefficients in that linear combination. These
coefficient lists serve as unique identifiers for the vectors much the same way social security numbers serve as unique
identifiers for people. A country with a social security system assigns each of its citizens exactly one social security
number. Each citizen has one social security number and each social security number identifies one person.

The situation is a little more complicated when a person is a citizen of more than one country with a social security
system. The same person will have multiple social security numbers, one for each country of which they are a citizen.
One social security number may be useful in France while another is useful in Mali. In a similar way, a single vector
will have multiple unique identifiers, one for each basis of the vector space. Each basis gives a different labeling
system for the vectors (citizens) of its vector space.

As pointed out in section 4.2,
E = {I:,1, I:,2, . . . , I:,n}

is a basis for the vector space Mn×1(R) (the collection of all n × 1 column matrices with real coefficients), better
known as Rn1. Writing a vector in Rn as a linear combination of these basis elements is a simple matter:[

x1 x2 · · · xn

]T
= x1I:,1 + x2I:,2 + · · · + xnI:,n,

and this is the only such linear combination. If we write the coefficients as a column vector decorated with the name

of the basis as in


x1
x2
...

xn


E

, we have what is known as a coordinate vector. The vectors we have been writing all along

have been written with respect to the standard basis, and we will maintain this practice. A vector written with no basis

indicated means that it has been written with respect to the standard basis. Hence


x1
x2
...

xn


E

and


x1
x2
...

xn

 represent the

same vector. Given a different basis, sayV = {v1, v2, . . . , vn}, writing
[

x1 x2 · · · xn

]T
as a linear combination

may require different coefficients:[
x1 x2 · · · xn

]T
= c1v1 + c2v2 + · · · + cnvn

for some c1, c2, . . . , cn. The coefficients of this linear combination, in order, form the unique identifier of


x1
x2
...

xn

 in

the context of the basisV:


c1
c2
...

cn


V

, read as the coordinate vector with respect toV.

It should be noted that the order of the elements in a basis matters, and that the entries in the coordinate vector
must correspond to this ordering. The first entry of the coordinate vector corresponds with the first vector in the
basis. The second entry of the coordinate vector corresponds with the second vector in the basis. And so on. This
correspondence is required to maintain the uniqueness of representation. Different orderings of the same set of vectors
provide different coordinate systems for the vector space. A basis is thus an ordered set.

1Technically,Mn×1(R) and Rn are isomorphic (see section 4.5)
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The basis B = {I:,2, I:,1, . . . , I:,n} is different from the standard basis E (even though, as unordered sets, B and E
are equal). Of course, it is still true that[

x1 x2 · · · xn

]T
= x1I:,1 + x2I:,2 + · · · + xnI:,n.

This fact will never change. But this means the coordinate vector of
[

x1 x2 · · · xn

]T
with respect to B is

x2
x1
...

xn


B

. Hence


x1
x2
...

xn

 =


x1
x2
...

xn


E

=


x2
x1
...

xn


B

.

Letting C =


 1

0
0

 ,
 1

1
0

 ,
 1

1
1


, can you verify that

 4
6
−3


B

=

 6
4
−3

 =

 2
7
−3


C

?

Answer on page 174. As a matter of notation, when the basis with respect to which a vector v is written is important,
we will enclose the name of the vector in square brackets and subscript it with the name of the basis as in [v]B.

Notice that  2
7
−3


C

= 2

 1
0
0

 + 7

 1
1
0

 − 3

 1
1
1

 =

 1 1 1
0 1 1
0 0 1


 2

7
−3


and  4

6
−3


B

= 4

 0
1
0

 + 6

 1
0
0

 − 3

 0
0
1

 =

 0 1 0
1 0 0
0 0 1


 4

6
−3

 .
In general, if B is a basis of Rn and [B]E is the matrix whose columns are the vectors of B written with respect to the
standard basis respecting order, then

v = [v]E = [B]E [v]B (5.2.1)

Note, however, there is nothing special about the standard basis beyond the fact that it is the most familiar. If C is a
basis of Rn and [B]C is the matrix whose columns are the vectors of B written with respect to the basis C respecting
order, then

v = [v]C = [B]C [v]B . (5.2.2)

This can be verified by direct calculation. Let B = {b1,b2, . . . ,bn} and C = {c1, c2, . . . , cn} and write the vectors of B
with respect to C:

b1 = M1,1c1 + M2,1c2 + · · · + Mn,1cn

b2 = M1,2c1 + M2,2c2 + · · · + Mn,2cn

...

bn = M1,nc1 + M2,nc2 + · · · + Mn,ncn (5.2.3)

and v with respect to B:
v = v1b1 + v2b2 + · · · + vnbn. (5.2.4)
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Then

[B]C =


M1,1 M1,2 · · · M1,n
M2,1 M2,2 · · · M2,n
...

...
. . .

...
Mn,1 Mn,2 · · · Mn,n


and

[B]C [v]B =


M1,1 M1,2 · · · M1,n
M2,1 M2,2 · · · M2,n
...

...
. . .

...
Mn,1 Mn,2 · · · Mn,n




v1
v2
...

vn

 = v1


M1,1
M2,1
...

Mn,1

 + v2


M1,2
M2,2
...

Mn,2

 + · · · + vn


M1,n
M2,n
...

Mn,n


=


v1M1,1 + v2M1,2 + · · · + vnM1,n
v1M2,1 + v2M2,2 + · · · + vnM2,n

...
v1Mn,1 + v2Mn,2 + · · · + vnMn,n

 . (5.2.5)

On the other hand, direct substitution of (5.2.3) into (5.2.4) yields

v = v1
(
M1,1c1 + M2,1c2 + · · · + Mn,1cn

)
+ v2

(
M1,2c1 + M2,2c2 + · · · + Mn,2cn

)
...

+ vn
(
M1,nc1 + M2,nc2 + · · · + Mn,ncn

)
=

(
v1M1,1 + v2M1,2 + · · · + vnM1,n

)
c1

+
(
v1M2,1 + v2M2,2 + · · · + vnM2,n

)
c2

...

+
(
v1Mn,1 + v2Mn,2 + · · · + vnMn,n

)
cn

which verifies that (5.2.5) is [v]C. Equation (5.2.2) is one formula for a so-called change of basis. It gives a formula
for changing the basis with respect to which v is written from B to C.

Being a basis of Rn, B contains n linearly independent vectors with n entries each, so [B]C is an n× n matrix with
linearly independent columns, making it an invertible matrix (theorem 7). In particular, if both bases B and C are
written with respect to the standard basis and v is an arbitrary vector, we have v = [B]E [v]B and v = [C]E [v]C, so

[B]E [v]B = [C]E [v]C

and we can left-multiply both sides of this equation by [C]−1
E

, yielding

[v]C = [C]−1
E [B]E [v]B . (5.2.6)

Comparing this equation to (5.2.2) it must be that [B]C = [C]−1
E

[B]E.
In retrospect, this should not be surprising. Multiplying [v]B by [B]E gives [v]E (see equation (5.2.1)). This same

equation tells us that multiplying [v]E by [C]−1
E

gives [v]C. Diagrammatically

[v]B
times [B]E
−→ [v]E

times [C]−1
E

−→ [v]C ,

another way to understand (5.2.6).

Key Concepts
coordinate vector If B = {b1,b2, . . . ,bn} is a basis for a vector space and v = c1b1 + c2b2 + · · · + cnbn, then

c1
c2
...

cn


B
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is the coordinate vector of v with respect to B and may be denoted [v]B.

change of basis given bases B and C of a vector space V and v ∈ V ,

[v]C = [B]C [v]B = [C]−1
E [B]E [v]B .

Exercises

1. Let B =

{[
6
1

]
,

[
−2
1

]}
. What vector v is given by the

coordinate vector?

(a)
[

8
1

]
B

(b)
[

5
4

]
B

(c)
[
−2
2

]
B

(d)
[

5
5

]
B

2. Let B =


 −2
−4
−2

 ,
 6

14
8

 ,
 9

15
9


. Find the vector x

determined by the coordinate vector.

(a)

 −3
1
0


B

(b)

 −4
2
0


B

(c)

 5
−2
3


B

(d)

 3
5
4


B

3. Let B = {−5x + 3, 3x + 8}. Find the vector x determined
by the coordinate vector.

(a)
[
−4
−2

]
B

(b)
[
−1
−1

]
B

(c)
[

1
8

]
B

(d)
[

5
0

]
B

4. Let B =

{[
9 2
5 −3

]
,

[
−4 5
5 5

]
,[

3 −1
−2 −2

]
,

[
7 6
3 −2

]}
and suppose [x]B is as given.

Compute x.

(a)


4
−3
6
1

 (b)


1
8
7
−1

 (c)


1
−5
1
−5

 (d)


−3
3
8
5


5. Write the vector v = 3 − 4t + 5t2 as a coordinate vector

with respect to the basis B. [B is linearly independent
and therefore a basis for its span, and v is in spanB.]

(a) B =
{
3 − 4t, t2

}
[S]-317

(b) B =
{
1, t, t2

}
[A]-355

(c) B =
{
t2, t, 1

}
(d) B =

{
1, t, t2, t3

}
(e) B =

{
3,−4t, 5t2

}
(f) B =

{
3 − 4t + 5t2, 1 − t + 8t2, 14 − 5t + 6t2

}
6. Write the vector v =

[
1 2
3 4

]
as a coordinate vector

with respect to the basis B. [B is linearly independent
and therefore a basis for its span, and v is in spanB.]

(a) B =

{[
1 0
0 4

]
,

[
0 2
3 0

]}
(b) B =

{[
1 2
0 0

]
,

[
0 0
9 12

]}

(c) B =

{[
1 0
0 0

]
,

[
0 1
0 2

]
,

[
0 0
1 0

]}
[S]-317

(d) B =

{[
1 0
0 0

]
,

[
0 2
3 0

]
,

[
0 0
0 1

]}
[A]-355

(e) B =

{[
1 0
0 0

]
,

[
0 1
0 0

]
,[

0 0
1 0

]
,

[
0 0
0 1

]}
(f) B =

{[
3 8
−2 9

]
,

[
2 6
−5 4

]
,[

1 2
3 4

]
,

[
−3 7
5 4

]}
7. Write the vector v = 〈6, 3,−4〉 as a coordinate vector

with respect to the basis B. [B is linearly independent
and therefore a basis for its span, and v is in spanB.]

(a) B = {〈2, 1, 0〉, 〈0, 0, 1〉}

(b) B = {〈1, 0, 0〉, 〈0, 3,−4〉}

(c) B = {〈1, 0, 0〉, 〈0, 1, 0〉, 〈0, 0, 1〉}

(d) B = {〈6, 0, 0〉, 〈0, 3, 0〉, 〈0, 0,−4〉}

(e) B = {〈2,−1, 9〉, 〈6, 3,−4〉, 〈−8, 1, 1〉}
[S]-317

(f) B =
{〈

1
2 ,

1
4 ,−

1
3

〉}
[A]-355

8. Write the vector v as a coordinate vector with respect to

the basis B =

{[
1
−2

]
,

[
5
−9

]}
.

[S]-318

(a) v =

[
7
−12

]
(b) v =

[
−2
3

]
9. Write the vector v as a coordinate vector with respect to

the basis B =

{[
6
3

]
,

[
−5
−8

]}
of R2. [A]-355

(a) v =

[
17
14

]
(b) v =

[
−8
7

]
10. Write the vector v as a coordinate vector with respect to

the basis B =

{[
1
9

]
,

[
−5
1

]}
of R2.

(a) v =

[
17
15

]
(b) v =

[
−3
19

]
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11. Write the vector v as a coordinate vector with respect to

the basis B =


 −4

7
3

 ,
 9

4
3

 ,
 −3

5
4


 of R3. [A]-355

(a) v =
[

17 10 5
]T

(b) v =
[

8 5 9
]T

(c) v =
[

19 6 7
]T

12. Write the vector v as a coordinate vector with respect to

the basis B =


 3

1
4

 ,
 2
−1
9

 ,
 6

4
−9


 of R3.

(a) v =
[

11 4 4
]T

(b) v =
[

6 −1 10
]T

(c) v =
[

16 8 −17
]T

13. Write down the change-of-basis matrix [B]E for the ba-
sis in question 8. Multiply v by [B]−1

E and compare your
answer to that from question 8. [S]-318

14. Write down the change-of-basis matrix [B]E for the ba-
sis in question ??. Multiply v by [B]−1

E and compare your
answer to that from question ??.

15. Write down the change-of-basis matrix [B]E for the ba-
sis in question 9. Multiply v by [B]−1

E and compare your
answer to that from question 9. [A]-356

16. Write down the change-of-basis matrix [B]E for the ba-
sis in question 10. Multiply v by [B]−1

E and compare your
answer to that from question 10.

17. Write down the change-of-basis matrix [B]E for the ba-
sis in question 11. Multiply v by [B]−1

E and compare your
answer to that from question 11. [A]-356

18. Write down the change-of-basis matrix [B]E for the ba-
sis in question 12. Multiply v by [B]−1

E and compare your
answer to that from question 12.

19. Given bases B =

{[
−8
7

]
,

[
5
−6

]}
and C ={[

3
7

]
,

[
2
4

]}
of R2, find the change-of-basis matrix

[B]C. [S]-319

20. Given bases B =

{[
2
−1

]
,

[
−3
2

]}
and C ={[

6
1

]
,

[
−5
7

]}
of R2, find the change-of-basis matrix

[B]C.

21. Given bases B =

{[
−7
6

]
,

[
6
3

]}
and C ={[

6
−2

]
,

[
−3
6

]}
of R2, find the change-of-basis ma-

trix [B]C. [A]-356

22. Given bases B =

{[
3
7

]
,

[
5
9

]}
and C ={[

−9
1

]
,

[
6
5

]}
of R2, find the change-of-basis matrix

[B]C.

23. 56 Given bases

B =


 4

2
0

 ,
 −7

7
4

 ,
 −8

3
5


 and

C =


 0

2
8

 ,
 8

6
8

 ,
 2
−5
−7


 of R3, find the change-of-

basis matrix [B]C. [A]-356

24. 57 Given bases

B =


 5

5
−4

 ,
 8

2
7

 ,
 2

2
−5


 and

C =


 6

7
−3

 ,
 1

6
2

 ,
 7

9
0


 of R3, find the change-of-

basis matrix [B]C.

25. Let v =

[
2
−4

]
and B and C be as in question 19. [S]-

319

(a) Find [v]B.

(b) Find [v]C.

(c) Using your answer from question 19, calculate
[B]C [v]B and verify that it equals [v]C.

26. Let v =

[
3
−9

]
and B and C be as in question 20.

(a) Find [v]B.

(b) Find [v]C.

(c) Using your answer from question 20, calculate
[B]C [v]B and verify that it equals [v]C.

27. Let v =

[
5
4

]
andB and C be as in question 21. [A]-356

(a) Find [v]B.

(b) Find [v]C.

(c) Using your answer from question 21, calculate
[B]C [v]B and verify that it equals [v]C.

28. Let v =

[
8
−1

]
and B and C be as in question 22.

(a) Find [v]B.

(b) Find [v]C.

(c) Using your answer from question 22, calculate
[B]C [v]B and verify that it equals [v]C.

29. 58 Let v =

 3
2
1

 and B and C be as in

question 23. [A]-356

(a) Find [v]B.

(b) Find [v]C.

(c) Use your answer from question 23 to calculate
[B]C [v]B and verify that it equals [v]C.

https://sagecell.sagemath.org/?z=eJxNzssKglAQBuC94DsMtlEYxWsK0cq1TyAtvEx1ID02HqvHbzIomc3PNz_D7KDUw3QjQ2CuBJ3uJWhoxvlJvNJ9odkoPQa2VcIRhsawerkJJliHWGAss0c_k1ign58822oj6T2oM5rdOpV9uGq8UT_HHNOVky0Xcjb7cCVaBs1yGWg0bhsJTawkVt4Bvslh6peOZvnX-a8DZjpL61fz3iUCQQ4=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxNzs8KgkAQx_G74DsMdlEYJd3UIjp59gmkg3_GEtK1ca0ev8mgZC8_PvM97AYy3Y83MgTmSlDrRoaGcpiexAvdZ5pMp4fAtjI4QV8a7l6uQoVFgiGm8hI8oK8wwu3Zs60qlOxBtdHsFjHG6O8Wjla8lzhdVK00EvXjD-eiWVDOl54G41ah0MidzNw7wnc5TM1c0yTfdf7ngJlaqX6Z9wbwf0Dc&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxdjssKglAQQPeC_zDYRmEU85FCtNG1XyAtRCcTul4br9bnNxYUtDtz5gzMDkqtphsZAnMlaHUnoKEZ5wfxW90Xms2gx8C2CjiBagwPTzfGGOsE_Qz9HCPMZAwxwfTs2Vb5l4W4JREe0E8Fc7naslWylVqj2a1jWe83WYksgmbpFY3GXcVMPAhV3hE-5DB1S0uzvOn81gEzXaT6Zt4Ljds9wg==&lang=sage&interacts=eJyLjgUAARUAuQ==
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30. 59 Let v =

 7
−6
3

 and B and C be as

in question 24.

(a) Find [v]B.
(b) Find [v]C.
(c) Use your answer from question 24 to calculate

[B]C [v]B and verify that it equals [v]C.

31. Let B = {b1,b2,b3} and C = {c1, c2, c3} be bases for
a vector space V and suppose v = 2b1 + 5b2 − 6b3,
b1 = 3c1 − 8c2 + 5c3, b2 = 6c1 − 2c2 + 9c3, and
b3 = 7c1 + 3c2 − c3.

(a) Find [v]B.

(b) Find the change-of-basis matrix [B]C.

(c) Find [v]C.

32. Given basis B =

{[
3
7

]
,

[
5
9

]}
of R2 and change-of-

basis matrix [B]C =

[
3 2
−3 7

]
, find the basis C.

33. Given basis B = {5 + 9t, 2 − 5t} of P1{R} and change-of-

basis matrix [B]C =

[
1 8
−7 1

]
, find the basis C. [S]-

319

The last few exercises connect the algebra with the geometry of coordinate systems in R2. The geometry and algebra
of coordinates in Rn are connected similarly.

34. Let B = {b1,b2} and C = {c1, c2}. Find [v]B and [v]C. [S]-320
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https://sagecell.sagemath.org/?z=eJxdjsEKglAQRfeC_zDYRmGU8vW0iDa69gukhehUQvpsfFqf31hQ0GLgcu65MCvITTfcyBLYK0FtGgkGqn58EL_RfaLRtqaPXCeDI3SV5fbpK1RYatxhjFouxnCLKYb6FLhO_qcluJEuxQT3GCpx14s1izVTbQ37pSwTVAsthGZRNV066q0_Cxm4lVQEB_gkj6mZahrlTe9XR8x0FuurBS-Rjz3H&lang=sage&interacts=eJyLjgUAARUAuQ==
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35. Let B = {b1,b2} and C = {c1, c2}. Find [v]B and [v]C.

-16-16 -15-15 -14-14 -13-13 -12-12 -11-11 -10-10 -9-9 -8-8 -7-7 -6-6 -5-5 -4-4 -3-3 -2-2 -1-1 11 22 33 44 55 66 77 88 99

-8-8

-7-7

-6-6

-5-5

-4-4

-3-3

-2-2

-1-1

11

22

33

44

55

66

36. Let B = {b1,b2} and C = {c1, c2}. Find [v]B and [v]C.

-16-16 -15-15 -14-14 -13-13 -12-12 -11-11 -10-10 -9-9 -8-8 -7-7 -6-6 -5-5 -4-4 -3-3 -2-2 -1-1 11 22 33 44 55 66 77 88 99

-7-7

-6-6

-5-5

-4-4

-3-3

-2-2

-1-1

11

22

33

44

55

66

77

37. Find the change-of-basis matrix [B]C and verify that [B]C [v]B = [v]C in question 34.

38. Find the change-of-basis matrix [C]B and verify that [C]B [v]C = [v]B in question 35.

39. Find the change-of-basis matrix [B]C and verify that [B]C [v]B = [v]C in question 36.
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Answers

equivalent coordinate vectors The coordinate vector

 2
7
−3


C

means 2 times the first vector of C plus 7 times the

second vector of C minus 3 times the third vector of C: 2

 1
0
0

 + 7

 1
1
0

 − 3

 1
1
1

. Similarly,

 6
4
−3

 means 6

times the first vector of E plus 4 times the second vector of Eminus 3 times the third vector of E: 6I:,1+4I:,2−3I:,3

. Finally,

 4
6
−3


B

means 4 times the first vector of B plus 6 times the second vector of B minus 3 times the

third vector of B. Hence 2
7
−3


C

= 2

 1
0
0

 + 7

 1
1
0

 − 3

 1
1
1

 =

 2
0
0

 +

 7
7
0

 −
 3

3
3

 =

 6
4
3


and  4

6
−3


B

= 4I:,2 + 6I:,1 − 3I:,3 =

 0
4
0

 +

 6
0
0

 − 3

 0
0
1

 =

 6
4
−3


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5.3 Orthogonalization [4.6, 5.2]
As it is in linear algebra, determining the linear combination of basis vectors that sums to a given vector is big
business in engineering and the sciences. This problem is generally aided by careful choice of basis vectors (see
Legendre Polynomials, Fourier Series, and Finite Element Methods, for example). But what makes one set of basis
vectors more amenable than another? To get some idea, suppose we have an arbitrary basis B = {b1,b2, . . . ,bn} of
an inner product space V and an arbitrary vector v in V . The problem stated mathematically is to find coefficients
a1, a2, . . . , an such that

v = a1b1 + a2b2 + · · · + anbn. (5.3.1)

If V = Rn, this is the vector form of a linear system. It can be solved by row reduction. If V , Rn, it is less obvious
how to solve. Using coordinate vectors (see section 5.2) is one way to turn (5.3.1) into a linear system, but doing so
does not shed light on simplifying the process. Since V is an inner product space, though, perhaps the inner product
can be leveraged instead.

Taking the inner product of both sides of (5.3.1) with b1 and then b2, and so on through bn produces the following
linear system.

〈v,b1〉 = 〈a1b1 + a2b2 + · · · + anbn,b1〉

〈v,b2〉 = 〈a1b1 + a2b2 + · · · + anbn,b2〉

...

〈v,bn〉 = 〈a1b1 + a2b2 + · · · + anbn,bn〉 (5.3.2)

By inner product space properties 4 and 5, we have

〈v,b1〉 = a1〈b1,b1〉 + a2〈b2,b1〉 + · · · + an〈bn,b1〉

〈v,b2〉 = a1〈b1,b2〉 + a2〈b2,b2〉 + · · · + an〈bn,b2〉

...

〈v,bn〉 = a1〈b1,bn〉 + a2〈b2,bn〉 + · · · + an〈bn,bn〉

which in matrix form is 
〈b1,b1〉 〈b2,b1〉 · · · 〈bn,b1〉

〈b1,b2〉 〈b2,b2〉 · · · 〈bn,b2〉

...
...

. . .
...

〈b1,bn〉 〈b2,bn〉 · · · 〈bn,bn〉




a1
a2
...

an

 =


〈v,b1〉

〈v,b2〉

...
〈v,bn〉

 . (5.3.3)

No matter the vector, no matter the basis, and no matter the inner product space—the problem of writing a vector with
respect to a given basis is reduced to solving a linear system of equations, a problem that we have studied extensively!

If that were all there were to it, it would be enough (though no better than using coordinate vectors). Note that
(5.3.1) is a linear system of n equations in n unknowns, and so is (5.3.3). Is one really better than the other? This
section began with the promise that careful choice of basis would help. Since the process of row reduction involves
producing zeros above and below the pivots, starting with some zeros in these entries of the coefficient matrix of
(5.3.3) would be beneficial. For example, if 〈b1,b2〉 were zero, it would put zeros in the 1,2-entry and the 2,1-entry.
More generally, if 〈bi,b j〉 were zero, it would put zeros in the i, j-entry and the j,i-entry. The more orthogonal pairs
of basis vectors (zero inner products between basis vectors) the better. Thinking greedily, if 〈bi,b j〉 = 0 for all pairs
i, j, i , j, the system reads 

〈b1,b1〉 0 · · · 0
0 〈b2,b2〉 · · · 0
...

...
. . .

...
0 0 · · · 〈bn,bn〉




a1
a2
...

an

 =


〈v,b1〉

〈v,b2〉

...
〈v,bn〉

 (5.3.4)

and has solution a1 =
〈v,b1〉

〈b1,b1〉
, a2 =

〈v,b2〉

〈b2,b2〉
,. . .,an =

〈v,bn〉

〈bn,bn〉
. Better yet, if 〈b1,b1〉 = 〈b2,b2〉 = · · · = 〈bn,bn〉 = 1, the

solution is simply a1 = 〈v,b1〉, a2 = 〈v,b2〉,. . .,an = 〈v,bn〉—the coefficients are just the inner products of v with
each of the basis vectors.
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The question then turns to (a) establishing bases within which pairs of vectors are orthogonal, and (b) possibly
ensuring all their norms (inner products 〈bi,bi〉) are one. The prototypical example of such a basis is the standard basis
E = {I:,1, I:,2, . . . , I:,n} with inner product 〈u, v〉 = u · v (the dot product, after which inner products were modeled).
Can you verify that the inner product of every pair of distinct vectors in E is zero and that the norm of each vector in
E is one? Answer on page 182. The standard basis E = {1, t, t2} of P2(R) (see page 127) with inner product (4.6.2)
does not have these properties. Can you identify at least one violation? Answer on page 182.

The SageMath output below demonstrates a process for taking any basis of R3 and modifying it so that all pairs
of vectors are orthogonal, a process called orthogonalization.

Follow this SageCell link to generate random examples. Can you verify that all pairs of distinct vectors among 5
−5
0

 ,
 3

3
9

 ,
 −

63
22
− 63

22
21
11


from the SageMath snapshot are orthogonal? Answer on page 181. The first vector of the original basis is taken as
the first vector of the orthogonal basis. The second vector of the original basis minus a particular vector is taken as
the second vector of the orthogonal basis. The third vector of the original basis minus two particular vectors is taken
as the third vector of the orthogonal basis. But what vectors ought to be subtracted? A clever observation will answer
the question.

Given any nonzero vectors b1 and b2,〈
b1,b2 −

〈b2,b1〉

〈b1,b1〉
b1

〉
= 〈b1,b2〉 −

〈
b1,
〈b2,b1〉

〈b1,b1〉
b1

〉
= 〈b1,b2〉 −

〈b2,b1〉

〈b1,b1〉
〈b1,b1〉

= 〈b1,b2〉 − 〈b2,b1〉

= 0 (5.3.5)

so b1 and b2 −
〈b2,b1〉

〈b1,b1〉
b1 are always orthogonal (even if b1 and b2 are not). This applies in any inner product space, not

just Rn. The term 〈b2,b1〉

〈b1,b1〉
b1 is called the component of b2 in the b1 direction or the orthogonal projection of b2 onto

b1, and is often denoted projb1
b2. Subtracting this term from b2 removes the component of b2 in the b1 direction,

leaving only the component of b2 orthogonal to b1 (not in the direction of b1). In R2, this is seen geometrically in the
following diagram.

https://sagecell.sagemath.org/?z=eJx9j0FuwyAQRfeWfAfEylTQdmZWrcUmOUDPYNomtRQbizhBuX1nQmRHqhokmM__bwSzS3FQ42mYLs-pG7_40g9TTLOSWz_OdRXAn78_55iam9W4NwuvloxpVcBHIT0I62pKYulNd-yPavOu2bxZ7m6tdoBV4ippkaauMvgA8i0WTD1lMC9NBqm8W5XRB3QSy_euEP2BOMASoAQolTd3kw_kpE8ObJcZPtL8E_dx7A6qjLP9b5xlqqU3g_La8turg-IEtNpJyWC1EHhH0JWgQpAQRWBByfwCkzuCLA==&lang=sage&interacts=eJyLjgUAARUAuQ==


5.3. ORTHOGONALIZATION [??, ??] 177

A set of three nonzero vectors, b1,b2,b3, can be orthogonalized by extending the process to b3. Its components
in the directions of both b1 and b2 −

〈b2,b1〉

〈b1,b1〉
b1 will need to be subtracted. Letting w1 = b1 and w2 = b2 − projw1

b2,
w3 = b3 − projw1

b3 − projw2
b3. For larger sets, the process continues recursively.

w1 = b1

w j = b j − projw1
b j − projw2

b j − · · · − projw j−1
b j, j = 2, 3, . . . , n. (5.3.6)

The process as described by (5.3.6) is called orthogonalization, or Gram-Schmidt orthogonalization.

A few details have thus far been overlooked. For one, formula (5.3.6) only works if the denominators 〈w1,w1〉,
〈w2,w2〉, . . ., 〈wn−1,wn−1〉 of the projections are all nonzero. That is, the vectors w1,w2, . . . ,wn−1 are nonzero.
Can you provide an argument that {b1,b2, . . . ,bn} being linearly independent assures w1,w2, . . . ,wn−1 are nonzero?
HINT: Show that if w j = 0 for some j, then {b1,b2, . . . ,bn} is linearly dependent. Answer on page 182. For two, the
discussion at the beginning of the section establishes that (5.3.1) implies (5.3.3), but what we have been relying on is
the converse, that (5.3.3) implies (5.3.1). To start resolving this issue, can you show that if 〈w,b1〉 = 〈w,b2〉 = · · · =

〈w,bn〉 = 0 for some vector w ∈ V , then w = 0? Answer on page 182. This means the zero vector is orthogonal to
(has inner product zero with) every vector in a basis and in fact is the only such vector. This fact plays a prominent
role in this discussion. For three, the span of the orthogonalized vectors is the same as the span of the original vectors.
This is a particularly important feature of the process if you are orthogonalizing the basis of a subspace. See crumpet
24 for resolutions of these last two issues.

Crumpet 24: Details of the Process of Orthogonalization

To show that that (5.3.3) implies (5.3.1), we follow the steps establishing that (5.3.1) implies (5.3.3) backward. The
same properties of inner product spaces that gave us that (5.3.2) implies (5.3.3) work in reverse, giving us (5.3.3)
implies (5.3.2). However, the implication from (5.3.2) to (5.3.1) is not as straightforward. Assuming (5.3.2) we need
to show that v = a1b1 + a2b2 + · · · + anbn. Moving everything to the lefthand side in (5.3.2),

〈v,b1〉 − 〈a1b1 + a2b2 + · · · + anbn,b1〉 = 0

〈v,b2〉 − 〈a1b1 + a2b2 + · · · + anbn,b2〉 = 0

...

〈v,bn〉 − 〈a1b1 + a2b2 + · · · + anbn,bn〉 = 0

which implies

〈v − (a1b1 + a2b2 + · · · + anbn),b1〉 = 0

〈v − (a1b1 + a2b2 + · · · + anbn),b2〉 = 0

...

〈v − (a1b1 + a2b2 + · · · + anbn),bn〉 = 0

so v − (a1b1 + a2b2 + · · · + anbn) is orthogonal to each basis vector. As shown in “zero inner products” on page 182,
this means v − (a1b1 + a2b2 + · · · + anbn) = 0 and therefore v = a1b1 + a2b2 + · · · + anbn. This settles issue two.

To show that the span of a set of vectors is not changed by orthogonalization, we show something stronger: that
span{w1,w2, . . . ,w j} = span{b1,b2, . . . ,b j} for all j = 1, 2, . . . , n. Let W j = span{b1,b2, . . . ,b j}, making W j a vector
space with dimension j. Each w j is by construction a linear combination of {b1,b2, . . . ,b j} and therefore in W j. Of
course W1 = span{b1} ⊂ W2 = span{b1,b2} ⊂ · · · ⊂ W j = span{b1,b2, . . . ,b j} so w1,w2, . . . ,w j are all in W j. If we
knew that w1,w2, . . . ,w j were linearly independent, we would have j linearly independent vectors in a j-dimensional
vector space, making {w1,w2, . . . ,w j} a basis for W j. Being a basis, span{w1,w2, . . . ,w j} would equal W j and we
would be done.

Direct computation shows that a set of nonzero vectors S = {v1, v2, . . . , vp} in which every pair of distinct vectors
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is orthogonal is linearly independent. Suppose c1v1 + c2v2 + · · · + cpvp = 0 for scalars c1, c2, . . . , cp. Then

0 = 〈0, v1〉 =
〈
(c1v1 + c2v2 + · · · + cpvp), v1

〉
= 〈c1v1, v1〉 + 〈c2v2, v1〉 + · · · +

〈
cpvp, v1

〉
= c1 〈v1, v1〉 + c2 〈v2, v1〉 + · · · + cp

〈
vp, v1

〉
= c1 〈v1, v1〉

(see exercise 19a in section 4.6) since
〈
vi, v j

〉
= 0 whenever i , j (every pair of distinct vectors is orthogonal). But

v1 is a nonzero vector, so 〈v1, v1〉 , 0 (inner product property 2). Hence c1 must be zero. Similarly c2, c3, . . . , cp must
also be zero.

It remains to show that every pair of distinct vectors in {w1,w2, . . . ,w j} is orthogonal. Every pair of distinct
vectors in {w1} is orthogonal (vacuously since there are no distinct pairs in the set). By (5.3.5), w1 and w2 are
orthogonal so every pair of distinct vectors in {w1,w2} is orthogonal. Now suppose every pair of distinct vectors in
{w1,w2, . . . ,w j−1} is orthogonal for some j ≥ 3. If 1 ≤ i < j , then〈

wi,w j

〉
=

〈
wi,b j − projw1

b j − projw2
b j − · · · − projw j−1

b j

〉
=

〈
wi,b j −

〈b j,w1〉

〈w1,w1〉
w1 −

〈b j,w2〉

〈w2,w2〉
w2 − · · · −

〈b j,w j−1〉

〈w j−1,w j−1〉
w j−1

〉
=

〈
wi,b j

〉
−

〈
wi,
〈b j,w1〉

〈w1,w1〉
w1

〉
−

〈
wi,
〈b j,w2〉

〈w2,w2〉
w2

〉
− · · · −

〈
wi,

〈b j,w j−1〉

〈w j−1,w j−1〉
w j−1

〉
=

〈
wi,b j

〉
−
〈b j,w1〉

〈w1,w1〉
〈wi,w1〉 −

〈b j,w2〉

〈w2,w2〉
〈wi,w2〉 − · · · −

〈b j,w j−1〉

〈w j−1,w j−1〉

〈
wi,w j−1

〉
=

〈
wi,b j

〉
−
〈b j,wi〉

〈wi,wi〉
〈wi,wi〉

=
〈
wi,b j

〉
−

〈
wi,b j

〉
= 0

since 〈wi,wk〉 = 0 whenever k , i. By induction, every pair of distinct vectors in {w1,w2, . . . ,w j} is orthogonal.

A set of vectors in which every pair of distinct vectors is orthogonal is called an orthogonal set. A vector with
norm 1 is called a unit vector. If each vector in an orthogonal set is a unit vector, it is called an orthonormal set.
If all the vectors in an orthogonal set are scaled to have norm 1 (are normalized), the orthogonal set becomes an
orthonormal set with the same span.

Returning to the original question of writing vectors as linear combinations of basis elements, we see that if
B = {b1,b2, . . . ,bn} is an orthogonal basis, then (5.3.3) reduces to

ai =
〈v,bi〉

〈bi,bi〉
, i = 1, 2, . . . , n.

In words, writing a vector as a linear combination of orthogonal basis vectors amounts to projecting the vector onto
each of the basis vectors. As a formula, if B = {b1,b2, . . . ,bn} is an orthogonal basis and v is an arbitrary vector in
an inner product space, then

v =
(
projb1

v
)

+
(
projb2

v
)

+ · · · +
(
projbn

v
)
.

In terms of coordinate vectors,

[v]B =


〈v,b1〉

〈b1,b1〉
〈v,b2〉

〈b2,b2〉

...
〈v,bn〉

〈bn,bn〉


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Key Concepts
unit vector vector with norm 1.

orthogonal set set in which every pair of distinct vectors is orthogonal.

orthonormal set orthogonal set of unit vectors.

orthogonal projection (of one vector onto another) projuv =
〈v,u〉
〈u,u〉u.

orthogonal basis basis that is an orthogonal set. If B = {b1,b2, . . . ,bn} is an orthogonal basis and v is an arbitrary
vector in an inner product space, then

v =
(
projb1

v
)

+
(
projb2

v
)

+ · · · +
(
projbn

v
)
.

normalize scale a vector to meet a certain criterion. Often this means scaling so the norm is one.

(Gram-Schmidt) orthogonalization given a linearly independent set {b1,b2, . . . ,bn}, the set {w1,w2, . . . ,wn} de-
fined by

w1 = b1

w j = b j − projw1
b j − projw2

b j − · · · − projw j−1
b j, j = 2, 3, . . . , n.

has the property that, for j = 1, 2, . . . , n, {w1,w2, . . . ,w j} is an orthogonal basis for span{b1,b2, . . . ,b j}.

orthogonality to a basis The only vector orthogonal to every vector of a basis is 0.

orthogonal sets and linear independence an orthogonal set of nonzero vectors is linearly independent.

Exercises
For all exercises, the inner product space is the dot product on
Rn unless specified otherwise.

1. Is v a unit vector? If not, normalize it.

(a) v =
[

3
5

4
5

]
(b) v =

[
1
√

6
− 2
√

6

]
(c) v =

[
15
19

8
19

]
[S]-321

(d) v =
[

1
20 − 9

80 − 5
16

]
(e) v =

[
− 2

3
2
3 − 1

3

]
[A]-356

(f) v =
[

1
6

1
2 − 1

2
2
3

]
[A]-356

(g) v =
[

2
9

5
9

2
3

4
9

]
2. Determine whether S is orthogonal.

(a) S =

{[
−2
9

]
,

[
18
4

]}
(b) S =

{[
7
7

]
,

[
−8
4

]}
[S]-321

(c) S =

{[
8
−5

]
,

[
−10
−16

]}
(d) S =

{[
−7
5

]
,

[
−10
−14

]
,

[
15
21

]}

(e) S =


 6
−1
3

 ,
 −4
−9
5


 [A]-356

(f) S =


 15
−5
3

 ,
 1

6
5




(g) S =


 2

3
4

 ,
 −

1
2
−5
4

 ,
 16
−5
− 17

4


 [S]-321

(h) S =


 −2

9
6

 ,
 3
−2
4

 ,
 24

13
−11




(i) S =


 −7

0
9

 ,
 9

8
7

 ,
 4
−8
4

 ,
 18

10
2




[A]-356

3. Repeat question 2 in Rn with inner product

〈u, v〉 = u1v1 + 2u2v2 + · · · + nunvn

where u =
[

u1 u2 · · · un

]
and v =[

v1 v2 · · · vn

]
. [S]-321 [A]-356

4. Is it possible for a pair of nonzero vectors to be orthogo-
nal in multiple inner product spaces?

5. In the inner product space P2(R), with inner product
〈, 〉 : P2(R) × P2(R)→ R,

〈p, q〉 = p(0)q(0) + p(1)q(1) + p(2)q(2),

which of the following polynomials are orthogonal to
t2 − 2t?
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(a) t2 + 6t − 7

(b) 3t2 − t − 2 [S]-321

(c) 6t2 − 11t + 5

(d) 4t2 − 8t + 3 [A]-356

(e) 2t2 − t − 3

6. Let u =
[

2 3
]
, v =

[
4 −3

]
, and w =[

−6 4
]
. Find the orthogonal projection.

(a) projuv [S]-321

(b) projvw

(c) projuw [A]-356

(d) projwu

(e) projvu [A]-356

(f) projwv

7. Sketch the projection of question 6 and the two vectors
involved in the projection on the same set of axes. [A]-
356

8. Approximate projuv.

(a)

-2-2 -1-1 11 22 33 44 55 66 77

-1-1

11

22

33

44

55

00

[A]-357

(b)

-8-8 -7-7 -6-6 -5-5 -4-4 -3-3 -2-2 -1-1 11

-2-2

-1-1

11

22

33

44

00

(c)
-6-6 -5-5 -4-4 -3-3 -2-2 -1-1 11 22 33

-5-5

-4-4

-3-3

-2-2

-1-1

11

00

[A]-357

(d)

-1-1 11 22 33 44 55 66 77 88

-3-3

-2-2

-1-1

11

22

00

9. Redo question 8 approximating projvu instead. [A]-357

10. True or false?

(a) In any vector space, a pair of orthogonal vectors is
also perpendicular.

(b) If two vectors in Rn are orthogonal relative to one
inner product, then they are orthogonal relative to
all inner products.

(c) The zero vector is orthogonal to all vectors.

(d) Any five vectors in R6 can be orthogonalized (to
form a set of five orthogonal vectors).

11. B is an orthogonal basis of Rn. Find [v]B.

(a) B =

{[
−9
6

]
,

[
2
3

]}
; v =

[
1
3

]
(b) B =

{[
−2
−5

]
,

[
5
−2

]}
; v =

[
8
9

]
[A]-357

(c) B =

{[
1
−3

]
,

[
6
2

]}
; v =

[
−15

8

]

(d) B =


 3

8
5

 ,
 25
−15

9

 ,
 3

2
−5


; v = 18

5
−1

 [S]-321

(e) B =


 −3

3
0

 ,
 2

2
2

 ,
 1

1
−2


; v =

 8
3
1


12. Find an orthogonal set with the same span.

(a)
{[

1
−1

]
,

[
5
−7

]}
[S]-321

(b)
{[
−1
3

]
,

[
4
6

]}
(c)

{[
8
−9

]
,

[
9
3

]}
[A]-357

(d)
{[
−7
3

]
,

[
3
−5

]}

(e)


 −1

2
1

 ,
 5
−4
1


 [A]-357

(f)


 5
−4
1

 ,
 −1

2
1



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(g)


 2

1
4

 ,
 −1

1
−5

 ,
 10

2
5


 [A]-357

(h) 60
 −15
−2
28

 ,
 13

26
8

 ,
 −18

3
16




(i) 61

−2
−4
7
3

 ,


1
3
1
1

 ,


2
−2
9
9

 ,


2
2
9
−4


 [A]-357

13. Orthonormalize (normalize the vectors resulting from the
orthogonalization process as they are computed).

(a)
{[

3
4

]
,

[
−5
10

]}
[S]-322

(b)
{[

12
5

]
,

[
7
17

]}

(c) 62


 2

1
4

 ,
 −1

1
−5

 ,
 10

2
5




[A]-357

(d) 63


 −8
−9
8

 ,
 8

7
3

 ,
 6

3
5




14. Is the orthogonal set from question 12 a basis for Rn (for
any n)? [A]-357

15. Scale the vectors in the orthogonalization of question 12
to find an orthonormal set. [A]-357

16. Find an orthogonal set with the same span as S from
question 2 and normalize each vector so it becomes an
orthonormal set. [S]-322 [A]-358

17. Find an orthogonal set with the same span as S from
question 2 relative to the inner product of question 3 and
normalize each vector so it becomes an orthonormal set.
[S]-323 [A]-358

18. The given set S is linearly dependent so we should not
expect orthogonalization to lead to an orthogonal basis

for spanS . Orthogonalize anyway and explain what hap-
pens. For which j is the set {w1,w2, . . . ,w j} (the result of
orthogonalizing the first j elements of S ) an orthogonal
basis for the span of the first j elements of S ?

(a) S =

{[
2
3

]
,

[
6
9

]}
(b) S =

{[
2
3

]
,

[
2
−1

]
,

[
3
1

]}

(c) S =


 1

2
1

 ,
 −5

7
−3

 ,
 7
−3
5

 ,
 −5
−6
7




19. Orthogonalize
{
1, t, t2

}
in P2(R) with inner product

〈 f , g〉 =

∫ 1

−1
f (x)g(x) dx.

Then scale each one so its graph passes through (1, 1).
The resulting functions are the first three Legendre poly-
nomials.

20. Orthogonalize
{
1, t, t2

}
in P2(R) with inner product

〈p, q〉 = p(0)q(0) + p(1)q(1) + p(2)q(2).

[A]-358

21. Explain why an orthogonal set is a basis for its span.

22. B = {sin t, sin 2t, sin 3t, sin 4t} is an orthogonal set in
C([−π, π]) with inner product

〈 f , g〉 =
1
π

∫ π

−π

f (x)g(x) dx

and is therefore a basis for its span, W. Let h(t) = t and

(a) calculate projsin kth for k = 1, 2, 3, 4; and

(b) graph h and projsin th + projsin 2th + projsin 3th +

projsin 4th on the same set of axes.

23. Repeat question 22 with

h(t) =

−1 t < 0
1 t ≥ 0

.

Answers

orthogonal pairs The three possible dot products are all zero: 5
−5
0

 ·
 3

3
9

 = 5(3) − 5(3) + 0(9) = 0

 5
−5
0

 ·
 −

63
22
− 63

22
21
11

 = −5
(

63
22

)
+ 5

(
63
22

)
+ 0

(
21
11

)
= 0

 3
3
9

 ·
 −

63
22
− 63

22
21
11

 = −3
(

63
22

)
− 3

(
63
22

)
+ 9

(
21
11

)
= −

189
22

+
189
22

= 0

https://sagecell.sagemath.org/?z=eJxdj8FqwzAQRO-B_MNiXywjUyTREFp68ge099KDcYTtVrWMsoro31crx41SdBDMm92ZLaG134vRqAFHDb096f3OC3iBi-7Ruuq9EY-8kVweP1gkMiNCcXngq67uJo5ccXEgUMKbm2aEYbro-eo473cLiVVBQQX3gt0UmRSZKSopij3DqkQUqKAX5LGfXqRWlZd13PRQeUF_TTgQiLSBzUiN2s703nTx5KBg1C5eTK-EV4-LR3D67A3eWobUMmQtQ2oZZDpw01LPoNi6qx11_wXW4WgHO3dmwp9t_O-SIpmmebj3PRUszz5ZhGugqNfMf1BtUOVQ5lAS_AXWaIsS&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxtkE1rhDAQhu8L-x8GvahESj6gbEtP_oD2XnoQDautNeImG_rvmxnXbpTiQXiemeF9k0JlvqdBWw2209CYVh8PjsMLXHVjzZy9l4KVij0y-ZEHIyLDmWScceIy4mFBsBM7kVAbgbxUKFJ4m_vRwrm_6vE2cTkeJoRZggkS5nh-J4KIiIgkIiOiiKj8GRYSlMcujuOM-XScCmROFOH2Q-Y4_gvUHkWwJayDmLGqh8YNdXgdL6EeW_AKOj2HN8IvhVdnJ2dh1hc32Ht8T_F9FN9TfC-o-cqogJcbRhW8ypf7VaebLzCz7czZjPXQ25_15F_JhIb68byde0ryOE9rLNxC8GLJsZNylfIfqVapYiniTbHbFPGm2G3KWEqUv3kutLs=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJyFkMFOhDAQhu-b7DtM4EIJRGeqF40nHkDvxgNhmwVlKZZ2G9_etsBu2ZgYwuX7_3a-TgqVPI290AJ0K6CRB7HfGYQXOItGS5W9U4HFwwdzlCJaosPlY-A84nhfUBFwCm-qGzQcu7MYlnza70YPs8SPSAqD7EooEIoID4SzZ5iJi6xXM3g3fSudGcyXG-SnxeCXGcotMve7rgeOlrAWFmZpPm9dl4JqVfeN6Wu3BcuhFcotwX8pvBo9Gg1KTKbXV30b9G2kb4P-fN2Kgr_lbL6qakXzBVLpVh7lUPed_llPX16YhFI3HLe9p4TFow9SwzIP8-3IJeRryOOQ4pDyG7NBqtN_VpfOX0a4Dt2uJbKl_HZBkRD3Qr_ldLvN&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJyFkMFOhDAQhu-b7DtM4EJJiWkbV9R44gH0bjwQtgGUpVjabXx721J2u8TEEC7fP535ZlKoxGkauOKgOg6NOPL9ThN4gTNvlJDZe1Hi4hGXH8hyGvESP2DmKYvoATN872gKb7IfFbT9mY8hnve7ycEscRMSrAm6EuoJjQjzhKFnWIiNjDPT5G7-lirTJA8dxKchXi7TNDcE2d_WOmBpAWtBYIYu742tpV61qodGD7U9gmHQcWlv4L4UXrWatALJZz2oq77x-ibSN14_tFuZX8AwtPSqOt58gZCqE60Y66FXP-vzy4qJL-rH9rbuKUHx7KNQEAaSsMImZGvI4pDGIc03ZqOQp_-sLjV_GZF16O1dIlu6sWWxEHNCvzdDu-A=&lang=sage&interacts=eJyLjgUAARUAuQ==
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standard basis inner products For pairs of basis vectors, i < j,

〈I:,i, I:, j〉 = I:,i · I:, j

= 0 · 0 + · · · + 0 · 0 +

ith term︷︸︸︷
1 · 0 + 0 · 0 + · · · + 0 · 0 +

jth term︷︸︸︷
0 · 1 + 0 · 0 + · · · + 0 · 0

= 0.

For i > j, the same computation holds by symmetry (property 3 of inner product spaces). For the norms of
basis vectors,

‖I:,i‖ =
√

I:,i · I:,i

=

√
0 · 0 + · · · + 0 · 0 +

ith term︷︸︸︷
1 · 1 + 0 · 0 + · · · + 0 · 0

= 1.

P2(R) violation Violations are easy to come by. The inner products 〈1, t〉 and 〈t, t2〉 are both zero, but 〈1, t2〉 is not:

〈1, t2〉 = 〈1(1) + 0(t) + 0(t2), 0(1) + 0(t) + 1(t2)〉

=
2
5

(0 · 1) +
2
3

(1 · 1) +
2
3

(0 · 0) +
2
3

(0 · 0) + 2(1 · 0)

=
2
3
.

None of the norms are one:2

‖1‖ =
√
〈1, 1〉 =

√
2
5

(0 · 0) +
2
3

(1 · 0) +
2
3

(0 · 0) +
2
3

(0 · 1) + 2(1 · 1) =
√

2

‖t‖ =
√
〈t, t〉 =

√
2
5

(0 · 0) +
2
3

(0 · 0) +
2
3

(1 · 1) +
2
3

(0 · 0) + 2(0 · 0) =

√
2
3

‖t2‖ =
√
〈t2, t2〉 =

√
2
5

(1, 1) +
2
3

(0 · 1) +
2
3

(0 · 0) +
2
3

(1 · 0) + 2(0 · 0) =

√
2
5
.

orthogonalized vectors are nonzero Suppose w j = 0 for some j. Since each wi is a linear combination of b1,b2, . . . ,bi

w j = b j − projw1
b j − projw2

b j − · · · − projw j−1
b j

= b j + some linear combination of b1,b2, . . . ,b j−1

giving a nontrivial linear combination of b1,b2, . . . ,b j that sums to 0. This implies {b1,b2, . . . ,b j}, and there-
fore {b1,b2, . . . ,bn}, is linearly dependent.

zero inner products Let w = c1b1 + c2b2 + · · · + cnbn. Then 〈w,b1〉 = 〈w,b2〉 = · · · = 〈w,bn〉 = 0 means
c1〈w,b1〉 = c2〈w,b2〉 = · · · = cn〈w,bn〉 = 0. By properties 3, 4 and 5 of inner product spaces (see page 154),
〈w, c1b1〉 = 〈w, c2b2〉 = · · · = 〈w, cnbn〉 = 0, so 〈w, c1b1 +c2b2 +· · ·+cnbn〉 = 0. But c1b1 +c2b2 +· · ·+cnbn = w
so 〈w,w〉 = 0 and by property 2, w = 0.

2Since 12 = 1, it is just as well to see that the norm squared is not 1 as in ‖1‖2 = 〈1, 1〉 = 2
5 (0 · 0) + 2

3 (1 · 0) + 2
3 (0 · 0) + 2

3 (0 · 1) + 2(1 · 1) = 2.
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Figure 5.4.1: Reflection about the line ` is linear

originorigin

5.4 Similarity and Diagonalization [3.7, 4.4, 5.2]
Figure 5.4.1 illustrates that reflection about an arbitrary line through the origin is a linear transformation. As we saw
in section 4.4, there must therefore be a 2 × 2 matrix M such that T (x) = Mx. In the same section, we also learned
that the columns of M must satisfy M: j = T (I:, j), j = 1, 2, so if we knew the images of the standard basis elements,
we would know M.

There is another way. Imagine rotating the plane by angle −α about the origin, then reflecting about the x-axis,
then rotating (back) by angle α about the origin. The line ` would first map onto the x-axis, all vectors/points/sets in
the plane would then be reflected about this image, and then the line and the reflected images would be rotated back
so that ` would be back where it started. All vectors/points/sets and their reflections would maintain their relative
positions across `. In the end it would be as though the vectors/points/sets were simply reflected about line `.

The composition of the two rotations and the reflection is easy enough to write down as a matrix transformation.
Using the standard matrix for reflection about the x-axis (given in the discussion of section 4.4) and the standard
matrix for counterclockwise rotation about the origin (from exercise 12 of section 4.4),

M =

[
cosα − sinα
sinα cosα

] [
1 0
0 −1

] [
cos(−α) − sin(−α)
sin(−α) cos(−α)

]
=

[
cosα − sinα
sinα cosα

] [
1 0
0 −1

] [
cosα sinα
− sinα cosα

]
(5.4.1)

which can of course be calculated to get

M =

[
cos2 α − sin2 α 2 cosα sinα

2 cosα sinα −(cos2 α − sin2 α)

]
=

[
cos(2α) sin(2α)
sin(2α) − cos(2α)

]
. (5.4.2)

Interestingly this form reveals that T can also be described by reflection about the x-axis followed by counterclockwise
rotation by 2α about the origin. Can you see why? Answer on page 190. Standard matrices for scaling in the direction
of any line and shearing along any line can be derived similarly.
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Considering M in form (5.4.1) leads to a deeper perspective. As seen in equation (5.2.1), left-multiplying by an
invertible matrix can always be interpreted as a change of basis. For example, left-multiplication by the matrix

P =

[
cosα − sinα
sinα cosα

]
,

the leftmost matrix in (5.4.1), can be interpreted as changing from the basis

B =

{[
cosα
sinα

]
,

[
− sinα
cosα

]}
to the standard basis, {[

1
0

]
,

[
0
1

]}
.

Note that the rightmost matrix of (5.4.1) is P−1. Can you verify this? Answer on page 190. Accordingly, the rightmost
matrix of (5.4.1) can be interpreted as changing from the standard basis to basisB. Altogether then, left-multiplication
by M represents a change from the standard basis to basisB, then reflection about the first basis vector inB (which lies
along line `), followed by a change of basis from B to the standard basis. The transformation starts with coordinates
relative the the standard basis and ends with coordinates relative to the standard basis.

Taking this new perspective allows us to understand general transformations such as

S : R2 → R2, S (u) =

[
−7 −4
6 7

]
u

geometrically by writing the matrix as a product PAP−1 where the action of A is easily understood. In particular,
matrices A of the form [

α 0
0 β

]
(diagonal matrices) are easily understood geometrically. They can be writen as the product[

1 0
0 β

] [
α 0
0 1

]
,

which according to section 4.4 is the standard matrix of scaling by a factor of α in the direction of the first basis
vector followed by scaling by a factor of β in the direction of the second basis vector. If α is negative, it incorporates
a reflection about the second basis vector, and if β is negative it incorporates a reflection about the first basis vector.

Summarizing, supppose we have the standard matrix M of a linear transformation from Rn to Rn and we want to
better understand M by finding a matrix P and a diagonal matrix D such that M = PDP−1. Right multiplying both
sides by P we require MP = PD. The left side of this equation can be written as[

MP:,1 MP:,2 · · · MP:,n

]
and the right side can be written as [

D1,1P:,1 D2,2P:,2 · · · Dn,nP:,n

]
.

Equating columns of the two sides, we get

MP:,1 = D1,1P:,1

MP:,2 = D2,2P:,2

...

MP:,n = Dn,nP:,n.

The columns of P must be eigenvectors of M and the entries of D the corresponding eigenvalues!
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Figure 5.4.2: Visualizing the action of S
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In the particular case of S (u) =

[
−7 −4
6 7

]
u, the eigenvalues are −5 and 5 with corresponding eigenvectors[

−2
1

]
and

[
1
−3

]
respectively. Can you provide the calculation? Answer on page 190. It follows that

[
−7 −4
6 7

]
=

[
−2 1
1 −3

] [
−5 0
0 5

] [
− 3

5 − 1
5

− 1
5 − 2

5

]

and we see that S has the effect of reflection about the second vector of the basis C =

{[
−2
1

] [
1
−3

]}
plus expansion

by a factor of 5. This is because multiplication by [
−5 0
0 5

]
has the effect of reflection about the second basis vector (rooted at the origin) plus expansion by a factor of 5. As with
reflection relative to the standard basis, the reflection about the second basis vector occurs parallel to the first vector.
Because the standard basis vectors meet at a right angle, reflection is done along lines perpendicular to the axes. If
the basis vectors meet at a different angle, reflection is done along lines meeting at that same angle.

This analysis can be verified by plotting a couple of points and their images under S . For example,

S
([

1
−1

])
=

[
−3
−1

]
; S

([
−2
1

])
=

[
10
−5

]
; S

([
−2
3

])
=

[
2
9

]
; S

([
− 17

25
36
25

])
=

[
−1
6

]
(5.4.3)

Figure 5.4.2 shows the geometry of S with respect to both the standard basis and the basis C. The purple grid shows

coordinates with respect to C. The
[
−2
1

]
direction is the positive “x” axis (first basis vector) and the

[
1
−3

]
direction

is the positive “y” axis (second basis vector) in these coordinates. Notice the point
[
−2
1

]
has coordinates

[
1
0

]
with
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respect to the purple grid. In other words, [
−2
1

]
E

=

[
1
0

]
C

They are the same point in the plane! Coordinates with respect to C make it easy to trace the action under S .
[

1
0

]
C

is first reflected about the second basis vector, making its coordinates
[
−1
0

]
C

(with respect to the purple grid) and

then expanded by a factor of 5, making its cordinates
[
−5
0

]
C

(with respect to the purple grid). Other points can

be understood similarly. The coordinates of point P are
[
−2
3

]
with respect to the standard basis, but

[ 3
5
− 4

5

]
C

with

respect to C (marked as P in figure 5.4.2). Can you verify this? Answer on page 190. Reflection across the second

basis vector gives it coordinates
[
− 3

5
− 4

5

]
C

(shown in figure 5.4.2 connected to P by an orange dashed line segment

crossing the “y” axis parallel to the “x” axis) and then expanding by a factor of 5 gives it coordinates
[
−3
−4

]
C

. This

point is marked as S (P) in figure 5.4.2. What are the coordinates of S (P) with respect to the standard basis? Answer
on page 191.

Similarity
Separating the matrix calculations of the preceding discussion from their geometric interpretation, we have been
examining matrices A and B related by the equation

B = P−1AP,

a relation known as similarity. Indeed, matrices A and B are called similar if B = P−1AP (or equivalently PBP−1 =

A). Consistent with the name, matrices related this way share a number of similar features.

Theorem 14. If matrices A and B are similar, then A and B have the same (i) determinant, (ii) eigenvalues, and (iii)
rank.

(i) By theorem 8 and the fact that det P−1 = 1
det P (section 3.7), det B = det(P−1AP) = det P−1 · det A · det P =

1
det P · det A · det P = det A.

(ii) For any value λ,

det(B − λI) = det(P−1AP − λI)

= det(P−1AP − P−1(λI)P)

= det(P−1(A − λI)P)

= det(P−1) · ˙det(A − λI) · det P

= det(A − λI)

so the characteristic equations of B and A are equal making the eigenvalues of B and A equal.

(iii) By exercises 20 and 21 of section 5.1, neither right-multiplying nor left-multiplying a matrix by an invertible
matrix changes its rank, so rank of A, which equals the rank of PBP−1, equals the rank of B.

Other similar features of similar matrices are explored in the exercises.
Another important feature of similar matrices is that powers of similar matrices are similar. That is, if A and B are

square and similar, then Ak and Bk are similar, where the kth power of M is defined by

Mk =

k times︷         ︸︸         ︷
M · M · · ·M
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(analogous to powers of real numbers). To see that this is true, write A = PBP−1 and compute

Ak = (PBP−1)k

=

k times︷                            ︸︸                            ︷
PBP−1 · PBP−1 · · · PBP−1

=

k times

P
︷      ︸︸      ︷
B · B · · · BP−1

= PBkP−1

This is particularly useful when A is similar to a diagonal matrix. In this case, A = PDP−1 for a diagonal matrix D
and

Ak = PDkP−1

= P


D1,1 0 · · · 0

0 D2,2 · · · 0
...

...
. . .

...
0 0 · · · Dn,n


k

P−1

= P


Dk

1,1 0 · · · 0
0 Dk

2,2 · · · 0
...

...
. . .

...
0 0 · · · Dk

n,n

 P−1

so the difficulty in raising A to any power is commensurate with the difficulty of raising D to that power. Earlier we
found that [

−7 −4
6 7

]
=

[
−2 1
1 −3

] [
−5 0
0 5

] [
− 3

5 − 1
5

− 1
5 − 2

5

]
so

[
−7 −4
6 7

]5

=

[
−2 1
1 −3

] [
−5 0
0 5

]5 [
− 3

5 − 1
5

− 1
5 − 2

5

]
=

[
−2 1
1 −3

] [
−3125 0

0 3125

] [
− 3

5 − 1
5

− 1
5 − 2

5

]
=

[
−4375 −2500
3750 4375

]
.

While that may not be the most pleasant computation, it certainly beats computing

[
−7 −4
6 7

]5

=

[
−7 −4
6 7

] [
−7 −4
6 7

] [
−7 −4
6 7

] [
−7 −4
6 7

] [
−7 −4
6 7

]

directly. This property of similar matrices is at the heart of the power method for estimating eigenvalues (section 6.2),
which is at the heart of Markov chain problems (section 7.2).

When a matrix M is similar to a diagonal matrix D, we say that M is diagonalizable and that the matrix P of
P−1MP = D diagonalizes M. We saw earlier that if P−1MP = D then the columns of P are eigenvectors. We shall
now add the observation that the eigenvectors (columns of P) must be linearly independent, a requirement for P to
be invertible. On the other hand, if M is an n × n matrix admitting n linearly independent eigenvectors, then M is
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diagonalizable and P, a matrix whose columns are n linearly independent eigenvectors of M, diagonalizes M:

P−1MP = P−1
[
λ1P:,1 λ2P:,2 · · · λnP:,n

]

= P−1P


λ1 0 · · · 0
0 λ2 · · · 0
...

...
. . .

...
0 0 · · · λn


=


λ1 0 · · · 0
0 λ2 · · · 0
...

...
. . .

...
0 0 · · · λn

 ,
which is diagonal. Altogether, an n × n matrix M is diagonalizable if and only if M has n linearly independent
eigenvectors.

Key Concepts
similar matrices matrices A and B are similar if there is an invertible matrix P such that A = P−1BP (equivalently

PAP−1 = B or PA = BP).

similarity Matrices that are similar have similarity. Matrices that have similarity have the same (i) determinant, (ii)
eigenvalues, and (iii) rank.

diagonalizable a matrix that is similar to a diagonal matrix.

diagonalizability an n×n matrix M is diagonalizable if and only if M has n linearly independent eigenvectors. Such
M is diagonalized by any matrix whose columns are n linearly independent eigenvectors.

powers of matrices The kth power of matrix M is deifined by

Mk =

k times︷         ︸︸         ︷
M · M · · ·M.

similarity and powers The kth powers of similar matrices are similar.

geometry of diagonalizable matrices If M is a diagonalizable 2 × 2, respectively 3 × 3, matrix, its action on the
plane, respectively space, can be understood as a scaling (and possibly reflecting) transformation relative to a
basis of eigenvectors.

Exercises
1. Find a matrix P that diagonalizes M and calculate (the

diagonal matrix) P−1 MP. Eigenvectors of M are given.

(a) M =

[
5 4

20 7

]
;
[

2
5

]
,
[

1
−2

]
[S]-323

(b) M =

[
26 32
−21 −26

]
;
[

8
−7

]
,
[

4
−3

]
(c) M =

[
1 −2
0 −1

]
;
[

1
0

]
,
[

1
1

]
[A]-358

(d) M =

[
−17 6

2 −18

]
;
[

2
1

]
,
[

3
−2

]

(e) M =

 −20 0 0
7 −24 −8
−19 16 0

;
 0
−1
2

,
 4

1
3

,

 0
−1
1

 [A]-358

(f) M =

 −12 100 30
75 13 30
−75 −100 −117

;
 2
−3
5

,
 2

0
−5

, 1
1
−1


(g) M =

 11 −20 30
8 −17 30
4 −10 18

;
 2

2
1

,
 5

2
0

, −5
1
2

 [S]-323
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(h) M =

 −17 10 6
−7 2 3
−7 5 0

;
 2

1
1

,
 3

3
2

,
 2

1
3


(i) M =


−39 −28 −52 −20
−102 −91 −171 −48

68 56 107 32
62 56 99 37

;
0
3
−2
1

,


1
3
−2
−2

,


3
1
−2
−1

,


2
−3
0
1

 [A]-358

2. Find the eigenvalue(s) of the matrix M of question
1. [S]-324 [A]-358

3. Is M diagonalizable? All of its eigenvalues are given.

(a) M =

[
25 4
−1 29

]
; 27 [A]-358

(b) M =

[
61 4
−25 41

]
; 51

(c) M =

[
4 −6
−9 −11

]
; 7,−14

(d) M =

[
8 0
15 3

]
; 8, 3 [S]-324

(e) M =

 18 −8 14
−8 6 −7
−32 16 −26

; −6, 2 [S]-324

(f) M =

 4 −18 −13
6 28 15
−8 −24 −10

; 10, 6

(g) M =

 15 14 18
26 3 18
−26 −14 −29

; 11,−11

(h) M =

 9 2 2
3 9 −1
−1 −3 7

; 5, 10 [A]-358

(i) M =

 −52 −5 5
68 −78 106
76 −32 60

; 28,−42,−56

(j) M =


−298 79 359 −32
864 −791 −1797 726
−800 631 1557 −590
−464 346 926 −616

;
−74, 370,−296,−148

4. Matrices A and B are similar. Find k.

(a) A =

[
12 5
−11 10

]
; B =

[
767 k
−146 −745

]
(b) A =

[
5 −2
−4 3

]
; B =

[
−3 −2
20 k

]
[S]-324

(c) A =

[
−6 k
−12 1

]
; B =

[
3 −10
k −8

]
(d) A =

[
2 1
k 3

]
; B =

[
3 5
k 2

]
[A]-358

5. Find P , 0 such that PA = BP for the matrices of ques-
tion 4. [S]-324 [A]-358

6. Matrices A and B are similar. Find j and k.

(a) A =

[
j −70
k 38

]
; B =

[
−3 −4
1 −8

]
(b) A =

[
j −4
−2 k

]
; B =

[
−9 2
−12 3

]
7. Find P such that PAP−1 = B for the matrices of question

6.

8. Explain why A and B are not similar.

(a) A =

[
−6 −1
11 −2

]
; B =

[
5 −10
−4 8

]
[S]-325

(b) A =

[
−2 −8
5 −1

]
; B =

[
−4 −2
7 6

]
(c) A =

[
37 9
4 1

]
; B =

[
1 −2
−4 9

]
(d) A =

[
3 4
8 2

]
; B =

[
3 −6
7 −14

]
9. What does the SageMath code do?

# Variables
var(’a,b,c,d’)
# Similar matrices
A = matrix(2,2,[9,-6,5,-8])
B = matrix(2,2,[106,-132,84,-105])
# Unknown matrix
P = matrix(2,2,[a,b,c,d])
print(A);print()
print(B);print()
# Solve for P and print solution
syseq = (A*P-P*B).coefficients()
print(solve(syseq,[a,b,c,d]))

10. Find all matrices P such that A = PBP−1.

(a) 64 A =

[
−3 9
9 −2

]
; B =[

−2 1
81 −3

]
[S]-325

(b) 65 A =

[
2 1
−7 2

]
; B =[

237 64
−863 −233

]

(c) 66 A =

 5 6 7
7 −7 −6
4 1 −6

; B = 8862 1601 −33246
−6634 −1171 24959
2053 372 −7699


[A]-359

(d) 67 A =

 −3 0 7
6 −2 −2
5 1 −6

; B = 2239 −676 16323
−56 46 −420
−315 94 −2296



https://sagecell.sagemath.org/?z=eJxTVnDOzy3ISS1JVSjJSFVIzk9J5eUqSyzSUE_USdJJ1klR1-TlclSwVchNLCnKrNAw0jHSidY11rEEQl2jWKCkE7qkkY6hjoWhjq4xSDYATRZqKkiqoCgzr0TDUdNaAcKCCzkhhAB1UStC&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxTVnDOzy3ISS1JVSjJSFVIzk9J5eUqSyzSUE_USdJJ1klR1-TlclSwVchNLCnKrNAw0jHSiTbSMdTRNdcxigXKOaHLGZvrmJno6FqYGevoGhkbg9QEoKmBGg2SKijKzCvRcNS0VoCw4EJOCCEANwosSg==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxljs0KglAQRveC73ChhQqf4P1x9BIttBdoHy3Mbilkilyix28kKDBmYIZvDofZiP04THfnnfCdE-14cWHwbOY4anBGiwscrrihQx8lYVCJnRgaP_evWEPjmINQcKXcBAPJ48RcveLKkhQkZXzXWhlijLRBKmUhoYzNLVSWM1oodpG1i-Swkvx9tEDT3D98XCVb8dm-Uf2L3laTOuE=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxljsEKgkAURfeC_zDQQoU7oPNmRoZoof1A-2hhOuVApsgQfX5jQYHBWzzuPefxNmw_DtPNest8b1k7djaOHs2cJg3OaNHB4oIrergki6OK7djQ-Nk9UwLhyAk5SmhwsYxCAa5PAaxXoBBkQlVqFJoEgSsNGTQpcnAqFIwMB4R5y4eV_PfKAk2zu_u0yrbss32j-he9ANdWOU8=&lang=sage&interacts=eJyLjgUAARUAuQ==
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11. What is the dimension of the solution space in question
10? [A]-359

12. Describe the action of the transformation T (v) =

P−1 MPv as simply as you can in geometric terms.

(a) M =

[
1 0
0 0

]
; P =

[
cosα sinα
− sinα cosα

]
(b) M =

[
1 0
0 −1

]
; P =

[
1 0
− 1

2 1

]
[A]-359

(c) M =

[
2 0
0 3

]
; P =

[
cosα sinα
− sinα cosα

]
[A]-359

(d) M =

[
−1 0
0 1

]
; P =

[
1 3
0 1

]
13. Calculate M7 using a diagonalization process. Eigenval-

ues of the matrix are given.

(a) M =

[
− 17

6 − 11
6

11
3

8
3

]
; 5

6 ,−1 [S]-325

(b) M =

[
0 5
1 4

]
; −1, 5

(c) M =

[
−7 −10
5 8

]
; −2, 3

(d) M =

[ 17
20 − 1

20
− 7

20
23
20

]
; 4

5 ,
6
5 [A]-359

14. Justify the claim.

(a) Similar matrices have the same trace (sum of the
entries on the main diagonal).

(b) Similar matrices have equal eigenspace dimen-
sions.

Answers
reflection about ` The standard matrix for reflection about the x-axis followed by counterclockwise rotation by 2α

about the origin is [
cos(2α) − sin(2α)
sin(2α) cos(2α)

] [
1 0
0 −1

]
= M.

inverse of P It is easiest to verify that the product of the two matrices is the identity:[
cosα − sinα
sinα cosα

] [
cosα sinα
− sinα cosα

]
=

[
cos2 α + sin2 α cosα sinα − sinα cosα

sinα cosα − cosα sinα cos2 α + sin2 α

]
=

[
1 0
0 1

]
.

eigenvalues and eigenvectors The characteristic equation is∣∣∣∣∣∣ −7 − λ −4
6 7 − λ

∣∣∣∣∣∣ = (−7 − λ)(7 − λ) − (−4)(6)

= −49 + λ2 + 24

= λ2 − 25 = 0

so the eigenvalues are −5 and 5. Eigenvectors are found by reducing the matrices[
−2 −4
6 12

]
and

[
−12 −4

6 2

]
to [

−2 −4
0 0

]
and

[
−12 −4

0 0

]
,

which gives eigenvectors of the forms x = −2y for λ = −5 and y = −3x for λ = 5. Choosing eigenvectgors
with small integer entries, we take eigenpairs

−5,
[
−2
1

]
and 5,

[
1
−3

]
.

coordinates with respect to C The change of coordinates matrix from the standard basis to C is
[
− 3

5 − 1
5

− 1
5 − 2

5

]
, so

point P has coordinates [
− 3

5 − 1
5

− 1
5 − 2

5

] [
−2
3

]
E

=

[ 3
5
− 4

5

]
C

.
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coordinates with respect to C As can be seen from figure 5.4.2, the coordinates of S (P) are
[

2
9

]
E

, consistent with

(5.4.3), which shows S
([
−2
3

])
=

[
2
9

]
.
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Chapter 6
Mathematical Applications

6.1 LU Factorization [3.4, 3.6]
Humans and computers bring very different skills to task. Computers, as the name would suggest, are famously adept
at computing. Handling fractions, square roots, irrational constants, and 1 + 2 are all the same to a computer. Humans
tend to balk at non-integer computations and lengthy ones too. Ask a human to execute five, six, or twenty numerical
operations, even integer operations, to solve a single problem and they might think you were simply asking too much.
Ask a computer to do the same and you’ll have your answer in just a few milliseconds.

Computers supply speed and accuracy to what would be tedious and error prone for a human. Computers make
the otherwise impractical practical. Linear systems with a hundred, thousand, or even a hundred thousand equations
are easily within the practical limits of computers. Even a home computer can handle a few hundred equations.
However, at that size, efficiency plays a major role in practicality. An efficient algorithm may be able to handle a
certain computation in a few seconds while an inefficient one may take a few days for the same. Humans provide
appropriate and fast algorithms that would, at least until AI makes some huge advances, be impossible for a computer.

What makes a good algorithm is first and foremost accuracy. If the algorithm does not conclude with the correct
answer, it is of no use at all. What makes one correct algorithm better than another is speed, measured by comparing
the number of computations needed to complete the computation with common functions such as n2 or 3n where n is
some measure of the “size” of the problem. Such a function gives a good idea how the time it takes to solve a problem
grows as the size grows. To get a sense of the computer’s speed in solving a linear system, let n represent the number
of equations to be solved. The row reduction algorithm of section 2.2, also known as Gaussian elimination, requires
n3

3 + n2 − n
3 multiplications/divisions and n3

3 + n2

2 −
5n
6 additions/subtractions ([4] section 6.1) to execute. Table 6.1

lists the number of arithmetic operations required to compute reduced row echelon form for a general linear system
with n equations in n unknowns. For a human with a handheld calculator, systems with 2 or 3 variables are doable
(n = 2 or n = 3). Systems with 4 variables would be tedious in general, but practical with a few strategically placed
zeros. However, somewhere between 5 and 10 equations we find the limit of human practicality for general systems.

Table 6.1: Arithmetic operations required for row reduction
equations, n ×/÷ +/− total 2

3 n3

2 6 3 9 5 + 1
3

3 17 11 28 18
4 36 26 62 42 + 2

3
9 321 276 597 486
51 46, 801 45, 475 92, 276 88, 434

102 364, 106 358, 853 722, 959 707, 472
501 42, 168, 001 42, 042, 250 84, 210, 251 83, 834, 334

2, 001 2, 674, 672, 001 2, 672, 669, 000 5, 347, 341, 001 5, 341, 337, 334
10, 002 333, 633, 410, 006 333, 583, 385, 003 667, 216, 795, 009 667, 066, 746, 672
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You might well ask whether systems of 500 equations in 500 unknowns are practical even for a computer. Their
solution by Gaussian elimination requires over 83 million computations! Even if the computer does one computation
every microsecond (millionth of a second), solving a system of 500 equations in 500 unknowns will take about 83
seconds. Depending on how quickly results are needed, this may or may not be practical. The same computer would
take over 5, 300 seconds (about an hour and a half) to solve a system of 2, 000 equations in 2, 000 unknowns and over
666, 000 seconds (over 7 and a half days!) to solve a system of 10, 000 equations in 10, 000 unknowns. Of course
faster computers or clusters of computers could be put to the task to speed up the computation, but no matter how
much computing power is supplied, there will always be a less-than-astronomical size outside its practical limits.

A better option than more computing power is to streamline the algorithm. The numerical “speed” of Gaussian
elimination is approximately proportional to n3. The rightmost column of table 6.1 illustrates this point. The number
of computations can be well approximated by 2

3 n3 for large n. In the parlance of numerical analysis, one would say
the algorithm executes in O(n3) time, read “big-oh of n3 time”. The implication is doubling the size of the problem
multiplies the time it takes to execute by 8 and more generally increasing the size by a factor of k increases its
execution time by a factor of k3.

If the algorithm executed in, say, O(n2) time it would reduce the number of computations needed to solve large
problems by several orders of magnitude. For example, an algorithm that required approximately 4n2 computations
would need “only” about 1, 000, 000 computations to solve a system of 500 equations in 500 unknowns (compare this
to the 83 million for Gausian elimination); about 16, 000, 000 for a system of 2, 000 equations in 2, 000 unknowns
(compare this to the over 53 bilion for Gaussian elimination); and about 400 million for a system of 10, 000 equations
in 10, 000 unknowns (reducing the estimated time of 7.5 days to about 6 minutes!).

Now imagine you have to solve the system multiple times for multiple sets of constants, but the same coefficient
matrix, something that happens frequently in industrial applications. 7.5 days is preferable to 75 days for solving the
system with ten different sets of constants. This is the approximate effect and purpose of using LU factorization—
solving large systems for multiple sets of constants. The factorization itself takes about the same effort as Gaussian
elimination, but subsequent solutions take O(n2) time.

The efficiency gain is due to turning the general problem into a special case that is much quicker to solve. As
noted earlier, asking a human with a handheld calculator to solve a system of 4 equations in 4 unknowns borders on
the impractical as it requires as many as 62 individual arithmetic operations. But asking a human to solve a system
of 4 equations in 4 unknowns where the coefficient matrix is upper triangular is well within reason. You might have
a go at solving the system 

−14 0 −10 12
0 9 −8 4
0 0 −15 −6
0 0 0 10




w
x
y
z

 =


−11
−2
6

15


to see that it takes 26 arithmetic operations—still not terribly appealing but much better than the 62 for Gaussian
elimination of a general 4-equation, 4-variable system. A similar reduction is achieved when the coefficient matrix
is lower triangular. These observations are at the heart of the LU factorization (lower-upper factorization) algorithm.
It requires many fewer computations to solve two linear systems, one with an upper triangular coefficient matrix and
the other with a lower triangular coefficient matrix, than it does to solve a single general linear system. In general,
solving a system with either an upper triangular or lower triangular coefficient matrix can be done in O(n2) time. The
number of computations needed is approximately proportional to n2.

To review, if we could factor a general coefficient matrix M into the product of a lower triangular and upper
triangular matrix, we could achieve such efficiency. Solving Mv = b directly by Gaussian elimination requires O(n3)
operations while solving LUv = b “twice”—first to find Uv by solving Lw = b and second to find v by solving
Uv = w—requires only O(n2) operations.

The process for factoring M into LU essentially amounts to saving your progress in executing Gaussian elimina-
tion to the point where M has first reached echelon form. As we did several times in sections 3.6 and 3.7, we will rely
on the fact that row reduction can be expressed by multiplication by (invertible) elementary matrices. If we record
the row operations (elementary matrices) that reduce M to echelon form, we have

Ep · · · E2E1M = U

where U (the echelon form of M) is upper triangular. Assuming no row swaps have been done, the product Ep · · · E2E1
is lower triangular since all row replacements are done by adding a multiple of one row to a row below it (and row
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scaling does not affect the locations of zeros). By the same reasoning the inverse of Ep · · · E2E1 is lower triangular,
so setting L−1 = Ep · · · E2E1 we have

M = (Ep · · · E2E1)−1U = LU.

It is not realistic to expect that reduction can be done without row swaps, however. If, for example, the 1,1-entry
of M is zero and there is at least one nonzero entry below it, there is no choice. The first operation of row reduction
requires a row swap. This means M cannot always be factored into a lower triangular times upper triangular product,
and allowing row swaps is necessary. In the end, a factorization that includes row swaps does not factor M into a
product LU. Instead, it factors M into a product PLU where P is a permutation matrix, a matrix that holds the same
rows as the identity matrix but in a possibly different order. Including P in the computation this way does not add
any arithmetic operations to the algorithm. It adds only swapping of values, a computer operation that is so fast as
to be insignificant compared to arithmetic operations. Allowing row swaps in an LU decomposition is known as LU
decomposition with partial pivoting.

An Example
To illustrate the method, we will factor (factorize, or decompose)

M =


18 −35 −4 −56
−14 21 4 42

6 −7 −1 −23
6 −9 −2 −18

 .
operations result

M1,: ↔ M4,:


6 −9 −2 −18
−14 21 4 42

6 −7 −1 −23
18 −35 −4 −56


M1,: →

1
3 M1,:


2 −3 − 2

3 −6
−14 21 4 42

6 −7 −1 −23
18 −35 −4 −56


M2,: → 7M1,: + M2,:
M3,: → −3M1,: + M3,:
M4,: → −9M1,: + M4,:


2 −3 − 2

3 −6
0 0 − 2

3 0
0 2 1 −5
0 −8 2 −2


M2,: ↔ M3,:


2 −3 − 2

3 −6
0 2 1 −5
0 0 − 2

3 0
0 −8 2 −2


M4,: → 4M2,: + M4,:


2 −3 − 2

3 −6
0 2 1 −5
0 0 − 2

3 0
0 0 6 −22


M4,: → 9M3,: + M4,:


2 −3 − 2

3 −6
0 2 1 −5
0 0 − 2

3 0
0 0 0 −22


We have reached echelon form, so we have identified U (the echelon form itself):

U =


2 −3 − 2

3 −6
0 2 1 −5
0 0 − 2

3 0
0 0 0 −22


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and the product of the 8 elementary matrices corresponding to the 8 row operations form PL. Apply the inverse of
each row operation, in reverse order, starting with the identity matrix:

operation inverse
M4,: → 9M3,: + M4,:

M4,: → 4M2,: + M4,:

M2,: ↔ M3,:

M4,: → −9M1,: + M4,:

M3,: → −3M1,: + M3,:

M2,: → 7M1,: + M2,:

M1,: → (1/3)M1,:

M1,: ↔ M4,:

M4,: → −9M3,: + M4,:

M4,: → −4M2,: + M4,:

M2,: ↔ M3,:

M4,: → 9M1,: + M4,:

M3,: → 3M1,: + M3,:

M2,: → −7M1,: + M2,:

M1,: → 3M1,:

M1,: ↔ M4,:

In full detail:
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

→


1 0 0 0
0 1 0 0
0 0 1 0
0 0 −9 1

→


1 0 0 0
0 1 0 0
0 0 1 0
0 −4 −9 1

→


1 0 0 0
0 0 1 0
0 1 0 0
0 −4 −9 1

→


1 0 0 0
0 0 1 0
0 1 0 0
9 −4 −9 1



→


1 0 0 0
0 0 1 0
3 1 0 0
9 −4 −9 1

→


1 0 0 0
−7 0 1 0
3 1 0 0
9 −4 −9 1

→


3 0 0 0
−7 0 1 0
3 1 0 0
9 −4 −9 1

→


9 −4 −9 1
−7 0 1 0
3 1 0 0
3 0 0 0

 = PL

At this point, we have

M =


9 −4 −9 1
−7 0 1 0
3 1 0 0
3 0 0 0




2 −3 − 2
3 −6

0 2 1 −5
0 0 − 2

3 0
0 0 0 −22

 ,
which, as expected, is not lower triangular times upper triangular. The final step is to permute the rows of M. The
permutation matrix P−1 can be constructed by applying only the row swaps to the identity matrix, in the same order
in which they were applied during row reduction. In this case, that means M1,: ↔ M4,: and then M2,: ↔ M3,::

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

→


0 0 0 1
0 1 0 0
0 0 1 0
1 0 0 0

→


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 = P−1.

In this case the order of the swaps does not matter, but when an index is repeated within the set of swaps, the order
will matter. Finally, we have

P−1M = LU =


3 0 0 0
3 1 0 0
−7 0 1 0
9 −4 −9 1




2 −3 − 2
3 −6

0 2 1 −5
0 0 − 2

3 0
0 0 0 −22


or M = PLU. Can you verify this? Answer on page 200.

Therefore the system Mv = b is equivalent to PLUv = b. Solving amounts to first applying P−1 to b, permuting
its entries, yielding LUv = P−1b; second, solving Lw = P−1b, which yields w = L−1P−1b; and third, solving Uv = w,
which yields v such that Uv = L−1P−1b.

When M is invertible, U will be invertible, and we will have v = U−1L−1Pb = M−1b, but the method works
even when M is noninvertible. Whenever Uv = w is consistent, its solutions will also be solutions of Mv = b (and
whenever Uv = w is inconsistent Mv = b will also be inconsistent).
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Key Concepts
factorization factoring a matrix into a product of matrices.

decomposition factorization.

LU factorization factoring a matrix into a product of a lower triangular matrix (L) by an upper triangular matrix
(U).

partial pivoting allowing row swaps in LU factorization. In this case, the algorithm factorizes PM into LU for some
permutation matrix P.

permutation matrix a matrix containing the same rows as an identity matrix but in a possibly different order. Such
a matrix will have exactly one 1 in each row and each column and zeros elsewhere.

LU advantage solving a system in O(n3) time, subsequently solving systems with the same coefficient matrix but
different constants in O(n2) time.

Exercises
1. Provide an LU factorization of M (no row swaps during

row reduction).

(a) M =

[
3 5
−9 −14

]
[A]-359

(b) M =

[
5 −6
−10 14

]
(c) M =

[
−2 −6
5 35

]
[A]-359

(d) M =

[
21 −7
3 −1

]
(e) M =

[
4 24 24
1 −30 0

]
[S]-325

(f) M =

[
−18 −36 −12
12 29 −12

]

(g) M =

 −25 10
−20 −13

5 −8

 [A]-359

(h) M =

 −42 −7
24 16
−24 26


(i) M =

 −6 8 4
6 4 −4
−9 −6 0

 [A]-359

(j) M =

 21 −7 −35
−3 37 11
−3 −41 −10


2. Find a permutation matrix P , I and an LU factoriza-

tion of PM. Use partial pivoting (at least one row swap
during row reduction).

(a) M =

[
−4 −3
1 7

]
[A]-359

(b) M =

[
−10 −9

1 −1

]

(c) M =

 −7 3
6 −10
8 −5

 [S]-326

(d) M =

 4 −7
8 −2
−6 12


(e) M =

 8 −10 −4
−1 2 0
−12 12 1

 [A]-359

(f) M =

 10 1 −10
−7 3 −4
5 −1 7


3. Use the LU decomposition to calculate the determinant

of M in question 1. [S]-326 [A]-359

4. Use the LU decomposition to calculate the determinant
of M in question 2. [S]-326 [A]-359

5. LU factorizations are not unique. Redo question 1 with-
out using row swaps or row scaling, thus producing a fac-
torization where L has 1s on its diagonal. [S]-326 [A]-
359

6. LU factorizations are not unique. Redo question 1 (with-
out using row swaps) but use row scaling so that all the
nonzero diagonal entries of U are 1. [A]-359

7. Use the fact that M = LU to help solve the system
Mv = b.

(a) M =

[
6 −6
42 −35

]
; L =

[
1 0
7 1

]
;

U =

[
6 −6
0 7

]
; b =

[
−6
−21

]
(b) M =

[
−5 1
−20 −2

]
; L =

[
1 0
4 1

]
;

U =

[
−5 1
0 −6

]
; b =

[
−23
−14

]
[A]-360

(c) M =

[
4 7
4 2

]
; L =

[
1 0
1 1

]
;

U =

[
4 7
0 −5

]
; b =

[
−2
8

]
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(d) M =

 3 −7 −2
−12 35 7
−6 28 4

;
L =

 1 0 0
−4 1 0
−2 2 1

;
U =

 3 −7 −2
0 7 −1
0 0 2

; b =

 0
6

14

 [S]-326

(e) M =

 −7 −3 −5
−7 −6 0
−21 6 −39

;
L =

 1 0 0
1 1 0
3 −5 1

;
U =

 −7 −3 −5
0 −3 5
0 0 1

; b =

 14
10
63


(f) M =

 2 −7 −4
−4 7 8
4 −63 −6

;

L =

 1 0 0
−2 1 0
2 7 1

;
U =

 2 −7 −4
0 −7 0
0 0 2

; b =

 5
−17
−43


[A]-360

8. Redo question 7 solving Mv = b directly (without using
L or U) instead. Compare the labor involved in the two
methods.

9. Find the inverse of the matrix M of question 7 by com-
puting U−1L−1. [A]-360

10. Suppose M is an n × n matrix with decomposition LU
and L has 1s on its diagonal. Count precisely the number
of arithmetic operations (additions, subtractions, mul-
tiplications, and divisions) needed to solve the system
Mv = b using the LU decomposition. It will be a
quadratic function of n.

11. Rank factorization. Suppose M is an m × n matrix of
rank k ≤ min{m, n}. Argue that there are matrices P,C, F
where PM = CF; P is a permutation matrix; C is m × k;
and F is k × n.

Answers
LU-factorization verified

P−1M =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0




18 −35 −4 −56
−14 21 4 42

6 −7 −1 −23
6 −9 −2 −18

 =


6 −9 −2 −18
6 −7 −1 −23
−14 21 4 42
18 −35 −4 −56


and

LU =


3 0 0 0
3 1 0 0
−7 0 1 0
9 −4 −9 1




2 −3 − 2
3 −6

0 2 1 −5
0 0 − 2

3 0
0 0 0 −22


so

(LU)1,: = 3
[

2 −3 − 2
3 −6

]
=

[
6 −9 −2 −18

]
(LU)2,: = 3

[
2 −3 − 2

3 −6
]

+ 1
[

0 2 1 −5
]

=
[

6 −7 −1 −23
]

(LU)3,: = −7
[

2 −3 − 2
3 −6

]
+ 1

[
0 0 − 2

3 0
]

=
[
−14 21 4 42

]
(LU)4,: = 9

[
2 −3 − 2

3 −6
]
− 4

[
0 2 1 −5

]
− 9

[
0 0 − 2

3 0
]

+ 1
[

0 0 0 −22
]

=
[

18 −35 −4 −56
]
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6.2 The Power Method [3.5]
Students typically learn about the quadratic formula in high school or earlier. It provides a formula for the solutions
of the equation

ax2 + bx + c = 0

(the roots of f (x) = ax2 + bx + c) for any values a, b, and c. You may remember it as

x =
−b ±

√
b2 − 4ac

2a
.

The formula can also be written as

x =
−b ±

(
b2 − 4ac

) 1
2

2a
,

which combines the coefficients of the equation using addition, subtraction, multiplication, division, and rational
exponentiation.

What you may never have seen are the more elaborate formulas for solving the general cubic,

a3x3 + a2x2 + a1x + a0 = 0

and the general quartic,
a4x4 + a3x3 + a2x2 + a1x + a0 = 0.

Crumpet 25: Cubic and Quartic Formulas

The formula for solving the general cubic polynomial is most often credited to Gerolamo Cardano as he is the first
known to have published the result, in 1545. However, history reveals that Niccolò Tartaglia knew of the solution
before Cardano, and Scipione del Ferro, who died circa 1526, before him. In the same work where Cardano published
the solution of the cubic, Ars Magna, he also published the solution of the quartic. History has been kinder to the
original solver of the quartic, however, most often crediting the result to Lodovico Ferrari, a student of Cardano.

Though the formulas are much more involved than the quadratic formula, each one uses nothing more than
addition, subtraction, multiplication, division, and radical exponentiation. As a result, any solution of any polynomial
equation up to degree four can be written down explicitly and exactly.

A famous result of Galois theory is that there are unsolvable fifth degree polynomials (quintics), and unsolvable
polynomials of all higher degrees as well. Their roots have no closed form expression using addition, subtraction,
multiplication, division, and rational exponentiation of its coefficients. Their values cannot be written down exactly
using traditional operations. The modest-looking f (x) = x5 − 10x + 2 is a classic example. Its roots cannot be written
down exactly and explicitly. However, being a fifth degree polynomial with real coefficients, it must have at least
one real root. For large negative values of x, say −100 or −1000, f (x) is negative and for large positive values of x,
say 100 or 1000, f (x) is positive. Somewhere in between, f (x) must be zero (as required by the intermediate value
theorem). Despite the impossibility of a formula, SageMath and other computer algebra systems can still find roots
of any polynomial. But how can the roots of a 5th degree polynomial be found if there is no formula?

As discussed, there is no exact, explicit formula. There are, however, many methods for approximating such roots,
each one capable of determining the roots to arbitrary precision. Getting back to finding the roots of f (x) = x5−10x+2,
if we set x0 = 2 and let xi+1 = xi −

f (xi)
5x4

i −10 , we can generate a sequence of approximations that get more and more

accurate as we proceed. x1 = x0 −
f (x0)

5x4
0−10 = 2 − f (2)

5(2)4−10 = 9
5 and x2 = x1 −

f (x1)
5x4

1−1 = 9
5 −

f ( 9
5 )

5( 9
5 )4
−1
≈ 1.731847. Rounded

to six decimal places each, the sequence x0, x1, . . . begins

2, 1.8, 1.731847, 1.724390, 1.724306
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and 1.724306 is a root of f accurate to six decimal places.1

This is an example of an iterative routine. A starting value is given (2 in this case) and a recursive formula(
xi+1 = xi −

f (xi)
5x4

i −10

)
is applied to generate the rest of the list. The output of one iteration is input into the formula to

calculate the next. As more and more iterations are calculated, the output approaches the desired quantity. There are
a number of iterative routines for linear algebra problems too.

Let

M =

[
7 8
−4 −5

]
,

v0 =
[
−1 0

]T
and vi+1 = Mvi. With the initial value v0 and recursive formula, vi+1 = Mvi, we can compute a

sequence of vectors:

v1 = Mv0 =
[
−7 4

]T

v2 = Mv1 =
[
−17 8

]T

v3 = Mv2 =
[
−55 28

]T

v4 = Mv3 =
[
−161 80

]T

v5 = Mv4 =
[
−487 244

]T

v6 = Mv5 =
[
−1457 728

]T

v7 = Mv6 =
[
−4375 2188

]T

v8 = Mv7 =
[
−13121 6560

]T

v9 = Mv8 =
[
−39367 19684

]T

v10 = Mv9 =
[
−118097 59048

]T

Though it is likely not apparent, something remarkable is happening here. Each vector is closer than the last to a
vector of interest. Plotting the vectors helps reveal the phenomenon. Figure 6.2.1 shows eleven lines, one in the
direction of each vi. The head of each vi is marked with a point though it is difficult to see since v0, v1, . . . , v6
are nearly on top of one another. Nonetheless, the figure illustrates what is happening. The slopes of the lines are
converging (approaching a particular value). The last three lines, {rv8 : r ∈ R}, {rv9 : r ∈ R}, and {rv10 : r ∈ R} all
seem to lie more or less on the line y = − 1

2 x. That is, they essentially lie in the direction of
[
−2 1

]T
. Further

iteration will reveal more of the same.

What if v0 were different, though? Can you calculate a similar sequence of vectors starting with a different v0?
Do the vectors of your sequence approach the direction

[
−2 1

]T
too? Answers with v0 =

[
1 1

]T
on page 208.

Figure 6.2.1 nicely illustrates the convergence geometrically, but we ought be able to detect it algebraically as

1You may recognize this as Newton’s method.
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Figure 6.2.1: Calculating vi+1 = Mvi shows a sort of convergence
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well. Let v̂i = 1
(vi)2,1

vi, i = 1, 2, . . . , 10. That is, let v̂i be vi scaled by the reciprocal of its second entry. Then

v̂1 = v1/(v1)2,1 =
[
−1.75 1

]T

v̂2 = v2/(v2)2,1 =
[
−2.125 1

]T

v̂3 = v3/(v3)2,1 ≈
[
−1.96429 1

]T

v̂4 = v4/(v4)2,1 =
[
−2.0125 1

]T

v̂5 = v5/(v5)2,1 ≈
[
−1.99590 1

]T

v̂6 = v6/(v6)2,1 ≈
[
−2.00137 1

]T

v̂7 = v7/(v7)2,1 ≈
[
−1.99954 1

]T

v̂8 = v8/(v8)2,1 ≈
[
−2.00015 1

]T

v̂9 = v9/(v9)2,1 ≈
[
−1.99995 1

]T

v̂10 = v10/(v10)2,1 ≈
[
−2.00002 1

]T

Being a scalar multiple, the vector v̂i points in the same direction as vi. The list of v̂i numerically demonstrates that
the v̂i, and therefore the vi, are pointing closer and closer to the

[
−2 1

]T
direction. Interestingly,

M
[
−2
1

]
=

[
7 8
−4 −5

] [
−2
1

]
=

[
−6
3

]
= 3

[
−2
1

]
,

or M
[
−2 1

]T
= 3

[
−2 1

]T
, so 3,

[
−2 1

]T
is an eigenpair of M!

Sit back and think about this for a moment. We started with a seemingly arbitrary matrix and a pretty shabby
approximation of one of its eigenvectors. We then proceeded to multiply the (shabby) approximation by M, the
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resulting product by M again, the resulting product by M again, and so on, the final result of which was a very good
approximation of an eigenvector of M. With a computer at hand to do the calculation, this is a whole lot easier than
solving a characteristic equation. More importantly, though, remember general polynomials of degree five or higher
cannot be solved exactly. This means eigenpairs for square matrices of size 5 × 5 and up cannot generally be found
exactly (their characteristic polynomials are fifth degree or higher). Numerical methods must be used!

The approach of iteratively multiplying some vector by the matrix whose eigenpairs are desired, known as the
power method, seems to have potential, but the example should leave you with lots of questions. For example,

Does this always work?
Why does it work?
If it doesn’t always work, when does it work?
Are there other methods we can try?
Can we say how many iterations are needed to get a good approximation?
Which eigenpair is found when it works?
Does it matter what vector is chosen for v0?
Will the method always produce the same eigenvector?
What about other eigenvectors?

The computation in crumpet 26 answers several questions, partially answers others, and leaves some open. For
example, the method works when

(i) M is n × n and has n linearly independent eigenvectors, and

(ii) one of the eigenvalues is dominant in the sense that its magnitude is larger than all the others, and

(iii) the eigenspace of the dominant eigenvalue has dimension one, and

(iv) v0 is chosen appropriately.

That’s not to say it won’t work in other instances. As mathematicians say, these are sufficient conditions, not necessary
conditions. Other answers include

1. The method only determines the eigenvector corresponding to the dominant eigenvalue.

2. The accuracy of the approximation is proportional to the largest ratio
∣∣∣∣ λd
λi

∣∣∣∣k , i , d where λd is the dominant
eigenvalue.

The exercises explore a number of these points, and describes a modification of the power method that can be used to
find any eigenpair.

On a practical note, implementation of the method will include scaling vk with each iteration. As the example
shows, the norm of vk can grow very large very quickly. Crumpet 1 reveals that vk will grow (or decay) exponentially.
Since it is only the direction of vk that matters, scaling does not affect the success of the algorithm. Typically, vk will
be scaled by

max{|(vk) j,1| : j = 1, 2, . . . , n} (6.2.1)

so that the magnitude of the greatest (or least) entry of vk is one.

Crumpet 26: The Power Method

Suppose M is a diagonalizable n × n matrix and P is an n × n matrix whose columns are linearly independent
eigenvectors of M (see section 5.4), and let D = P−1 MP. Further suppose that the eigenvalues λ1, λ2, . . . , λn of M are
such that for some d, λd is the dominant eigenvalue (|λ j| > |λi| for all i , j) and the eigenspace of λd has dimension
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one. Pick an arbitrary vector v0 in Rn and let w = P−1v0. Finally, define vk = Mvk−1 for k > 0 and Z as the n × n
matrix with zeros everywhere except the d,d-entry where it has a one. Then for large enough k,

vk = Mkv0 = PDkP−1v0

= PDkw

= P


λ1 0 · · · 0
0 λ2 · · · 0
...

...
. . .

...

0 0 · · · λn


k

w

= P


λk

1 0 · · · 0
0 λk

2 · · · 0
...

...
. . .

...

0 0 · · · λk
n

 w

= λk
dP



λk
1
λk

d
0 · · · 0

0
λk

2
λk

d
· · · 0

...
...

. . .
...

0 0 · · ·
λk

n
λk

d


w

≈ λk
dPZw

= λk
d

[
0 · · · 0 P:,d 0 · · · 0

]
w

= λk
dwd,1P:,d.

But P:,d is an eigenvector of M corresponding to λd, so vk is approximately an eigenvector of M corresponding to λd

as long as wd,1 , 0.

Key Concepts
dominant eigenvalue an eigenvalue with larger magnitude than all other eigenvalues of a given matrix.

power method iteration of the recurrence relation vk = Mvk−1 for some initial vector v0, usually with scaling. Under
certain conditions the sequence v0, v1, . . . will converge to an eigenvector of M.

Exercises
1. Find the dominant eigenvalue of M.

(a) M =

[
11 −4
−6 9

]
(b) M =

[
−4 2
−3 −9

]
[S]-327

(c) M =

[
5 2
1 4

]
(d) M =

[
5 1
2 6

]
[A]-360

(e) M =

 −27 −29 39
30 32 −45
4 4 −7



(f) M =

 −25 129 −72
1 −17 8
9 −69 36

 [A]-360

(g) 68

M =


185 76 9 6
−573 −234 −27 −18
723 288 31 18
417 166 15 14


(h) 69

M =


−8 −72 72 −0
−39 −110 88 3
−39 −126 104 3

2 108 −104 −18


[A]-360

2. Does the matrix have a dominant eigenvalue?

https://sagecell.sagemath.org/?z=eJwNxyEOgDAMQNGrTELyJ7p2bREcgRMQBBKBIQiOz8xL3lbWcp_vc32TYeySnXAWnNpDqU1tEFRJoiktExXGTAJxRzpix_wDgZkQBA==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDRMdGJ1rXQ0TU30gEiXQMdXWNLHV1DQwMdCwsdYyjPyEzH0MAEyDUC0kDFII6uoUWsJgB5OQ_D&lang=sage&interacts=eJyLjgUAARUAuQ==
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(a)
[
−3 5
−1 3

]
(b)

[
19 12
−28 −19

]
[S]-327

(c) 70

 641 225 −530
−735 −279 630
360 120 −396


(d) 71

 −35 −5 10
−137 1 58
−76 8 14


[A]-360

(e) 72

 −6 −11 −32
72 −68 −128
−18 11 8


(f) 73

−645 430 −473 129 −387
−556 466 −412 −0 −144
−511 662 −443 −129 147
−517 1106 209 −817 1209
211 −134 277 −129 149


[A]-360

3. The sixth and seventh terms of the sequence defined by
an initial vector, v0, and the recurrence vk = Mvk−1,
where M has a dominant eigenvalue, are given. Use this
information to estimate an eigenpair of M.

(a) v5 =

[
−467
742

]
; v6 =

[
1894
−3020

]
[S]-327

(b) v5 =

[
9311
−3061

]
; v6 =

[
93494
−30994

]
(c) v5 =

[
4099
2049

]
; v6 =

[
16381
8191

]
[A]-360

(d) v5 =

 −27787
46793
−18613

; v6 =

 282494
−468970
187994


(e) v5 =

 128272
177760
−52800

; v6 =

 10654688
16132160
−10084800

 [A]-360

(f) v5 =

 −9793
−9793
7499

; v6 =

 −1151951
−1151951

546193


4. Calculate v1 through v11 of the power method. Does it

seem the method will converge?

(a) 74 M =

[
23 4
30 21

]
;

v0 =

[
11−8

11−8

]
[S]-328

(b) 75 M =

[
2 1
4 −1

]
;

v0 =

[
2
5

]

(c) 76 M =

[
17 30
−8 −17

]
;

v0 =

[
7−8

0

]
[A]-360

(d) 77 M =

[
−4 −3
5 4

]
;

v0 =

[
3
2

]

(e) 78 M =

 −21 20 −10
−30 41 −25
−24 40 −29

;
v0 =

 9−8

9−8

9−8

 [A]-360

(f) 79 M =

 11 −4 10
6 1 10
−3 2 0

;
v0 =


1
5
− 1

5
1
5


(g) 80 M =

 −63 7 20
−16 −56 100
−5 2 −37

;
v0 =

 0
13−9

0

 [A]-360

(h) 81 M =

 −4 2 2
4 3 −1
−8 2 6

; v0 = 1
2
3


5. Calculate v6 through v100 for the matrix and vector v5

of question 3, implementing the scaling procedure sug-
gested in (6.2.1). Use this information to find an eigen-
pair of M exactly.

(a) 82 [S]-328

(b) 83

(c) 84 [A]-360

(d) 85

(e) 86 [A]-360

(f) 87

6. The algebraic multiplicity of an eigenvalue is its multi-
plicity as a root of the characteristic polynomial. The ge-
ometric multiplicity of an eigenvalue is the dimension of
its eigenspace. They are equal when the algebraic multi-
plicity is one. The geometric multiplicity is always less
than or equal to the algebraic multiplicity. Given are the
matrix M, its characteristic polynomial p, and the geo-
metric multiplicity, g, of the dominant eigenvalue. (i)
State the dominant eigenvalue of M. (ii) State the alge-
braic multiplicity of the dominant eigenvalue of M. (iii)

https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDWMdaJNjMx1DEyMtXRNTU20NE1NwayjMwtdcyAPGMzAx1DI6CosaVZrCYAjDkMrw==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDWMdaJ1jU21dE11TE00NE1NDbXMdQxtdDRNTfTsdAxNInVBAALEgp8&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDWMdaJ1jXT0TU01NE1NtIxN9LRNbMAco1AhIUOUNgiVhMAKroLBw==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJw1izEOAkEMA79yJUiOtE68yV3BE3gBoqCkoEEUPJ9sQWePx9ftsr0en_fze5qYuFlqQjFgqgD9gMVesDkTymxMh_VMqSmJzAZSNGqbWjIL5Ej46P--2kretjEEr_rbx_38A0HvGu0=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDSMdKJNjLWMdExNtAxMozV5OUqA8qWpSaX5BdpRBsaamnpWuhAKJBkWn6RQqZCZp5CUWJeeqqGoaGmFS-XAhCAdPlqlUE4BUWZeSUaZZoAc-caCg==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDSMdKJNtIx1DHR0TWM1eTlKgPKlaUml-QXaQDFTUFCaflFCpkKmXkKRYl56akahoaaVrxcCkAAUuurVQbhFBRl5pVolGkCAHDQF9E=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDSMdKJNjTXMTbQ0bXQ0TU0j9Xk5SoDypelJpfkF2lEm2tpASUMQMJp-UUKmQqZeQpFiXnpqRqGhppWvFwKQABS76tVBuEUFGXmlWiUaQIAGgYZWg==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDSMdKJ1jXR0TXWMdUxidXk5SoDSpalJpfkF2lEG-sYgYTS8osUMhUy8xSKEvPSUzUMDTWteLkUgACk1lerDMIpKMrMK9Eo0wQAhQAYBA==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDWMdaJ1jUy1DEy0NE1BGJjAx0TQx1dI1MgNtExAYoYWcZq8nKVAfWUpSaX5BdpRFtqaela6CCRIAVp-UUKmQqZeQpFiXnpqRqGhppWvFwKQADS6atVBuEUFGXmlWiUaQIA5Rse7Q==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDWMdaJNjTU0TXRMTTQMdMxBFG6xjpGOgaxmrxcZUCVZanJJflFGtGG-qY6uiACiEFyaflFCpkKmXkKRYl56akahoaaVrxcCkAA0uSrVQbhFBRl5pVolGkCAGa8HBk=&lang=sage&interacts=eJyLjgUAARUAuQ==
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Apply the power method. Does it produce an (approxi-
mate) eigenvector? (iv) Apply the power method with a
different initial vector. Does it produce an (approximate)
eigenvector? Is this the same result as before?

(a) 88

M =


−22 −48 −90 −99
−32 −56 47 46
−50 −40 −56 −35
72 12 −63 −94

;
p(λ) = (λ + 76)2(λ + 57)(λ + 19); g = 2

(b) 89

M =


111 169 −39 −125
−30 −47 6 22
195 310 −72 −230

3 −1 −6 −16

;
p(λ) = (λ + 12)2(λ + 3)(λ − 3); g = 1
[A]-360

7. M is not diagonalizable (does not admit 4 linearly inde-
pendent eigenvectors—see section 5.4) but has a dom-
inant eigenvalue with only one associated eigenvector.
Apply the power method anyway. Does it work?

(a) 90

M =


−136 240 −448 352

88 −112 256 −208
224 −352 672 −512
139 −226 408 −296


(b) 91

M =


14 −134 −34 59
18 −114 −14 55
48 −512 −68 248
48 −352 −40 172

 [A]-360

8. The dominant eigenvalue of M has algebraic multiplic-
ity 2 but geometric multiplicity 1. See exercise 6 for an
explanation of algebraic and geometric multiplicities.

M =


1528 876 736 −436
−1530 −870 −1080 360
−431 −267 124 197
782 618 500 76


The entrywise quotient of M65537 by M65536 is (approxi-
mately) 

390 390 390 390
390 390 390 390
390 390 390 390
390 390 390 390

 .
[A]-360

(a) What does this say about the eigenvalues of M?

(b) What does this say about the eigenvectors of M?
HINT: think about the columns of M65536.

(c) What does this say about the power method ap-
plied to M?

9. 92 The eigenvalues of M are
−4,−20,−28, and 28 so M does not have a dominant
eigenvalue. It has two different eigenvalues with max-
imum magnitude. Running the power method with scal-
ing as in (6.2.1) with the given v0 anyway gives v100 as
shown. Express v100 as a linear combination of the eigen-

vectors


1
0
1
1

,


5
3
−4
1

,


2
0
5
5

,


2
−5
3
0

 (corresponding to

the eigenvalues −4,−20,−28, 28 in that order) of M.

M =


12 17 39 −55
0 55 45 −45

40 13 23 −67
40 58 70 −114

;

v0 =


1
1
1
1

; v100 ≈


−0.477419
0.483871
−1

−0.709677


What does this say about v100. What does this say about
the power method applied to M?

10. Find the eigenvalues of M from question 4. Use the in-
formation to supply an explanation of why the power
method did/did not seem to converge. [A]-360

Exercises 11-14 describe the inverse power method and sup-
ply one example.

11. Show that if λ, v is an eigenpair of M and M is invertible,
then 1

λ
, v is an eigenpair of M−1.

12. Show that if λ, v is an eigenpair of M then λ − α, v is an
eigenpair of M − αI.

13. Combine 11 and 12 to show that if λ, v is an eigenpair
of M and α is not an eigenvalue of M, then 1

λ−α
, v is an

eigenpair of (M − αI)−1.

14. 93 The power method could be used
to find approximations of the dominant eigenvalue (ap-
proximately 77) and associated eigenvector of

M =


585 −53 −303 −827
221 39 −176 −263

1652 −36 −944 −2204
−296 −24 192 360

 .
With some preparation, however, the power method can
be used to approximate non-dominant eigenpairs too!
One of its eigenvalues, λ, is around 20. In fact 20 is
closer to this particular eigenvalue than any of the oth-
ers. Thus 1

λ−20 is the dominant eigenvalue of (M−20I)−1.
Apply the power method to (M − 20I)−1 to find approxi-
mations of λ and an associated eigenvector.
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Answers
different v0 Setting v0 =

[
1 1

]T
, for example, leads to the sequence v1, v2, . . . , v10[

15 −9
]T
,
[

33 −15
]T
,
[

111 −57
]T
,
[

321 −159
]T
,
[

975 −489
]T
,[

2913 −1455
]T
,
[

8751 −4377
]T
,
[

26241 −13119
]T
,[

78735 −39369
]T
,
[

236193 −118095
]T
.

Again the second entries are approximately − 1
2 times the first, and getting closer the further we go in the

sequence. For example, −118095
236193 ≈ −0.499994. Unless you chose v0 in the direction of

[
1 −1

]T
, you should

have noticed the same thing for your sequence.
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Figure 6.3.1: What is the area of the overlapping region?

Figure 6.3.2: What are the areas of these shapes?

6.3 Geometry: Determinants, Eigenvalues, and Area [3.3, 3.6, 4.4]
Intuitively, we might think of area as the amount of paint needed to paint a particular shape. The more paint needed,
the larger its area, and the larger its area, the more paint needed. To have some sense of what is meant by the area of
an object, this intuition is good enough. Larger shapes have larger area while smaller shapes have smaller area, and
the area of a shape is some measure of this size.

Calculating the areas of shapes (assigning numbers to areas) is another story. We certainly are not going to require
that to find the area of an object it needs to be painted and the amount of paint used measured. What paint should be
used, by whom, and what instrument should do the measuring? This process would be so imprecise as to be useless,
giving the area of a single object many numerical areas. A single shape has but a single size, however, and so it must
have but a single measure of its size—like the area formulas presented in grammar school. The area of a shape must
be uniquely determined.

The area of a rectangle is its length times width. The area of a triangle is one half its base times height. The
area of a circle is π times the square of its radius. Trapezoids, parallelograms, regular polygons, and unions of such
shapes have calculable areas. But what about more complex shapes? For example, take an arbitrary nonempty overlap
between a square and circle where neither is the circle contained within the square nor is the square contained within
the circle. See figure 6.3.1. Calculus provides a method for calculating its area and hints at the complexity of the
general question. By slicing the shape into smaller and smaller approximating rectangles and adding up the areas of
those rectangles, the area can be approximated more and more accurately. The limit of these areas as the widths of the
approximating rectangles approach zero is the area of the overlap. If you’ve taken calculus, that probably reminds you
of integration, and it should! If you have not taken calculus, that probably sounds rather confusing and complicated,
and it should! That is really the point. It is not an easy matter to calculate area, even of shapes that are easy to draw.

To stretch the point just a bit further, consider the shapes in figure 6.3.2. The figure on the left is the snail of
Solomon Golomb[10] and features an infinitely spiraling appendage. The figure on the right is referred to as a twin
dragon as it is the union of a pair of dragon curves. Neither of these figures can be drawn with perfect precision
since each has infinitely small detail. The twin dragon is an example of a self-similar fractal with nonzero area. Its
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boundary (perimeter) is infinitely long and infinitely intricate. The more one magnifies the boundary, the more detail
is revealed. While the snail can be formed by a union of infinitely many nonoverlapping triangles in a straightforward
way, making its area calculable, the twin dragon cannot. Even applying calculus to the problem of finding the area of
the twin dragon is not a straightforward matter. Does it even have a calculable area? What does having a calculable
area mean? Are there sets whose areas are not calculable? These questions can be followed deep into measure theory,
a branch of analysis far outside the reaches of this textbook.

With the very definition of area left as an interesting yet unresolved conundrum,

Crumpet 27: A Definition of Area

The area of a bounded region of the plane, a shape S , can be defined as follows. Let R be a polygonal region
containing S , and let PR be a primitive partition of R (a finite set of parallelograms and triangles whose interiors do
not overlap and whose union is R). Define the norm of a partition, denoted ‖PR‖, as the maximum of the areas of the
primitives in PR. Then

area(S ) = lim
‖PR‖→0

∑
p∈PR
p⊆S

area(p)

whenever such limit exists.

it hardly makes practical sense to expect to prove the ways linear transformations affect the areas of general shapes.
The following discussion is inherently incomplete this way. Certain claims regarding area will necessarily remain
unproven.

Areas and determinants

In general, the image of a set S is defined as the set of images of all the points in S . That is, if S is a subset of A
and T : A → B, then the image of S under T is defined by T (S ) = {T (s) : s ∈ S }. This definition is typical in all of
mathematics, not just linear algebra, and applies no matter the sets A and B.

To understand how the linear transformation TA : R2 → R2, TA(v) = Av affects areas, it is convenient to write A
as a product of elementary matrices, A = Ep · · · E2E1, as we have done before, assuming A is invertible (page 106).
Since TA(S ) = (TEp ◦ · · · ◦TE2 ◦TE1 )(S ), if we can understand how linear transformations associated with elementary
matrices affect area, we have a chance of understanding how general linear transformations affect area.

If E is a row swap matrix, then TE is a reflection about the line y = x, so in this case area(TE(S )) = area(S ).
Reflections do not change areas. If E is a row replace matrix, then TE is a shear transformation, and it is a known result
of calculus that shear transformations do not affect area, so again area(TE(S )) = area(S ). If E is a row scale matrix,
then TE scales shapes either horizontally or vertically—not both!—by a factor of s, so area(TE(S )) = |s| · area(S ).
In every case, area(TE(S )) = | det E| · area(S ) (the determinant of a row swap matrix is −1, the determinant of a row
replace matrix is 1 and the determinant of a row scale matrix with scale factor s is s). It follows that

area (TA(S )) = area
(
(TEp ◦ · · · ◦ TE2 ◦ TE1 )(S )

)
= area

(
TEp

(
· · ·

(
TE2

(
TE1 (S )

))
· · ·

))
= | det Ep| · · · | det E2| · | det E1| · area(S )
= | det A| · area(S ).

If A is noninvertible, then one of the columns of A is a multiple of the other, so any linear combination of the
columns is also a multiple of that column. Therefore, the image of any vector, which is a linear combination of the
columns of A, is a multiple of that column. Thus the image of every vector lies on the line determined by that column,
giving the image of any shape zero area. The entire image is contained within a line. Of course, | det A| = 0, so again
we have area(TA(S )) = | det A| · area(S ).
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Areas and eigenvalues
Let A be a 2 × 2 matrix with linearly independent eigenvectors v1 and v2 corresponding to eigenvalues λ1 and λ2
respectively. Then TA(v1) = λ1v1 and TA(v2) = λ2v2. In fact, if we let S = {v1 + αv2 : 0 ≤ α ≤ 1}, the line segment
from v1 to v1 + v2, then TA(S ) = {TA(v1 + αv2) : 0 ≤ α ≤ 1} = {λ1v1 + αλ2v2 : 0 ≤ α ≤ 1} is the line segment from
TA(v1) to TA(v2). Further analysis of line segments shows that the image of the parallelogram determined by v1 and
v2 is the parallelogram determined by TA(v1) and TA(v2). Can you supply this analysis? Answer on page 215.

Letting P be the parallelogram determined by v1 and v2, we see that TA scales P in the v1 direction by a factor
of λ1 and in the v2 direction by factor λ2. Therefore, the area of TA(P) equals |λ1λ2| times the area of P. Since
we have been arguing that linear transformations scale the areas of all shapes the same way, we have generally that
area(TA(S )) = |λ1λ2| · area(S ) for any shape whose area is measurable. With respect to the eigenvectors of A, TA is a
simple scaling.

Now we have that

area(TA(S )) = | det A| · area(S )
and

area(TA(S )) = |λ1λ2| · area(S ).

It must be, then, that | det A| = |λ1λ2|, a true statement about any 2 × 2 matrix! The statement can be made much
stronger, however, as in the following theorem.

Theorem 15. [Determinant and the Product of Eigenvalues] If A is an n × n matrix and λ1, λ2, . . . , λn are its n
(possibly complex) eigenvalues, then

det A =

n∏
i=1

λi = λ1λ2 · · · λn.

Some but not all parts of the justification of this theorem are straightforward. For example, if A is upper triangular,
then the conclusion follows quickly. As we have seen, det A is the product of the entries on the main diagonal. That
is, det A =

∏n
i=1 Ai,i. The characteristic equation

0 = det(A − λI)

= det




A1,1 − λ ? · · · ?
0 A2,2 − λ · · · ?
...

...
. . .

...
0 0 0 An,n − λ




= (A1,1 − λ)(A2,2 − λ) · · · (An,n − λ)

has solutions A1,1, A2,2, . . . , An,n, so the eigenvalues of A are the entries on the main diagonal of A. Hence
∏n

i=1 Ai,i =∏n
i=1 λi completing the proof for upper triangular matrices.

If A is any matrix, the conclusion follows from two facts.
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1. The determinant and eigenvalues of P−1AP are the same as the determinant and eigenvalues of A for any
invertible n × n matrix P (see theorem 14).

2. For any n × n matrix A, there is an n × n matrix P such that P−1AP is upper triangular (see crumpet 28).

Given these two facts, if U = P−1AP, then det A = det U and the eigenvalues of A are the eigenvalues of U by fact
1 (theorem 14). Now if P is that special matrix such that U is upper triangular, as guaranteed to exist by fact 2, then
the determinant of U (which equals the determinant of A) and the product of the eigenvalues of U (which equals the
product of the eigenvalues of A) are both

∏n
i=1 Ui,i and therefore equal. This concludes the proof of the theorem for

general matrices.

Crumpet 28: Triangularization

For a square matrix M, P−1 MP is a triangularization of M whenever P−1 MP is upper triangular. We wish to show
that there is a triangularization of any n×n matrix. Triangularization of a 1×1 matrix is simple enough since all 1×1
matrices are upper triangular. Choose, P =

[
1

]
for example. Proceeding by induction, assume a triangularization

exists for every (k − 1) × (k − 1) matrix for some k ≥ 2, and let M be a particular but arbitrary k × k matrix. Take any
eigenpair λ, v of M and find vectors u1,u2, . . . ,un−1 such that {v,u1,u2, . . . ,un−1} is linearly independent. This set can
always be found since v must have at least one nonzero entry (0 is not a permissible eigenvector). Assuming vi,1 , 0,
we may take {v,u1,u2, . . . ,un−1} = {v} ∪ {I:, j : j , i}. Setting Q =

[
v u1 u2 · · · un−1

]
, Q is invertible (its

columns are linearly independent), and

Q−1 MQ = Q−1 M
[

v u1 u2 · · · un−1

]
=

[
Q−1 Mv Q−1 Mu1 Q−1 Mu2 · · · Q−1 Mun−1

]
=

[
λQ−1v Q−1 Mu1 Q−1 Mu2 · · · Q−1 Mun−1

]
.

While we cannot say much about Q−1 Mu j for any j, we can say λQ−1v = λI:,1 because Q−1Q =

Q−1
[

v u1 u2 · · · un−1

]
= I. Q−1 times the first column of Q must be the first column of I. Hence we

have

Q−1 MQ =



λ ? ? ? ?

0 ? ? ? ?

0 ? ? ? ?
... ? ? ? ?

0 ? ? ? ?


.

By the inductive hypothesis, there is a triangularization of (Q−1 MQ)\1,1. Let R be such that R−1(Q−1 MQ)\1,1R is upper

triangular, and set Q̂ =

[
1 0
0 R

]
. Then Q̂−1 =

[
1 0
0 R−1

]
and

Q̂−1(Q−1 MQ)Q̂ =

[
1 0
0 R−1

] [
λ ?

0 (Q−1 MQ)\1,1

] [
1 0
0 R

]
is upper triangular. Hence (QQ̂)−1 M(QQ̂) is a triangularization of M and we set P = QQ̂. This result suffices
for our purposes, but the result can be strengthened to specify that QQ̂ have a certain property, a so-called Schur
decomposition.

Hence we have two ways to measure the effect of a linear transformation on the plane. In rough terms, a linear
transformation expands or compresses areas by a factor equal to the absolute value of the determinant, which is equal
to the absolute value of the product of the eigenvalues, of its standard matrix. More precisely a linear transformation
expands or compresses areas in the direction of each eigenvector by a factor equal to the absolute value of the
associated eigenvalue.
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Determinants, eigenvalues, and volumes
The analysis of elementary 3 × 3 matrices follows much along the same lines as the analysis of 2 × 2 matrices in
section 4.4. Vectors in R3 can be imagined as arrows or points just as they are in R2. Images of cubes in R3 under
transformations associated with elementary matrices analogous to the images of the coffee cup in R2 can be derived.
They will also be a collection of reflections, shears, and scalings. Rotation in R3 can be accomplished by a compostion
of scalings and shears just as in R2. Noninvertible 3 × 3 matrices can be described by compositions of elementary
matrices and projections as well. Hence theorem 11 can be proved for linear operators on R3. Generally, if the
2’s of the present section are replaced by 3’s and the word area is replaced by the word volume, the discourse still
applies with only minor additional modification. To illustrate, for 3 × 3 matrices M with eigenvalues λ1, λ2, λ3, and
three-dimensional regions of space, R,

volume(TM(R)) = | det M| · volume(R)
= |λ1λ2λ3| · volume(R)

and the concluding paragraph in the discussion of transformations of the plane might be rephrased for transformations
of space as follows.

We have two ways to measure the effect of a linear transformation on space, R3. In rough terms,
a linear transformation expands or compresses volumes by a factor equal to the absolute value of the
determinant ,which is equal to the absolute value of the product of the eigenvalues, of its standard ma-
trix. More precisely a linear transformation expands or compresses volumes in the direction of each
eigenvector by a factor equal to the absolute value of the associated eigenvalue.

Crumpet 29: Hyperspace

The main results of this section and the previous are stated and hold for Rn, giving an enterprising individual a basis
to extend the ideas of area and volume to dimensions higher than 3! The notion of a hypercube (in hyperspace) is
exactly this enterprise.

Affine Transformations
Translations, transformations of the form T : Rn → Rn,

T (x) = x + c,

are not linear for any c , 0. Can you provide a justification? Answer on page 6.3. But because their geometric
effect is to simply displace all points by the same distance and direction, they do not change the shapes of figures and
therefore do not change areas or volumes of figures. For a translation T , area(T (S )) = area(S ) for any set S with
measurable area.

Affine transformations, compositions of linear transformations with translations, are consequently not linear ei-
ther, but their effect on areas is predictable. They scale areas in exactly the same manner as their linear parts. For an
affine transformation F : Rn → Rn,

F(x) = Ax + c

for some matrix A and vector c and area(F(S )) = |det A| · area(S ) for any set S with measurable area.

Key Concepts
set image For any transformation (map or function) f : A→ B and subset S of A,

f (S ) = { f (s) : s ∈ S }
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determinant and area For any linear transformation TA : R2 → R2 and any subset S of R2 with measurable area,

area(TA(S )) = |det A| · area(S )

determinant and volume For any linear transformation TA : R3 → R3 and any subset S of R3 with measurable
volume, r

volume(TA(S )) = |det A| · volume(S )

determinant and eigenvalues The determinant of any square matrix is the product of its eigenvalues.

triangularization For any square matrix M there is an invertible matrix P such that P−1MP is upper triangular.

affine transformation The composition of a linear transformation with a translation.

Exercises
1. Find the area of the parallelogram with vertices

(a) (0, 0), (2, 3), (5,−1), (3,−4) [S]-328

(b) (0, 0), (1, 8), (−1, 5), (−2,−3)

(c) (0, 0), (−5, 6), (7, 18), (12, 12)

(d) (4, 5), (8, 11), (16, 12), (12, 6) [S]-329

(e) (−1, 3), (3,−1), (9,−4), (5, 0)

(f) (4,−2), (11,−5), (9,−10), (2,−7)

2. Use the fact that area(TA(S )) = |det A| · area(S ) to justify
the claim that the area of the parallelogram determined
by the columns of a 2 × 2 matrix A is |det A|. Alterna-
tively, justify the claim that the area of the parallelogram
determined by two vectors (anchored at the origin) is the
absolute value of the determinant of the matrix whose
columns are the two vectors.

3. Calculate the area of the triangle as half of a determinant.
See exercise 2 for a hint.

(a)

-1-1 11 22 33 44 55 66 77 88 99

-1-1

11

22

33

44

55

66

00

(b)

-2-2 -1-1 11 22 33 44 55 66 77 88

-2-2

-1-1

11

22

33

44

55

00

[S]-329

(c)

-8-8 -7-7 -6-6 -5-5 -4-4 -3-3 -2-2 -1-1 11 22

-2-2

-1-1

11

22

33

44

55

00

(d)

4. The image of the hexagon with adjacent vertices (0, 0),
(2, 0), (2, 1), (1, 1), (1, 2), (0, 2) under the transformation
T (x) = Ax where A is a 2 × 2 matrix is shown. What is
the absolute value of the determinant of A?
[A]-361

-4.5-4.5 -4-4 -3.5-3.5 -3-3 -2.5-2.5 -2-2 -1.5-1.5 -1-1 -0.5-0.5

-0.5-0.5

0.50.5

11

1.51.5

22

2.52.5

5. What are the eigenvalues of the matrix A of question 4
assuming no reflection? [A]-361
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6. Suppose M factors as P−1UP. Use the information to
find (i) det M and (ii) the eigenvalues of M.

(a) U =

[
−4 −9
0 5

]
; P =

[
12 −10
10 4

]
[S]-329

(b) U =

[
−6 12
0 −8

]
; P =

[
−12 10
−7 8

]

(c) U =

 −11 −4 −7
0 0 −12
0 0 12

;
P =

 4 9 11
−5 1 −6
−7 −3 6


(d) U =

 −11 4 11
0 −5 −2
0 0 3

;
P =

 12 8 −12
−6 −10 1
6 −11 4


7. Use SageMath to verify your answers in question 6 by

calculating M and having SageMath compute the deter-
minant and eigenvalues.

(a) 94 [S]-329

(b) 95

(c) 96

(d) 97

8. Use the fact that volume(TA(S )) = |det A| · volume(S )
to justify the claim that the volume of the parallelepiped
determined by the columns of a 3 × 3 matrix A is det A.

9. Let S be the unit square with opposite corners (0, 0) and
(1, 1). Sketch the image of S under the affine transfor-
mation T (x) = Ax + c.

(a) A =

[
1/2 0
0 1/2

]
; c =

[
1/2
0

]
(b) A =

[
0 −1/2

1/2 0

]
; c =

[
1

1/2

]
[A]-361

(c) A =

[
0 1/2
−1/2 0

]
; c =

[
0

1/2

]
10. Let S be the triangle with vertices (0, 0), (1, 1), and

(−1, 1) and suppose F and G are affine transformations
such that F(S ) is the triangle with vertices (0, 0), (0, 1),
and (−1, 1); and G(S ) is the triangle with vertices (0, 0),
(1, 1), and (0, 1). Draw S , F(S ), and G(S ) and use your
sketch to determine the determinants of the linear parts
of F and G?

11. Crumpet 28 outlines a recursive procedure for triangular-
izing any matrix. It is constructive, giving an algorithm
for finding the traignularizing matrix P. Use it to find P
such that P−1 MP is upper triangular. One eigenvalue of
M is given.

(a) M =

[
13 −8
20 −13

]
; λ = −3 [S]-330

(b) M =

[
22 −7
28 −13

]
; λ = −6

(c) M =

[
11 −8
2 1

]
; λ = 3 [A]-361

(d) M =

 −9 7 28
−11 −27 −28

8 8 12

; λ = 12

(e) M =

 −34 −50 −24
37 53 24
−26 −35 −14

; λ = 4 [A]-361

(f) M =

 78 −50 −54
−167 135 186
201 −150 −193

; λ = 5

[A]-330

12. Prove that any square matrix M can be factored as
PUP−1 for some invertible matrix P and upper triangular
matrix U.

13. Suppose M is invertible. What can you say about the
eigenvalues of MT M? HINT: see exercise 2 of section
3.7.

Answers

further analysis The parallelogram determined by v1 and v2 is the set S = {βv1 + αv2 : 0 ≤ α, β ≤ 1} so its image is

TA(S ) = TA ({βv1 + αv2 : 0 ≤ α, β ≤ 1})

= {TA(βv1 + αv2) : 0 ≤ α, β ≤ 1}
= {βTA(v1) + αTA(v2) : 0 ≤ α, β ≤ 1}
= {βλ1v1 + αλ2v2 : 0 ≤ α, β ≤ 1}

which is the paralelogram determined by TA(v1) and TA(v2).

translations are not linear On the one hand,

T (x + y) = x + y + c

https://sagecell.sagemath.org/?z=eJxTVnDOzy3ISS1JVSjJSFVIzk9J5eUKULBVyE0sKcqs0DDSMdKJNjTS0TU00AEik1hNXq5QNGldEx1dSx0DHVOQpC9QMkAvM68stag4VUNTK1QrAABvMhp5&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxTVnDOzy3ISS1JVSjJSFVIzk9J5eUKULBVyE0sKcqs0DDSMdKJ1jU00jE00NE117GI1eTlCkWXNtMBKgDKg2V9gbIBepl5ZalFxakamlqhWgEAiVkarw==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxTVnDOzy3ISS1JVSjJSFVIzk9J5eUKULBVyE0sKcqs0DDWMdaJNtGx1DE01NE11QESZjq65jq6xjpmsZq8XKFoKnVBykxAKgyAUNfQCEwbGoHU-gLVBuhl5pWlFhWnamhqhWoFAAAgCh9J&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxTVnDOzy3ISS1JVSjJSFVIzk9J5eUKULBVyE0sKcqs0DDWMdaJNjTSsdDRBZK6ZkDKQMdQB0Qb6pjEavJyhaIpBkvoAAkDHV1THV0jIG2gYwxS6QtUGaCXmVeWWlScqqGpFaoVAAA2_x9y&lang=sage&interacts=eJyLjgUAARUAuQ==
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and on the other hand,

T (x) + T (y) = (x + c) + (y + c)
= x + y + 2c

so T (x + y) , T (x) + T (y) whenever c , 0.
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6.4 Approximation [4.1, 4.6, 5.1, 5.3]
From the very beginning of our discussion of linear systems, we acknowledged that there were systems with no
solution (see section 2.1 exercise 4). This was a familiar state of affairs as you undoubtedly have seen equations like
x2 + 1 = 0, sin θ = 2, and 1

2+et = 3, all of which have “no solution”. Full disclosure, if your instructor or textbook
claimed equations such as these had no solution, what they meant was no real number solution. All three equations
have complex number solutions.

√
−1, sin−1(2), and ln

(
− 5

3

)
are perfectly well defined complex numbers, and are,

respectively, solutions of the three equations. It’s possible you studied complex numbers enough to know this already,
but it’s also possible this comes as a revelation. No worries either way.

Linear systems with no solution are different. When we say they have no solution, they have no integer solution,
no rational number solution, no real number solution, and no complex number solution. They simply have no solution.
What more is there to say?

The linear equation
54x + 30y = 17 (6.4.1)

has no integer solution. This can be seen by factoring a 6 from the left-hand side:

6(9x + 5y) = 17

showing that the left side is, for any integers x and y, a multiple of 6 while the right side is not. The best we can hope
for are integers x and y that make 54x + 30y close to 17. To say it another way, we can look for integers x and y so
that

|(54x + 30y) − 17|

(the distance between 54x + 30y and 17) is small. In fact, if we could find a minimum of this quantity, that would
mean something. Among all the pairs of integers x and y, this pair (or these pairs) make 54x + 30y as close to 17 as
possible. Can you find the minimum possible value of |(54x + 30y) − 17| for integers x and y? Answer on page 224.

54(−34) + 30(78) = 18, so (x̂, ŷ) = (−34, 78) is a best approximation of an integer solution of (6.4.1). The pair
(−34, 78) does not solve (6.4.1), but it makes its two sides as close as possible using integers. That is,

|(54x̂ + 30ŷ) − 17| ≤ |(54x + 30y) − 17|

for all integer pairs (x, y). Even when an equation has no solution, it may have a best approximation.
Using this discussion as a model for linear systems with no solution, we ask whether inconsistent systems

Mv = b

have a best approximation. That is, can we find v̂ such that

‖Mv̂ − b‖ ≤ ‖Mv − b‖

for all v? For example,  1 −3
4 9
−9 6


[

x
y

]
=

 8
5
7

 (6.4.2)

is inconsistent. Can you show this? Answer on page 224. To say it another way,

 8
5
7

 is not in the column space of 1 −3
4 9
−9 6

, hinting at how to find a best approximation—look inside the column space of

 1 −3
4 9
−9 6

 for a vector

that is as close to

 8
5
7

 as possible.

Actually, we have done this to some extent already! b =

[
3
4

]
is not in the column space of M =

[
1
1

]
since

b is not a multiple (linear combination) of M:,1. Nonetheless there is a multiple (linear combination) of M:,1 that is
closest to b. Geometrically, this means there is a point on the line determined by M:,1 closest to b. This situation is
diagrammed here.
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We know the shortest distance between a point and a line is measured perpendicularly. The point on the line where
this shortest distance occurs coincides exactly with the orthogonal projection of b onto M:,1, as diagrammed here.

-4-4 -3-3 -2-2 -1-1 11 22 33 44 55 66 77 88
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Helpful to this discussion is to see orthogonal projection as projecting a vector onto a subspace (rather than a vector).
The line determined by M:,1 is a subspace of R2 as it is the span of M:,1.

In three dimensions, there is a point in a plane nearest any point/vector not in that plane. That point occurs exactly
at the projection of the vector onto the plane (and that plane is a subspace of R3). Again, projection is best viewed as
projecting a vector onto a subspace.

With this in mind, we have to address the questions of (i) how to project a vector onto a subspace of dimension
greater than one and (ii) whether that projection is always the nearest point/vector within the subspace. A lot of this
work has already been done, but there is a bit more to do now. Question 22 of section 5.3 provides a good backdrop
for this conversation.

First, let B = {b1,b2, . . . ,bp} be an orthogonal basis for a subspace W of an inner product space V . Then the
orthogonal projection of any v in V onto W, denoted projWv, is defined by

projWv = projb1
v + projb2

v + · · · + projbp
v.

Because each projection is a multiple of one of the basis elements, this is a linear combination of the basis elements
and therefore lies in W. Next, we will need some terminology.

If W is a subspace of an inner product space V and v is orthogonal to every vector in W, then we say v is
orthogonal to W. The set of all vectors in V orthogonal to W is called the orthogonal complement of W and is
denoted W⊥ (read “W perp”). Can you show that W⊥ is a subspace of V? Answer on page 224.

Just as v and v − projwv are orthogonal for any vectors v and w of an inner product space V (see section 5.3), we
can now show that v and v − projWv are orthogonal for any vector v and subspace W of an inner product space V .
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Letting {b1,b2, . . . ,bp} be an orthogonal basis of W,

〈v − projWv,b j〉 =
〈
v −

(
projb1

v + projbp
v + · · · + projbp

v
)
,b j

〉
=

〈
v,b j

〉
−

〈
projb1

v,b j

〉
−

〈
projbp

v,b j

〉
− · · · −

〈
projbp

v,b j

〉
=

〈
v,b j

〉
−

〈
projb j

v,b j

〉
=

〈
v,b j

〉
−

〈
〈v,b j〉

〈b j,b j〉
b j,b j

〉
=

〈
v,b j

〉
−
〈v,b j〉

〈b j,b j〉

〈
b j,b j

〉
= 0

for each j = 1, 2, . . . , p, so v − projWv is orthogonal to every element of a basis of W. This is enough to show that
v−projWv is orthogonal to every vector in W and therefore v−projWv is in W⊥. Can you provide the details? Answer
on page 224. This leads to the following theorem.

Theorem 16. [Orthogonal Decomposition] Let W be a subspace of an inner product space V. Each v ∈ V can be
written uniquely as a sum

v = w + w⊥

where w ∈ W and w⊥ ∈ W⊥.

Existence: we have just shown that v − projWv is in W⊥. Since projWv is in W and

v = projWv + (v − projWv)

we have existence.
Uniqueness: suppose v = ŵ+ ŵ⊥ for some (possibly other) ŵ in W and ŵ⊥ in W⊥. Then, of course, w+w⊥ = ŵ+ ŵ⊥
so w − ŵ = ŵ⊥ − w⊥. Noting that w − ŵ is in W and ŵ⊥ − w⊥ is in W⊥, we have 〈w − ŵ, ŵ⊥ − w⊥〉 = 0. Setting
x = w − ŵ = ŵ⊥ − w⊥, this means

〈x, x〉 = 〈w − ŵ, ŵ⊥ − w⊥〉 = 0,

so x = 0 and therefore w = ŵ and ŵ⊥ = w⊥.

Corollary 17. v = projWv + (v − projWv) is the unique decomposition of v into the sum of two vectors, one in W and
one in W⊥.

Finally, we are ready to answer our original question. In the form of a theorem, we have the following.

Theorem 18. [Best Approximation] If W is a subspace of an inner product space V and v is in V, then w = projWv
is the closest vector to v in W.

Justification of theorem 18 relies on a generalization of the Pythagorean theorem. Can you prove that if u and v
are orthogonal (vectors of an inner product space), then ‖u + v‖2 = ‖u‖2 + ‖v‖2? Answer on page 225. Now let ŵ be
any vector in W, ŵ , w. Since v − w is in W⊥ and w − ŵ is in W, they are orthogonal, and the Pythagorean applies.
But (v − w) + (w − ŵ) = v − ŵ so

‖v − ŵ‖2 = ‖v − w‖2 + ‖w − ŵ‖2 .

Since ŵ , w, ‖w − ŵ‖2 > 0 and therfore ‖v − ŵ‖2 > ‖v − w‖2. In other words, w is the closest point to v in W.

Corollary 19. [Best Approximation for a Linear System] Given any m × n matrix M and vector b in Rm, let W be
the column space of M. Then any solution of Mv̂ = projWb for v̂ is a best approximation to a solution of Mv = b.

Can you use theorem 18 to prove theorem 19? Answer on page 225. Finally, we can return to (6.4.2) and provide
an answer. We need to project

b =

 8
5
7


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onto W, the column space of

M =

 1 −3
4 9
−9 6

 .
This requires an orthogonal basis of the column space of M. Using Gram-Schmidt orthogonalization, let

w1 = M:,2 =

 −3
9
6


and

w2 = M:,1 − projw1
M:,1 =

 1
4
−9

 − 〈M:,1,w1〉

〈w1,w1〉

 −3
9
6

 =

 1
4
−9

 − −1
6

 −3
9
6


=

1
2

 1
11
−16

 .
Taking (scalar multiples of w1 and w2)

{b1,b2} =


 −1

3
2

 ,
 1

11
−16




as the orthogonal basis of the column space of M, the projection of b onto W is

projWb = projb1
b + projb2

b =
〈b,b1〉

〈b1,b1〉
b1 +

〈b,b2〉

〈b2,b2〉
b2

=
3
2

b1 −
7

54
b2 =

1
27

 −44
83
137

 .
Hence

1
27

 −44
83

137

 ≈
 −1.63

3.07
5.07


is the closest vector to  8

5
7


in the column space of M. The distance between these two vectors happens to be∥∥∥∥∥∥∥∥ 1

27

 −44
83

137

 −
 8

5
7


∥∥∥∥∥∥∥∥ =

1
27

∥∥∥∥∥∥∥∥
 −44

83
137

 −
 8

5
7


∥∥∥∥∥∥∥∥ =

1
27

∥∥∥∥∥∥∥∥
 −52

78
130


∥∥∥∥∥∥∥∥

=
26
27

√
38 ≈ 5.936

and there is no vector in the column space of M closer to b. Hence the solution of Mv̂ = projWb,

 1 −3
4 9
−9 6

 v̂ =

1
27

 −44
83

137

, gives the best approximation of a solution:

 1 −3 − 44
27

4 9 83
27

−9 6 137
27

→
See figure 6.4.1.
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Figure 6.4.1: Best Approximation of a Solution of

 1 −3
4 9
−9 6


[

x
y

]
=

 8
5
7



Key Concepts
best approximation of Mv = b is a vector v̂ such that

‖Mv̂ − b‖ < ‖Mv − b‖

for all v , v̂. (M is an m × n matrix, v, v̂ are in Rn and b is in Rm.)

best approximation theorem see theorem 18 and corollary 19.

orthogonal a vector v is orthogonal to a subspace W if v is orthogonal to every vector in W. v is orthogonal to W if
and only if v is orthogonal to every vector in a basis of W.

orthogonal projection of a vector v onto a subspace W, denoted projWv, is defined by

projWv = projb1
v + projb2

v + · · · + projbp
v

for any orthogonal basis {b1,b2, . . . ,bp} of W.

orthogonal complement of a subspace W is the set of all vectors orthogonal to W, denoted W⊥. For any vector v,
v − projWv is in W⊥.

orthogonal decomposition writing v as a sum w + w⊥ where w is in W and w⊥ is in W⊥. See theorem 16.

Exercises

1. What multiple of v lands closest to the point (is a best
approximation)?

(a) v =

[
10
11

]
; (5,−5)

(b) v =

[
7
−6

]
; (12, 1) [S]-331
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(c) v =

[
10
6

]
; (1, 5)

(d) v =

 7
1
5

; (0,−7, 12) [A]-361

(e) v =

 −5
5
−7

; (0,−1, 3)

(f) v =

 12
2
−11

; (−4, 9,−12) [A]-361

(g) v =


2
−11

0
−3

; (0,−9, 7,−4)

(h) v =


−1
−7
11
12

; (−10, 6, 3,−4) [A]-361

(i) v =


8
−5
−6
−9

; (−1, 12,−8,−2)

2. Use orthogonal projection to find the distance between
the point and the line `.

(a) (−10, 12); `(x) = − 11
10 x

(b) (−3,−4); `(x) = 1
5 x [S]-331

(c) (−8, 9); `(x) = 8x

(d) (8, 11); ` =

{
r
[
−3
0

]
: r in R

}
[A]-361

(e) (5,−10); ` =

{
r
[
−1
1

]
: r in R

}

(f) (6,−7, 5); ` =

r

 −3
−11

0

 : r in R


[A]-361

(g) (−4, 1, 12); ` =

r

 5
0
9

 : r in R


(h) (−2, 0, 2,−1); ` =

r


−4
−11
−8
0

 : r in R


[A]-361

(i) (6, 11, 5,−8); ` =

r


5
−12
−8
2

 : r in R


3. Find the orthogonal projection of v onto spanB. B is an

orthogonal set.

(a) v =

[
−8
−9

]
; B =

{[
10
−6

]}
[A]-361

(b) v =

[
−1
−7

]
; B =

{[
4
8

]
,

[
−2
1

]}

(c) v =

 −4
−6
9

; B =


 4

0
−10


 [A]-361

(d) v =

 12
5
−10

; B =


 −7

10
2

 ,
 −6
−4
−1




(e) v =

 9
−12

5

; B =


 −1
−4
5

 ,
 −3

2
1

 ,
 1

1
1




[S]-331

(f) v =


11
−12

4
12

; B =




7
8
−10
11




(g) v =


11
0
−12

5

; B =




12
1
−4
3

 ,


6
−11
10
−7




[A]-361

(h) v =


−2
−8
8
8

; B =



−2
−6
−2
4

 ,


12
−1
−5
2

 ,


26
−7
81
43




4. Find the orthogonal projection of v onto spanS . S is not
an orthogonal set.

(a) v =

[
5
−9

]
; S =

{[
4
−1

]
,

[
−12

3

]}

(b) v =

 7
−7
9

;
S =


 0
−9
−6

 ,
 6
−16

2

 ,
 6
−7
8


 [S]-332

(c) v =

 8
9
−9

;
S =


 −8
−5
12

 ,
 −11
−10
−9

 ,
 7

5
11




(d) v =


−8
−1
8
5

; S =




9
−5
−10
10

 ,

−12
−2
12
−9




[A]-361

(e) v =


4
5
3
−8

;

S =



−5
1

11
5

 ,


4
12
7
11

 ,

−3
9
−6
7



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(f) v =


6
10
0
1

;

S =



−5
9
−10
−11

 ,


1
4
5
8

 ,

−9
−4
−12
−7

 ,


10
−2
−12
−11




[A]-361

5. Is v in W⊥?

(a) v =

[
−1
−5

]
; W = span

{[
−4
1

]}

(b) v =

 0
−8
6

; W = span


 −7

0
0

 ,
 8
−3
−4




[S]-332

(c) v =

 −12
11
−1

; W = span


 5

11
61

 ,
 −3

2
−11




(d) v =

 7
7

12

; W = span


 6

1
−4

 ,
 −4
−7
6




[A]-361

6. For v and W in question 5, find the orthogonal decompo-
sition of v relative to W. [S]-333 [A]-361

7. Solve the system. If it is inconsistent, find a best approx-
imation to a solution.

(a) 98
−6x + 3y − 15z = 7
14x − 7y + 35z = 1
−18x + 9y − 45z = 6

[S]-333

(b) 99
14x + 4y + 2z = 9
3x − y + 6z = 1
−5x − 5y + 10z = 8

(c) 100
7x + 11y + 12z = −6
5x − 8y − 4z = −1

4y − 7z = −2
[A]-361

(d) 101
−4x + 2y − 10z = −11
8x − 4y + 20z = 6
2x − y + 5z = −7

(e) 102
−3x − 6y + 3z = −12
3x − 2y − 19z = −12
2x − 11y − 32z = −37

[A]-361

(f) 103
5x − 3y + z = −4
−10x + 6y − 2z = 8
20x − 12y + 4z = −16

(g) 104
x − 8y + 3z = 10
−11x + 7y − 6z = 4
−9x + 3y − 4z = 9

[A]-361

8. Find a basis for W⊥.

(a) W = span


 10

5
−4




(b) W = span


 7

11
12


 [S]-333

(c) W = span


 −1
−5
3

 ,
 9
−8
−1




(d) W = span


 5
−3
−9

 ,
 −2
−11

5


 [A]-361

9. Argue that for any subspace W of an inner product space
V , dim W + dim W⊥ = dim V .

10. Argue that for any subspace W of an inner product space
V , if v is in W, then projW v = v. [A]-361

11. Argue that for any subspace W of an inner product space
V , the orthogonal decomposition of 0 is 0 + 0.

12. Let W be a subspace of an inner product space V , and let
B be a basis of W. Argue that v is orthogonal to each
vector in B if and only if v is in W⊥. [A]-361

The remainder of the exercises are set within the inner product
space P3(R) with inner product

〈p, q〉 = p(−1)q(−1) + p(0)q(0) + p(1)q(1) + p(2)q(2).

You may find the SageCell at 105 helpful. It
computes this inner product for arbitrary third degree polyno-
mials.

13. What multiple of q lands closest to p (is a best approxi-
mation)?

(a) p = 7x2 − 10x − 5
q = 3x2 + 12x + 6

(b) p = −10x2 + 5x + 4
q = 3x3 + 8x2 − x − 7

(c) p = x3 − 11x2 − 9x + 10
q = 12x3 − x − 5 [S]-334

14. How far off is the best approximation in question
13? [S]-334

15. Find the orthogonal projection of p onto spanB. B is an
orthogonal set.

(a) p = x3 + 3x2 − 6x + 4
B =

{
−6x2 + 2x − 1

}
[A]-361

(b) p = 8x2 − x − 12
B =

{
x3 + 2x2 − 2x + 8

}
(c) p = 2x3 − 9x2 + 9x − 6
B =

{
11x2 + 3x − 1,−4x3 + 8x2 + 17x − 28

}
[A]-361

https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDWMdGJ1jXTMdbRNTTVMdcxNNHRNdcxNtUxBApY6Fjq6JqY6pjFavJyFRRl5pVo-GpaK0BYmgBRnhEk&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDWMdGJNjQBkkY6ljrGOrqGOmY6hjq6piBkaKBjEavJy1VQlJlXouGraa0AYWkCAAd4ECA=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDWMdGJNtcxNNQxNNLRNdMx1dG10NE10dE11DEASuma6-gaxWrychUUZeaVaPhqWitAWJoAMQEQpg==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDWMdGJ1jXRMdLRNTQAYkMdCx0Q10DHDCymY6qjax6ryctVUJSZV6Lhq2mtAGFpAgA98BDR&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDWMdGJ1jXW0TXTARKGRiDSCMiwBHNALEMdXWMgbWweq8nLVVCUmVei4atprQBhaQIAmLQR8A==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDWMdGJNtXRNdYx1NE10dE1NNAx09E10rHQMTIA8ox0QGJmsZq8XAVFmXklGr6a1goQliYATPIRAw==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDWMdGJNtTRtdAx1jE00NE1NNQx19E1A4rqWgKFdE10LGM1ebkKijLzSjR8Na0VICxNACM1EIE=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxljjEOwjAMRfdKvYNVlhZSKUkHFmDjFAgQKil0SePQocfHTiJoYbG_v9-Ps4KjHY2HdjBd17e9seMLhg46uNk7POBpvIE8W0FvYbo0goqmIkDB4O_G55m7LrJ7OElRN6IRtTrnGf5t662QtFW8pXRL3vIJCrGJP6Yrp4rZ9iTPa_oKbFgr1jpqTTqqhi9HHmc8znj88Bh5uuB7O5ZFPFQI7tXHxeTiwt05gYcI16paI9eNKyVLySqYwdOs9DLrvtmLDrnQ0qSpzXBMpzDhGHEs0xTwNy6efqQ=&lang=sage&interacts=eJyLjgUAARUAuQ==
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(d) p = 11x3 + 9x − 10
B =

{
x3 − 9x2 − x − 2,

−4x3 − 12x2 + 3x + 47
}

(e) p = −2x3 − 5x2 + 5x − 11
B =

{
5x2 − 11x + 14, 4x2 − 12x − 5

}
[A]-361

16. Find the orthogonal projection of p onto spanB. B is not
an orthogonal set.

(a) p = 2x3 + x2 − x − 3
B =

{
8x3 + 11x2 − 6x, 9x3 − 7x − 9

}
(b) p = x3 − 5x2 + 12x − 7
B =

{
−3x2 + 3x − 1,−7x3 + 3x + 11

}
[A]-361

(c) p = −10x3 + 10x2 + 11x + 12
B =

{
9x3 − 9x,−6x2 − 1

}

17. Is p in W⊥?

(a) p = 5x3 − x2 + 3x + 2
W = span

{
7x3 + 8x2 − 8x − 1

}
[A]-362

(b) p = 5x3 − 8x2 − 11x + 6
W = span

{
5x3 + 3x2 + 36, 4x2 − x + 2

}
(c) p = x3 + 10x2 − 2x − 4

W = span
{
−4x3 + 3x2 − 2x − 6, 3x3 + 5x2

}
18. For p and W in question 17, find the orthogonal decom-

position of p relative to W. [A]-362

19. Find a basis for W⊥.

(a) W = span
{
1, x, x2 − 2

}
(b) W = span

{
x + 1, x2 − 2x − 2

}
[A]-362

Answers
minimum integer solution We know that |(54x + 30y) − 17| cannot equal zero, so the best we can hope for is to

find integers x and y so that |(54x + 30y) − 17| = 1. That is, (54x + 30y) − 17 = 1 or (54x + 30y) − 17 = −1.
Adding 17 to both sides of these equations, we seek integer solutions of 54x + 30y = 18 or 54x + 30y = 16.
Since 16 is not a multiple of 6, there is no hope of finding integer solutions of 54x + 30y = 16. Since 18 is a
multiple of 6, perhaps there are integer solutions of 54x + 30y = 18. Dividing both sides of the equation by
6, 9x + 5y = 3 or 9x = 3 − 5y. As long as 3 − 5y is a multiple of 9, we will have a solution. For example,
y = −3 makes 3 − 5y = 18 (and x = 2 makes 9x = 18), so one solution is (x, y) = (2,−3). Sure enough,
|(54 · 2 + 30 · −3) − 17| = |108 − 90 − 17| = 1. There are others.

inconsistent system The augmented matrix for the system reduces as follows. 1 −3 8
4 9 5
−9 6 7

→
 1 −3 8

0 21 −27
0 −21 79

→
 1 −3 8

0 21 −27
0 0 52


An echelon form has a pivot in the rightmost column (the third row represents the equation 0 = 52), so the
system is inconsistent.

W⊥ is a subspace Let u and v be in W⊥ and c be scalar. (By definition, 〈u,w〉 = 〈v,w〉 = 0 for all w in W). Then for
any w in W,

〈0,w〉 = 〈0w,w〉 = 0〈w,w〉 = 0

and
〈u + v,w〉 = 〈u,w〉 + 〈v,w〉 = 0

and
〈cu,w〉 = c〈u,w〉 = c · 0 = 0

so 0, u + v, and cu are all in W⊥. Since W⊥ is a subset of V , this is sufficient to show that W⊥ is a subspace.

v − projWv is in W⊥ Suppose v is orthogonal to every element of any basis B = {b1,b2, . . . ,bp} of a subspace W.
Then for any scalars c1, c2, . . . , cp,

〈v, c1b1 + c2b2 + · · · + cpbp〉 = 〈v, c1b1 + c2b2 + · · · + cpbp〉

= 〈v, c1b1〉 + 〈v, c2b2〉 + · · · + 〈v, cpbp〉

= c1〈v,b1〉 + c2〈v,b2〉 + · · · + cp〈v,bp〉

= 0.
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Since every vector in W has the form c1b1 + c2b2 + · · · + cnbp, this shows v is orthogonal to every vector in W
and therefore is in W⊥.

REMARK: Note that if v is in W⊥, then v is orthogonal to every element of any basis B (since v is orthogonal
to every vector in W—including basis vectors). Altogether we have that v is in W⊥ if and only if v is orthogonal
to every element of a basis of W.

Pythagorean theorem Because u and v are orthogonal, 〈u, v〉 = 0 and therefore

‖u + v‖2 = 〈u + v,u + v〉 = 〈u,u〉 + 2〈u, v〉 + 〈v, v〉 = 〈u,u〉 + 〈v, v〉

= ‖u‖2 + ‖v‖2 .

theorem 18 implies corollary 19 Corollary 19 is the special case of theorem 18 where W is the column space of M,
V = Rm and v = b.
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Chapter 7
Further Applications

7.1 Linear Regression [6.4]
Perhaps the most ubiquitous application of linear algebra outside the boundaries of mathematics is linear regression,
used to test hypotheses and produce models of phenomena in innumerable fields including meteorology, criminology,
economics, materials science, archaeology, enginering, and psychology [21, 8, 16, 6, 1, 23, 3]. Anywhere two or more
quantities are suspected of correlation, regression analysis can be performed. In its simplest form, two quantities are
suspected of having a linear relationship. Data are collected on the two quantities, and a model (linear function)
predicting one quantity based on the other is produced and analyzed.

For example, it is well known that the distance a gas or diesel powered vehicle is driven (in miles, for example) is
more or less directly proportional to the volume of fuel (in gallons, for example) consumed. Also understood is that
highway driving generally uses less fuel per mile than city driving. This is why statistics on new cars will include
both a highway and a city mileage estimate. The graphs in figure 7.1.1 were produced from the February driving data
for a 2010 VW Jetta Sportwagen TDI in the chart below. Only February data are considered because it is also known
that ambient temperature affects a combustion engine’s efficiency. This car was driven in New England, where the
average temperature in February is around 30◦F, 0◦C.

The graphs confirm the claims that driving longer distances requires more fuel (left graph) and that highway
driving uses fuel more efficiently than city driving (as average speed increases so does mileage, right graph). When
trends like these are observed, linear regression provides a way to quantify the relationship between the variables in
the form of a function. This function can then be used to predict one quantity from the other.

Fill-up Elapsed Average Price per
Date Miles Gallons Speed Gallon

02/08/12 450 13.25 21.739 4.36
02/23/12 685 18.101 29.783 4.40
02/17/13 394 12.956 18.098 4.36
02/01/14 445 12.014 29.568 4.38
02/16/14 432 12.696 28.571 4.60
02/26/14 529 13.861 27.696 4.46
02/06/15 453 13.233 24.486 3.25
02/22/15 357 10.142 34.932 3.00
02/12/16 442 12.11 27.625 2.30
02/16/17 455 13.971 26.045 2.68
02/02/18 446 13.343 27.328 3.10
02/20/18 441 13.003 27.947 3.15

Let’s say the owner of this vehicle is planning a trip from New Haven, CT to Augusta, ME (approximately 600-
miles round trip) next February and is interested in how much fuel will be used. Perhaps the simplest way to estimate
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Figure 7.1.1: Graphs of Diesel Data
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is to sum the elapsed miles, sum the gallons, and divide. This gives an average of about 0.0286996 gallons per mile.
A 600-mile trip at this rate of consumption would require 0.0286996 · 600 = 17.21976 gallons of diesel.

For this application, that is probably good enough. However, we can do slightly better using linear regression.
We know that fuel consumed is (roughly) directly proportional to miles driven, so they are related by a function of
the form y = kx. Either variable can represent either quantity, but since we are interested in predicting fuel required
given distance driven, we are looking for a function of the form f (x) = kx where x = distance driven and f (x) is the
fuel required. The simple average calculated above produces the model f (x) = 0.0286996x, but is this the best value
for k?

It depends on how you define “best value”, but one reasonable definition is to minimize the sum of the squared
errors, where an error, also known as a residual, is the difference between an observed response and the modeled
response to the same input. For example, 12.956 is the observed response to the input 394 (observed on 02/17/13). The
modeled response, using f (x) = 0.0286996x, is f (394) = 0.0286996 · 394 ≈ 11.308 gallons, however. The error, or
residual, for this observation is therefore 11.308− 12.956 or −1.648 gallons. The squared error is (−1.648)2 ≈ 2.716.
A similar squared error can be calculated for each observation. The sum of the squared errors is, accurate to 5 decimal
places, 9.30835.

As a linear algebra problem, finding the best value of k in this sense amounts to finding the best approximation
(see corollary 19) of Mv = b where

M =



450
685
394
...

441


, v =

[
k

]
, b =



13.25
18.101
12.956

...
13.003


since

‖Mv − b‖ =

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

450k − 13.25
685k − 18.101
394k − 12.956

...
441k − 13.003

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
=

√
(450k − 13.25)2 + · · · + (441k − 13.003)2,

the square root of the sum of the squared errors. And 19 tells us the best approximation is the projection of b onto the
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column space of M. Letting W be the column space of M,

projWb = projM:,1
b =

b · M:,1

M:,1 · M:,1
M:,1 =

74639.689
2619895

(7.1.1)

≈ 0.0284896M:,1

so the best value of k is 0.0284896 (giving about 17.09 gallons for a 600-mile trip). The sum of the squared errors for

the model f (x) = 0.0284896x is
∥∥∥∥M

[
0.0284896

]
− b

∥∥∥∥2
≈ 9.19278—slightly lower than the 9.30835 we got from

the model f (x) = 0.0286996x. Plotting the model on the same axes as the data illustrates the closeness of fit.
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The driving data provide other opportunities for linear regression. Plotting the price of diesel over time produces
the following graph.
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This graph shows an overall downward trend in price over the six year span of the data. Linear regression can be used
to capture this overall trend. If we are interested in an average decresase in price over this time span, we could find
the best fit model of the form p(t) = p0 + rt, a linear model whose slope estimates the average annual drop in price.

As a linear algebra problem, we wish to find the best approximation to Mv = b where M holds the inputs, b holds
the responses, and v holds the unknown parameters p0 and r. In this case, the input variable is time, which we will
measure in days since 1 February 2012:

M =



1 7
1 22
1 382
...

...
1 2211


, v =

[
p0
r

]
, b =



4.36
4.40
4.36
...

3.15


,
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which has best approximation [
p0
r

]
≈

[
4.55591498045673
−0.000845069933663

]
. (7.1.2)

Since we measured time in days, r represents the average change in price per day, not year. To get an annual change,
we multiply r by 365 to get −0.308, an average decrease of approximately 31 cents per year.

The graph of diesel price over time does not indicate a steady decline, however. While the overall trend is
downward, there is a fluctuation as well. A more accurate model of the actual price over this time period would come
from a model that caputures this fluctuation. For example, a model of the form f (t) = p0 + rt + α sin(ωt) + β cos(ωt)
might provide reasonable results since it includes a linear portion (p0 +rt) to capture the overall decrease and periodic
portion (α sin(ωt) + β cos(ωt)) to capture the fluctuation. However, linear regression only approximates parameters
that vary linearly with respect to the response and f (t) = p0 + rt + α sin(ωt) + β cos(ωt) does not vary linearly with
respect to its parameters.

Crumpet 30: Linear Variation

If the value of a function for each set of fixed inputs is a linear combination of its parameters, we say the function
varies linearly with respect to its parameters or is linear in its parameters. Otherwise the function is nonlinear in its
parameters.

For example, f (1) = p0 + r + α sin(ω) + β cos(ω) is not a linear combination of p0, r, α, β, and ω. It does not
take the form a0 p0 + a1r + a2α + a3β + a4ω. However, after fixing ω = 2π

5×365 , ω is no longer a parameter and
f (1) = p0 + r + sin

(
2π

5×365

)
·α+ cos

(
2π

5×365

)
· β is a linear combination of its parameters p0, r, α, β, and f is so for every

other value of t too. Setting the value ω = 2π
5×365 gives the sine and cosine functions a 5-year period.

As a linear algebra problem, we wish to find the best approximation to Mv = b where M holds the inputs, b holds
the responses, and v holds the unknown parameters. Again, time will be measured in days since 1 February 2012.

M =

t sin(ωt) cos(ωt)

1 7 0.0172134 0.999852
1 22 0.0540754 0.998537
1 382 0.807206 0.590269
...

...
...

...
1 2211 −0.748605 0.663016


, v =


p0
r
α
β

 , b =



4.36
4.40
4.36
...

3.15


,

which has best approximation 
p0
r
α
β

 ≈


4.47274711624545
−0.000907047402863

0.71642901672004
−0.22510779212064

 . (7.1.3)

The sums of the squared errors for the two models

p(x) = 4.55591 − 845070(10)−4t

f (x) = 4.47275 − 907047(10)−4t + 0.716429 sin(ωt) − 0.225108 cos(ωt)

are 3.02939 and 0.460556, respectively. The graphs of the two models superimposed on the data clearly illustrate
how much closer f comes to predicting the observed data.
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For a final linear regression on the February driving data, we return to the thought that mileage is affected by
driving speed. One model that incorporates this fact is g(x, s) = (k + βs)x = kx + βsx, where x is distance (as
before) and s is average speed. The number of gallons consumed per mile, (k + βs), varies with average speed s and
g(0, s) = 0. This model is slightly different from the ones we have derived so far. Here, we have two input variables,
making this a multiple linear regression, or multilinear regression. The principle is the same, however. We wish
to find the best approximation of Mv = b where M holds the inputs, b holds the responses, and v holds the unknown
parameters. In this case,

M =

x sx

450 9782.55
685 20401.355
394 7130.612
...

...
441 12324.627


, v =

[
k
β

]
, b =



13.25
18.101
12.956

...
13.003


,

which has best approximation [
k
β

]
≈

[
0.0379147381262610
−0.000346513745672586

]
(7.1.4)

and sum of squared errors 5.21664. Compare this to the 9.30835 we found without considering average driving speed.
Given that the hypothetical trip from New Haven to Augusta is to be driven mostly on the highway, we can

approximate the required fuel by, for example,

g(600, 45) = (0.0379147 − 0.000346514(45))600
≈ 13.39,

significantly different from the original estimates of over 17 gallons. The 13.39 gallon estimate should be met with
some skepticism, however. It uses an average speed of 45 miles per hour while the highest average speed for which
we have data is about 35 miles per hour. There is no evidence that the model applies to an average speed of 45 miles
per hour. More data and possibly a revision to the model should be considered before using an average speed of 45.
On the other hand, hypothesizing that it is reasonable to expect the car’s efficiency to be better at an average speed of
45 miles per hour than it is at an average speed of 35 miles per hour, we can use the model with an average speed of
35 to get an (expected) overestimate of the required volume of fuel.

g(600, 35) = (0.0379147 − 0.000346514(35))600
≈ 15.47

is still considerably less than 17—and likely an overestimate.
A linear regression model with two input parameters is, geometrically, a regression surface. A plot of g(x, s) with

the twelve data points is shown below.
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Normal Equations
As presented in section 6.4, the calculation of a best approximation involves projecting onto the column space of a
coefficient matrix, requiring an orthogonal basis for the column space. While (Gram-Schmidt) orthogonalization can
be applied to find such a basis, the process is computationally intensive and, more detrimental to the results, error
prone. In practice, the normal equations

MT Mv = MT b
are solved instead. It is known that v is a solution of the normal equations if and only if v is a best approximation to
a solution of Mv = b.

Crumpet 31: Normal Equations

Letting W be the column space of M, an m × n matrix, the following statements are equivalent.

1. v̂ is a best approximation to a solution of Mv = b.

2. Mv̂ is the closest point to b in the column space of M.

3. Mv̂ = projW b.

4. b − Mv̂ is in W⊥.

5. (b − Mv̂)T M:, j = 0 for all j = 1, 2, . . . , n.

6. MT Mv̂ = MT b.

1 ⇔ 2 by definition of best approximation. 2 ⇔ 3 by theorem 19. 3 ⇒ 4 by the fact that (b − projW b) is in W⊥.
4 ⇒ 3 by the facts that (i) b = Mv̂ + (b − Mv̂); (ii) Mv is in W; (iii) b − Mv̂ is in W⊥; and (iv) corollary 17. 4 ⇔ 5
by definition of W⊥ and the fact that each column of M is in W. 5 ⇔ 6 by matrix algebra: for each j = 1, 2, . . . , n,
(b − Mv̂)T M:, j = 0⇔ MT

:, j (b − Mv̂) = 0⇔ MT
:, jb − MT

:, j Mv̂ = 0⇔ MT
:, jb = MT

:, j Mv̂, this last equality being true for
all j if and only if MT Mv̂ = MT b.

Because the set of best approximations of Mv = b equals precisely the solution set of MT Mv̂ = MT b, the linear
system Mv = b has a unique best approximation for each b in Rm if and only if MT Mv̂ = MT b has a unique solution
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for each b in Rm. By theorem 7 MT Mv̂ = MT b has a unique solution for each b in Rm if and only if MT Mv̂ = 0
has only the trivial solution if and only if MT M is invertible. Hence the linear system Mv = b has a unique best
approximation for each b in Rm if and only if MT M is invertible.

Solving the normal equations amounts to solving a linear system of p equations in p variables where p is the
number of parameters (not the number of data points). The normal equations represent a relatively small system with
known, dependable solution techniques.

For example, the model p(t) = p0 + rt, which came from a best approximation with

M =



1 7
1 22
1 382
...

...
1 2211


, v =

[
p0
r

]
, b =



4.36
4.40
4.36
...

3.15


can be solved by first computing

MT M =

[
12 12580

12580 19526278

]
and MT b =

[
44.04

40812.34

]
and then solving [

12 12580
12580 19526278

] [
p0
r

]
=

[
44.04

40812.34

]
.

Can you provide this solution? Answer on page 236.

Key Concepts
least squares solution a best approximation v̂ of Mv = b, having sum of squared errors ‖Mv̂ − b‖.

sum of squared errors given observations (Xi, yi), i = 1, 2, . . . ,N, and model y = f (X), ( f (X1) − y1)2 + ( f (X2) −
y2)2 + · · · + ( f (XN) − yN)2.

linear regression given a model of the form f (X) = β1 f1(X) + β2 f2(X) + · · · + βp fp(X) and observations (Xi, yi),
i = 1, 2, . . . ,N, linear regression refers to finding a best approximation of

f1(X1) f2(X1) · · · fp(X1)
f1(X2) f2(X2) · · · fp(X2)
...

...
. . .

...
f1(XN) f2(XN) · · · fp(XN)



β1
β2
...
βp

 =


y1
y2
...

yp

 .

normal equations MT Mv = MT b, whose solutions coincide precisely with best approximations of Mv = b.

multiple linear regression linear regression with multiple input variables.

multilinear regression another name for multiple linear regression.

Exercises
1. Is the function linear or nonlinear in its parameters? A

parameter is any variable quantity not listed as an inde-
pendent variable (input) of the function.

(a) f (x) = a3 x3 + a2 x2 + a1 x + a0

(b) g(x) = (x − r1)(x − r2)(x − r3) [A]-362

(c) h(t) = P0ert

(d) m(t) = k
t + r ln(2πt) [A]-362

(e) ΦE(Q) =
Q
ε0

[Gauss’s Law of Electric Flux]
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(f) G(m1,m2, r) =
km1m2

r2 [Gravitational Force] [A]-
362

(g) F(m, θ) = µmg cos θ [Frictional Force] where g is
a gravitational constant, not a parameter.

(h) Y(A, L,∆L) = FL
A∆L

[Modulus of Elasticity] [A]-
362

2. Based on the general shape of the graph, propose a model
with one independent variable that could be fitted to the
data using linear regression.

(a)

11 22 33 44

-50-50

5050

100100

150150

200200

250250

300300

350350

00

[A]-362

(b)

-1-1 11 22 33 44 55 66 77 88 99 1010

-20-20

2020

4040

6060

8080

100100

00

(c)

-1-1 11 22 33 44 55 66

-1-1

11

22

33

44

55

66

77

00

[A]-362

(d)

11 22 33 44 55

-1-1

11

22

33

44

55

66

00

(e)

-2-2 22 44 66 88 1010 1212 1414 1616 1818 2020

-200-200

200200

400400

600600

800800

10001000

12001200

14001400

16001600

00

[A]-362

(f)

-0.5-0.5 0.50.5 11 1.51.5 22 2.52.5 33

0.20.2

0.40.4

0.60.6

0.80.8

11

00

3. Use normal equations to find the best fit of the model to
the data.

(a) 106
f (x) = β3 x3 + β2 x2 + β1 x + β0

x .389 .851 2.467 4.113
f (x) 141.1 −35.51 167.1 18.3

x 4.525 6.639 8.873 11.24
f (x) 173 243 1039 1783

[S]-334

(b) 107
g(x) = β0 + β1 x

https://sagecell.sagemath.org/?z=eJxNjL0KwkAQhHvBd0iZwDo4t3t3m8InESsxkCYJIcg9vmsjNvMD803rbt379TzWvb9DfRR4piRYqWIgNTSnLAVFR3F4VSGR7DGcT1P7o2kE5aIZccBSo9AR6yCShV_jgNX1S277vBx9-6WpDR_B3CDZ&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxNi7EKwkAQBXvBf0iZwONxe7u3t1fkS4KVSLBRCUHu81UQsRmmmOnDPDwv5_2-jQubQZlShjG0otJyRjBpQBKTQ_TLaKfpeFj73-1UE0ijKdRZDOXdOayyVLjQEU5RhFLlsz-2620f-8_WPr0AWE8h1g==&lang=sage&interacts=eJyLjgUAARUAuQ==
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x .94 3.002 4.837 7.422
g(x) 6.341 19.43 36.54 53.86

x 8.038 10.06 13.06 13.89
g(x) 47.57 61.6 86.13 83.31

[A]-362

(c) 108
h(x) = β0 + β1 sin(x) + β2 cos(x)

x .17 .275 .525 3.185
h(x) 10.79 10 8.533 −2.009

x 3.545 4.618 6.604 6.679
h(x) −.437 7.455 10.02 9.357

(d) 109
j(t) = β0 ln(3t)

t .042 1.778 1.934 3.431
j(t) −13.22 10.7 11.18 14.8

t 3.888 5.491 6.57 8.98
j(t) 15.52 17.39 18.7 20.67

(e) 110
k(t, x) = β0 x2 + β1 xt + β2t2

k(t, x) ← x →

.041 .306 1.07 1.92
↑ .626 −1.36 8.17 6.59 24.1

t
1.01 8.47 8.88 16.9 38
1.53 18.9 19 29 46.1

↓ 1.63 21.4 28.9 36 50
[S]-335

(f) 111

`(t, x) =
β0 x

1 + et

k(t, x) ← x →

.53 1.27 1.95 2.15
↑ .14 5.31 10.5 17.6 37.9

t
.8 .41 6.39 21.4 44.1

1.51 11.4 22.6 39.4 60.1
↓ 2.24 40.4 39.4 56.6 80.8

[A]-362

(g) 112
m(t, x) = β0 +

β1
1+x2+e−t

m(t, x) ← x →

.8 1.55 1.82 2.02
↑ .64 4.3 8.41 26.4 35.8

t
.83 7.04 9.67 25.3 43.5
1.49 16.7 19.2 38.8 58.5

↓ 1.85 26.6 31.9 50.9 69

(h) 113
n(x1, x2) = β0 sin(x1 x2) + β1 cos(x1 + x2)

n(x1, x2) ← x2 →

.9 1.7 1.95 2.38
↑ .76 1.43 8.5 27 41.3

x1
1.22 9.46 18.3 33.6 49
2.05 31.8 42.2 48.6 67.5

↓ 2.1 29.3 42.6 57.3 69.6

4. Redo questions 3abdef using orthogonal projection in-
stead. [S]-336 [A]-362

5. Calculate the sum of the squared errors for the model of
question 3. [S]-338 [A]-362

6. Fitting an exponential function. Many physical quanti-
ties are related exponentially, making y(t) = aekt a com-
mon model in science. Unfortunately this model is not
linear in its parameters, making linear regression impos-
sible directly. By taking the natural log of both sides of
the formula, however, the model becomes

ln(y(t)) = ln(a) + kt

which is a line in the variables t and ln y. Find a best-fit
exponential model for the data by following the outlined
steps. [A]-362

t .6203 1.062 1.625 2.158
y(t) 25.90 21.77 18.38 14.64

t 3.147 8.259 8.931 9.519
y(t) 9.905 2.818 3.022 2.110

(a) Complete the following chart, filling in the loga-
rithms of the given y values.

t .6203 1.062 1.625 2.158
ln y 3.524 3.081 2.911

t 3.147 8.259 8.931 9.519
ln y

(b) Fit a linear model, f (t) = β0 + β1t to the data in the
chart of part (a).

(c) β0 = ln(a) and β1 = k so the model is

y(t) = eβ0 eβ1t

Calculate a = eβ0 . You now have the parameters a
and k for the model.

(d) Plot the model superimposed upon a scatterplot of
the data to see the fit.

7. Eyeball challenge.

(a) Draw a line on the graph that fits the data well.

(b) Find an equation for the line you have drawn.

(c) Calculate the sum of the squared errors of your
model (linear equation).

(d) Calculate the linear regression model (of the form
f (x) = β0 + β1 x) for the data.

(e) Calculate the sum of the squared errors for the lin-
ear regression model. Compare it to your answer
for 7c. How did you do with your “eyeballed” line?

https://sagecell.sagemath.org/?z=eJxNi8EKwjAQBe-C_9BjC6-P3SSbTQ79kuJJhHpRKUXy-ZqLeBkGhmnDMrxv1-O5jyvVweAGWjBEaum0ZEjMWpCZJXV6vUzn09b-XhV6hQoKLUbMgSIVM1N0OJPZt1ECKqN5v1_7_XGM7Wdbmz4AgiE5&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxNjMEKwkAMRO-C_9BjC3HYbLJN9uCXlJ7Egz2olOD3N17Ey2OY4U0M1-Fzv8VrHxcUrcQw82QXJYEKJ92dGrQzzWhGju7rdD5t8SdfWFBTLzBiBueHItHQsjVIJ_bcasFsX_u9P54xxi9tMR0eDSFn&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJx1TttqwzAMfS_0H_yYZKqIbMdJBvuS4IexdcMppFsqRj5_xx00KXR60OVcJC3mxfwc3_Q8FwPXXohdHUi4bpF6G8v9TreSYK-sIDUOKbgsOemyER2EXaCOpaXATU_Ws2D0LVLXkQTuyaF2qPuduQuBvCcf4LDCnmwWYVtT5zvL5XtzB3_ESkLG9SGs_8g_zrNJJk1mfp0-j4Uvn__eyPj4AM-RpnfsSpV_GlcQ_wwgIphlGGNV2Q2ndxSmuJK6GjNxNX7NadICK8tbr7cWhvIXF4VqaQ==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxtjsGKhDAMhu8DvkOPVUO2qWnVhX0S6WGYcYbKoCKy9PE3XQ_rwuQQ0v_70z9Jfanv8bYvmx7QNUBoW2m9A4vkQllc9rODGLAT7ki45cxfezo5HDYEZNABteihabEHZAKPTQ-WkIEZCYqL-leUibV5o5fJG_Gwken36byAzmCX89JC63g-itCEirygx7KpqOKstuv8HDWXn0dO1qc3eq443-WvWHE9_YlHxiAsCEzDFD401WNatYihlKh1i_OuD1_5A_6gToU=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxtjstqxDAMRfcD8w9e5qGq8TN2oV8SsihTtzhQx3XN4M8fmS4mA6OFEFdH96qyd3b1l7LnbkELHLWmZgUInMTan0_lCBgFaCUByjVKN-Cn1AOiUIJFxUEYVCA1ec44KXBoZhCatkqihvOJPRQ3OAN3KEBaOtGWGHIwIDk60BM141raHv0hjeO0Dtw0PdW_3-RL9peQnhJfe2aBhcjyR_z2nerf_p9o-vZEbxXiJ3mFQY3bXXyIWghZieGvHR_rsq3DIEZfU_dSlrD2lJtyiKWjv-_z0aC_AUbdY3c=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJx1jkkKwzAMRfeF3sHLJBWisl0PhZ4kZFHSAWfhhKQUH79yQwc6CAzyf_9LSlLsxPXYXvqxqNEDoeXnNyBRuaZcLhK9G6xhKiXTdbZQdsRE6X0KoVbgkLkFTajAo-aY404pNKA9LBfioxShAy1RgnbsMTbnPUdYM7Cx3BmPJu-bvvatm4oMkzbR8Aed-lEEEaIY9_F8LHS5nW_IevdDzxXigWeFSq-6l3jfXjNqmE0hFonqrqmylo972OZTHr62nz58wxjipbgPe_7mTHkDyp1j3w==&lang=sage&interacts=eJyLjgUAARUAuQ==
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The coordinates of the points are (4.13, 2.35),
(1.02, 1.12), (2.46, 1.37), (.045, .688), (1.09, 1.03),
(2.42, 1.17), (1.11, .659), (4.03, 2.3), (2.72, 1.32),
(1.44, 1.25), (4.87, 2.18), and (3.07, 1.86).

8. 114 Verify the result in (7.1.1) using
normal equations.

9. 115 Verify the result in (7.1.3) using

normal equations.

10. 116 Verify the result in (7.1.4) using
normal equations.

Download complete data for the diesel mileage of the Sport-
wagen TDI referred to in this section at the ancillary website,
section 7.1, to complete the following exercises. Use data from
June (or some other month) instead of data from February.

11. Recompute the model of (7.1.1) using data from the
month of your choosing.

12. Recompute the model of (7.1.2) using data from the
month of your choosing.

13. Recompute the model of (7.1.3) using data from the
month of your choosing.

14. Recompute the model of (7.1.4) using data from the
month of your choosing.

15. Create your own question, propose a model to help an-
swer it, and find the parameters of your model using lin-
ear regression.

Answers
linear system solution The solution can be reached by row reduction or the inverse method. Since the coefficient

matrix is 2 × 2 and it is easy enough to compute a 2 × 2 inverse, that is probably the easiest route:[
12 12580

12580 19526278

]−1

=
1

12(19526278) − 125802

[
19526278 −12580
−12580 12

]
=

[ 19526278
76058936 − 12580

76058936
− 12580

76058936
12

76058936

]
≈

[
0.256726 −1.65398(10)−4

−1.65398(10)−4 1.57772(10)−7

]
so

v =

[
p0
r

]
≈

[
0.256726 −1.65398(10)−4

−1.65398(10)−4 1.57772(10)−7

] [
44.04

40812.34

]
≈

[
4.556

−8.451(10)−4

]
,

the same as result (7.1.2).

https://sagecell.sagemath.org/?z=eJxdj89qxCAQh--FvsNALwkM4jiaTSh9g-bSP6fSgwsmG0h0m7htH79jcutBvvGb8af28ASLz-v0W5FBwg_rtNLYtA65s2itQ8sGnenQOkZ2J3FGavG2kUWf9f3d-X8KsTIOqVWkCcmozjUFmmxB08mOVdtQgWFG0ookVnq0u-60gy0XaM3llus6xVz19SMclagHeE3zd4CY1sXPEL5uPk8pbnAOc_pRZeB9C-BhnmKANEC-BBhkuHSOFz-HISt_G5cgkYd6mcZL3tP9kuIISU6tm6T1b_LRXuXVx-2atlDVf94WVM8=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJx1kU1PwzAMhu-T9h8scUmnKCxJvxDitCu9sHKadshQ1kVq49JksJ-Ps6EJDVDk1nnz9LXd4GA7A0-gFqO7Z8VCl0U2n6G3pA0mTu7EpOKSb6RY0uuPtSU-Er2piFCK61rxSkte5SWvipJLuSRKyorLvCKrOldcyQdNrJTb-ay9qRTJb30rboLzDFOvi1MGe5zgBM5DTMVXv-A3DP_BDbGM0XzCHLvB-sjaLLvm65-bVUv87tY7F7rkucj5d6JrepyVkmuhCk6DiRRlTXuZokiFx8mRZ5M9wiUj6Q7W2H9Y8DgNpgf7fjTRoQ-wsz1-igS8BgsGekf3gXuIB5vGGdLJpalnu4_Xhi_Si-sO8exuBvQdIH01BXJr0n9qRJyMDyMGy7Iv1HqLKw==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxdULtuwzAM3Av0Hwh0SQqC0NsSiv5BvfQxBRkcQHEE2FZqOa0_v1QCdMggHXUkj0et8Apjt8xp3UiFEnfGChLovEUdDBpj0WiFVgU0VqO2DXOKY-aN4yP328eHwio7JanRAVWgxmuUnkTw9WUdgyfbSFQNueBQGTLeoTYUWLuSyqJyJHgav7TyFYJp9iy93jssu7R_XvmCY54hQZpg7qY-cnpbzRzuG6Qm1mdDUkiUioJ1FYQ0FaohrvBOVlCarQuSvCPn5JULzRW00RWE0HVKy1NW6i79GKdlU1amznPisN2-wC1i6gk-8vATYcrz2A0Qvy_dkvJU4BCH_Eu14KtE6GBIU4R8hOUU61pjzdyWeIvH5X_OjXpP_Wm5qndjnnrI3DUXVms_2VVLC_9HOecSN9s_OkZ8CA==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://lqbrin.github.io/tea-time-linear/ancillaries.html#section7.1
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7.2 Markov Chains [3.5]
From https://www.capitalbikeshare.com/about

Capital Bikeshare is metro DC’s bikeshare system, with more than 4,300 bikes available at 500 stations
across six jurisdictions: Washington, DC; Arlington, VA; Alexandria, VA; Montgomery County, MD;
Prince George’s County, MD; Fairfax County, VA; and the City of Falls Church, VA. Capital Bikeshare
provides residents and visitors with a convenient, fun and affordable transportation option for getting
from Point A to Point B.

Capital Bikeshare, like other bikeshare systems, consists of a fleet of specially designed, sturdy and
durable bikes that are locked into a network of docking stations throughout the region. The bikes can
be unlocked from any station and returned to any station in the system, making them ideal for one-way
trips. People use bikeshare to commute to work or school, run errands, get to appointments or social
engagements and more.

Capital Bikeshare is available for use 24 hours a day, 7 days a week, 365 days a year. Riders have access
to a bike at any station across the system.

Capital Bikeshare makes their trip data available to the general public free of charge. The data includes (i) duration
of trip, (ii) start date and time, (iii) end date and time, (iv) starting station name and number, (v) ending station name
and number, and more.1

The following chart was processed from real Capital Bikeshare data for the year 2018. It shows the total number of
rides that started and ended in the section of Alexandria containing bike stations 31041 through 31048. The locations
of the stations are to the right of the chart. The total number of rides accounted for is 10, 364.

From
31041 31042 31043 31044 31045 31046 31047 31048

T
o

31041 664 163 77 99 103 55 265 256 Prince St & Union St
31042 124 519 152 159 161 101 658 710 Market Square / King St & Royal St
31043 66 206 102 87 58 129 611 18 Saint Asaph St & Pendleton  St
31044 56 121 55 156 32 73 114 501 King St & Patrick St
31045 41 128 41 22 70 121 64 187 Commerce St & Fayette St
31046 20 97 98 41 76 96 70 11 Henry St & Pendleton St
31047 172 561 568 88 64 180 182 28 Braddock Rd Metro
31048 78 215 17 197 41 13 33 93 King St Metro South

Total: 1221 2010 1110 849 605 768 1997 1804 10364

From these data, linear algebra can be applied to estimate the distribution of bicycles among the stations. Such
information could be used to decide which stations to expand or reduce, where another station might be needed, the
most likely place to find a free bike, and so on.

The method is one of prediction over time based on percentages. Given the distribution of bikes among the
stations (as percentages) at some time, it uses the data to predict the distribution of bikes at some fixed amount of
time later. Assuming the annual data on bicycle movement is reflected monthly, we will use one month for the time
step.

Because the method works with percentages, we do not need to know how many bikes are in the neighborhood.
It could be 25 or 250. No matter. We begin by dividing each column of the chart by the total number of rides in
that column. The first column is divided by 1221, the second column by 2010, and so on, resulting in a table whose
columns all sum to 1. Accurate to five decimal places, this normalized chart is collected in the matrix M:

M =



0.54382 0.08109 0.06937 0.11661 0.17025 0.07161 0.13270 0.14191
0.10156 0.25821 0.13694 0.18728 0.26612 0.13151 0.32949 0.39357
0.05405 0.10249 0.09189 0.10247 0.09587 0.16797 0.30596 0.00998
0.04586 0.06020 0.04955 0.18375 0.05289 0.09505 0.05709 0.27772
0.03358 0.06368 0.03694 0.02591 0.11570 0.15755 0.03205 0.10366
0.01638 0.04826 0.08829 0.04829 0.12562 0.12500 0.03505 0.00610
0.14087 0.27910 0.51171 0.10365 0.10579 0.23438 0.09114 0.01552
0.06388 0.10697 0.01532 0.23204 0.06777 0.01693 0.01652 0.05155


1See https://www.capitalbikeshare.com/system-data.

https://www.capitalbikeshare.com/about
https://www.capitalbikeshare.com/system-data
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M thereby represents the percentage of rides starting at the station represented by the column that end at the station
represented by the row one month later. For example, the 0.06937 in the first row, third column means that 6.937%
of the bikes at station number 31043 will be at station number 31041 in a month. Empirically speaking, about 7% of
the bikes at station number 31043 are destined for station number 31041 over the course of the month. We know this,
in fact, was the case over the whole of 2018, and we are assuming it makes a good estimate of the monthly migration
of bikes within the neighborhood.

Multiplying M2,1M1,5 then represents the percentage of bikes at the station of column 5 (31045) that head for the
station of column 1 (31041) first and then to the station of column 2 (31042). In other words, it is the percentage of
bikes at station 31045 that can be expected to be at station 31042 two months later. Similarly, M2,2M2,5 represents
the percentage of bikes at station 31045 that are destined for station 31042 via station 31042 (the second ride is
from station 31042 back to station 31042) over the course of two months; M2,3M3,5 represents the percentage of
bikes at station 31045 that are destined for station 31042 after being dropped at station 31043; and so on. The sum
M2,1M1,5 + M2,2M2,5 + · · ·+ M2,8M8,5 therefore represents the total percentage of the bikes at station 31045 that can be
expected to be at station 31042 after two months. Notice that sum is just a row-column product (row 2 times column
5), which is the 2,5-entry of M2.

Generalizing, the i, j-entry of

M2 =



0.34772 0.14568 0.14367 0.16169 0.17933 0.14162 0.14917 0.16962
0.18009 0.25757 0.26034 0.24737 0.21787 0.22429 0.20081 0.22320
0.09918 0.14711 0.20639 0.09837 0.11594 0.15050 0.11192 0.09361
0.07128 0.08900 0.06889 0.13178 0.08122 0.07528 0.06639 0.10299
0.04552 0.05952 0.05190 0.06237 0.07117 0.06664 0.05208 0.05619
0.03239 0.05021 0.05196 0.04321 0.06101 0.07067 0.05955 0.05025
0.15859 0.18732 0.17162 0.16729 0.20517 0.21018 0.29330 0.17834
0.06525 0.06360 0.04523 0.08794 0.06829 0.06081 0.06678 0.12580


holds the percentage of bikes starting at station 3104 j that end up at station 3104i after two months. Likewise, the
i, j-entry of Mk holds the percentage of bikes starting at station 3104 j that end up at station 3104i after k months.
Multiplying M2 by itself,

M4 =



0.22039 0.18022 0.17861 0.18487 0.18748 0.17934 0.18079 0.18673
0.21605 0.22893 0.23122 0.22754 0.22432 0.22723 0.22265 0.22529
0.12247 0.13283 0.13920 0.12638 0.12854 0.13309 0.12804 0.12492
0.08042 0.08277 0.08089 0.08616 0.08189 0.08129 0.08003 0.08512
0.05346 0.05606 0.05568 0.05638 0.05587 0.05612 0.05539 0.05599
0.04633 0.05067 0.05076 0.04970 0.05058 0.05155 0.05181 0.04994
0.19212 0.20053 0.19847 0.19753 0.20252 0.20392 0.21272 0.19884
0.06877 0.06799 0.06518 0.07144 0.06880 0.06746 0.06857 0.07318


and then M4 by itself,

M8 =



0.19015 0.18855 0.18844 0.18879 0.18885 0.18851 0.18857 0.18887
0.22448 0.22495 0.22501 0.22487 0.22483 0.22494 0.22486 0.22484
0.12913 0.12955 0.12965 0.12942 0.12944 0.12956 0.12947 0.12938
0.08181 0.08186 0.08185 0.08189 0.08185 0.08185 0.08183 0.08189
0.05532 0.05542 0.05542 0.05541 0.05540 0.05542 0.05541 0.05541
0.04985 0.05004 0.05005 0.05001 0.05001 0.05005 0.05005 0.05000
0.20067 0.20111 0.20109 0.20102 0.20108 0.20116 0.20127 0.20103
0.06858 0.06853 0.06849 0.06858 0.06855 0.06852 0.06854 0.06859





7.2. MARKOV CHAINS [??] 239

and so on,

M16 =



0.18890 0.18890 0.18890 0.18890 0.18890 0.18890 0.18890 0.18890
0.22483 0.22483 0.22483 0.22483 0.22483 0.22483 0.22483 0.22483
0.12944 0.12944 0.12944 0.12944 0.12944 0.12944 0.12944 0.12944
0.08185 0.08185 0.08185 0.08185 0.08185 0.08185 0.08185 0.08185
0.05540 0.05540 0.05540 0.05540 0.05540 0.05540 0.05540 0.05540
0.05000 0.05000 0.05000 0.05000 0.05000 0.05000 0.05000 0.05000
0.20104 0.20104 0.20104 0.20104 0.20104 0.20104 0.20104 0.20104
0.06855 0.06855 0.06855 0.06855 0.06855 0.06855 0.06855 0.06855


and

M32 =



0.18890 0.18890 0.18890 0.18890 0.18890 0.18890 0.18890 0.18890
0.22483 0.22483 0.22483 0.22483 0.22483 0.22483 0.22483 0.22483
0.12944 0.12944 0.12944 0.12944 0.12944 0.12944 0.12944 0.12944
0.08185 0.08185 0.08185 0.08185 0.08185 0.08185 0.08185 0.08185
0.05540 0.05540 0.05540 0.05540 0.05540 0.05540 0.05540 0.05540
0.05000 0.05000 0.05000 0.05000 0.05000 0.05000 0.05000 0.05000
0.20104 0.20104 0.20104 0.20104 0.20104 0.20104 0.20104 0.20104
0.06855 0.06855 0.06855 0.06855 0.06855 0.06855 0.06855 0.06855


.

Notice that (i) accurate to five decimal places, M16 = M32, and (ii) the columns of M16 are all the same! Higher
powers of M will be no different.

This means that after 16 months, about 18.89% of bikes from station 31041 will end up at station 31041. 18.89%
of bikes from station 31042 will end up at station 31041. 18.89% of bikes from station 31043 will end up at station
31041. In fact, about 18.89% of bikes from each station will end up at station 31041. Altogether, then, about
18.89% of all the bikes in the neighborhood will end up at station 31041. Likewise, about 22.48% of all the bikes
in the neighborhood will end up at station 2, 12.94% at station 3, and so on. No matter how the bikes are initially
distributed, they will end up distributed this way after some time, and stay that way (so long as the empirical migration
percentages hold).

Crumpet 32: Why it Works

Suppose M is a positive column-stochastic matrix. The Gershgorin circle theorem ensures that MT (and therefore
M) has no eigenvalue with magnitude greater than one and its only possible eigenvalue with magnitude equal to one
is 1. Letting 1 be the column vector whose entries are all 1, note that MT 1 = 1 (this is equivalent to saying the rows
of MT sum to 1) so 1 is indeed an eigenvalue of MT . Hence M has dominant eigenvalue 1. Since MT − I is real, its
null space admits a basis of real vectors. Suppose w , k1 is a real nonzero vector in the null space of MT − I, and
assume w has at least one positive entry (if it does not, multiply it by −1). Now set

αmax = max{α : 1 − αw is nonnegative}

(the set is nonempty since it contains 0 and closed since the limit of a nonnegative sequence is nonnegative, so it
has a maximum). Now u = 1 − αmaxw has at least one zero entry (if it does not, then αmax is not maximal). But u
is then a nonnegative eigenvector (of the positive matrix M) and hence must be positive, contradicting that it has at
least one zero entry. Thus no such w exists, and the eigenspace of 1 is one-dimensional. A dominant eigenvalue with
a one-dimensional eigenspace is exactly what is needed for the power method to work (section 6.2). In this case, the
matrix M is stochastic, so instead of computing vk = Mkv0, we simply calculate Mk. The entries of Mk will never
tend to 0 or infintity since powers of stochastic matrices are stochastic, so we do not have to worry about scaling after
each iteration. We can then multiply any nonzero v0 by Mk to find the approximation vk of the dominant eigenvector.

Vocabulary

• A positive matrix is one whose entries are all positive.

• A nonnegative matrix is one who entries are all nonnegative.

• A stochastic matrix is a nonnegative matrix whose columns each sum to 1.
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Lemmas

In each of the following lemmas, M is an n × n matrix.

• If M is positive and w is a nonnegative eigenvector, then w is positive.

Proof. Since eigenvectors are nonzero and w is nonnegative, w has a positive entry, say its ith. If follows that

(Mw) j,1 =

n∑
k=1

M j,kwk,1 ≥ M j,iwi,1 > 0

for each j = 1, 2, . . . , n. �

• The eigenvalues of M and MT are the same.

Proof. Since the determinants of a matrix and its transpose are equal (section 3.5), for any scalar λ,

det(M − λI) = det(M − λI)T = det(MT − (λI)T ) = det(MT − λI).

Hence M and MT have the same characteristic equation and therefore the same eigenvalues. �

• If the entries of M are real numbers and λ is a real number, then the null space of M − λI admits a basis of
vectors with real entries.

Proof. Since the null space of any matrix can be found through row reduction, and row reducing a real matrix
does not requre complex numbers, a real basis of M − λI (which has real entries) exists. �

• Gershgorin circle theorem: Every (possibly complex) eigenvalue of M lies in at least one disk with center Mi,i

and radius ri =
∑

j,i |Mi, j|, i = 1, 2, . . . , n.

Proof. Suppose λ,w is an eigenpair of M and let wi,1 be the entry of w with greatest magnitude. Because
Mw = λw, we have for each i = 1, 2, . . . , n, λxi,1 =

∑n
j=1 Mi, j x j,1. Hence

(λ − Mi,i)xi,1 = λxi,1 − Mi,i xi,1 =
∑
j,i

Mi, j x j,1

from which it follows

∣∣∣λ − Mi,i

∣∣∣ =
1
|xi,1|

∣∣∣∣∣∣∣∑j,i

Mi, j x j,1

∣∣∣∣∣∣∣ ≤∑
j,i

|Mi, j| ·

∣∣∣∣∣∣ x j,1

xi,1

∣∣∣∣∣∣ ≤∑
j,i

|Mi, j|.

�

• Powers of stochastic matrices are stochastic.

Proof. Let S be a stochastic matrix. By definition, 1T S = 1T (the sum of each column of S is one). By
induction, assume S k is stochastic for some k ≥ 1. Then

1T S k+1 =
(
1T S k

)
S = 1T S = 1T

so the columns of S k+1 sum to one. Of course powers of nonnegative matrices are nonnegative, so S k+1 is
stochastic. �

For example, suppose Capital Bikeshare supplies each station with the same number of bicycles to begin. That
information can be recorded in a column vector with length eight and each entry equal to 1

8 . After one month, we
assume that the empirical data on transitions from one station to another is reasonably accurate, so the distribution of
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bicycles will be approximately

M



1
8
1
8
1
8
1
8
1
8
1
8
1
8
1
8


≈



0.166
0.226
0.116
0.103
0.071
0.062
0.185
0.071


.

Multiplying the distribution vector by the transition matrix M gives the new distribution of bicycles among the
stations. After another month, the distribution of bicycles will be approximately

M



0.166
0.226
0.116
0.103
0.071
0.062
0.185
0.071


≈ M2



1
8
1
8
1
8
1
8
1
8
1
8
1
8
1
8


≈



0.180
0.226
0.128
0.086
0.058
0.052
0.196
0.073


and after four months,

M2



0.180
0.226
0.128
0.086
0.058
0.052
0.196
0.073


≈ M4



1
8
1
8
1
8
1
8
1
8
1
8
1
8
1
8


≈



0.187
0.225
0.129
0.082
0.056
0.050
0.201
0.069


and after eight months,

M4



0.187
0.225
0.129
0.082
0.056
0.050
0.201
0.069


≈ M8



1
8
1
8
1
8
1
8
1
8
1
8
1
8
1
8


≈



0.189
0.225
0.129
0.082
0.055
0.050
0.201
0.069


which is, accurate to three decimal places, equal to the columns of M16 (and M32 for that matter). The distribution of
bicycles does not change much after the first two months.

More importantly, the distribution we see after 8 months will be the eventual distribution of bicycles no matter
the initial distribution! Given any initial distribution of bicycles,

[
w1 w2 w3 w4 w5 w6 w7 w8

]T



242 CHAPTER 7. FURTHER APPLICATIONS

(where
∑8

i=1 wi = 1 and each wi is nonnegative),

M16



w1
w2
w3
w4
w5
w6
w7
w8


≈



0.18890
∑8

i=1 wi

0.22483
∑8

i=1 wi

0.12944
∑8

i=1 wi

0.08185
∑8

i=1 wi

0.05540
∑8

i=1 wi

0.05000
∑8

i=1 wi

0.20104
∑8

i=1 wi

0.06855
∑8

i=1 wi


=

8∑
i=1

wi



0.18890
0.22483
0.12944
0.08185
0.05540
0.05000
0.20104
0.06855


=



0.18890
0.22483
0.12944
0.08185
0.05540
0.05000
0.20104
0.06855


.

This means the distribution of bicycles in the long-run is given by this vector, v = Mi,1, the eigenvector of M
corresponding to eigenvalue 1. This distribution is called the steady-state distribution because if reached, it never
deviates: Mv = v, so v remains steady over time. We would expect to see the bicycles distributed among the stations
in these proportions after adequate time.

Formalities
The sequence of bicycle distributions in the Capital Bikeshare scenario is an example of a discrete-time Markov
chain. Any Markov chain necessarily consists of a set of states (stations in our example), a set of probabilities that
some object (bicycle in our example) will transition from one state to any other depending only on its current state
after one time step, and an initial distribution among the possible states. The matrix M, where Mi, j is the probability
of transitioning from state j to state i, is the transition matrix, and each distribution vn other than v0 statisfies
vn = Mvn−1.

Other situations that can be modeled by Markov chains include

1. board games whose movement is determined by the roll of a die, such as Snakes and Ladders (the spaces on the
board are the states, the game piece is the object, and the roll of the die provides the transition probabilities);

2. sentence construction, as used by computer auto-completion (the states are the words of a specific language,
the object is the reader’s focus, and the probability of one word following another in a sentence provides the
transition probabilites);

3. a closed economy—one where a set of commodities is produced and consumed by the same group (the states are
the sectors of the economy, the commodities are the objects, and transitioning is interpreted as consumption);

4. the weather (the states are weather conditions such as sunny, cloudy, and rainy, the object is the weather, and
the transition probabilities are the conditional probabilities that one weather condition will follow another on,
say, the next day);

5. gambling (the states are the amounts of money the gambler could have, the object is the gambler, and the
likelihoods of winning or losing certain amounts of money provide the transition probabilities);

6. arrival or service times in a single server queue (the states are the possible sizes of the queue, the object is the
queue, and the likelihoods of increasing or decreasing the size of the queue by certain amounts provide the
transition probabilities).

Key Concepts
transition matrix a square matrix M where Mi, j is the probability of transitioning from state j to state i in one time

step. The entries of M are nonnegative and each column of M sums to 1.2

Markov chain a sequence of distributions arising from an initial distribution v0 and the recurrence vn = Mvn−1,
n > 0 for some transition matrix M.3

2A square matrix whose entries are nonnegative and whose columns each sum to 1 is also called a stochastic matrix (whether it models state
transition probabilities or not).

3In a more general setting, the transition matrix may change with time, and would then be replaced by Mn.
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state one of the possible conditions of the object associated with a Markov chain.

steady-state distribution a distribution v such that Mv = v (by definition an eigenvector corresponding to eigenvalue
1).

properties of a transition matrix If M is a transition matrix,

1. each column of M sums to one;

2. each entry of M is nonnegative;

3. 1 is one of its eigenvalues;

4. none of its eigenvalues has magnitude greater than one.

If, additionally, all the entries of some power, Mk, of M are all positive,

1. 1 is a dominant eigenvalue;

2. the eigenspace of 1 is one-dimensional;

3. each column of Mk approaches the same eigenvector, that corresponding with the eigenvalue 1, the steady-
state vector.

Exercises
1. Is M a transition matrix?

(a) M =

 0.492 0.118 0.516
0.346 0.819 0.361
0.472 0.063 0.123


(b) M =

 0.09 0.686 0.168
0.908 0.036 0.807
0.002 0.278 0.485

 [S]-339

(c) M =

 0.409 0.696
0.179 0.156
0.412 0.148


(d) M =

 0.826 0.006 0.235
0.104 0.122 0.609
0.07 −0.72 0.156

 [A]-362

(e) M =

 0.485 0.145 −0.58
0.302 0.46 −0.22
0.213 0.395 −0.20


(f) M =

 0.341 0.104 0.217
0.525 0.592 0.249
0.134 0.304 0.534

 [A]-362

2. Given transition matrix M and initial distribution vector
v0, (i) calculate M2 and M3; (ii) determine the probability
of transitioning from state 1 to state 2 over the course of
one time step, two time steps, and three time steps; (iii)
determine the probability of being in state 2 after three
time steps given equal likelihood of starting in any state;
(iv) calculate v3; and (v) for the given initial distribution,
v0, what is the probability of being in state 2 after three
time steps?

(a) 117 M =

[
0.983 0.139
0.017 0.861

]
;

v0 =

[
0.484
0.516

]

(b) 118 M =

[
0.053 0.846
0.947 0.154

]
;

v0 =

[
0.653
0.347

]
[A]-362

(c) 119 M =

[
0.484 0.653
0.516 0.347

]
;

v0 =

[
1
0

]
(d) 120

M =

 0.403 0.357 0.024
0.446 0.116 0.24
0.151 0.527 0.736

;
v0 =

 0.105
0.019
0.876


(e) 121

M =

 0.151 0.355 0.163
0.21 0.637 0.56

0.639 0.008 0.277

;
v0 =

 0
1
0

 [A]-362

(f) 122

M =

 0.385 0.3 0.429
0.049 0.651 0.378
0.566 0.049 0.193

;
v0 =

 0.578
0.269
0.153


3. For any square matrix M, explain why M and MT have

the same eigenvalues. [A]-362

4. Every transition matrix is guaranteed to have 1 as an
eigenvalue (MT has 1 as an eigenvalue since MT 1 = 1).

https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDSMdKJ1rO0MNbRMzS21NEzMDTX0bMwM4zV5OUqM0BWZwhUZ2JhoqNnamgGki0oyswr0VDyVbBV0rRWgPB84SyEApApCBVlBgglABq7I-Y=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDSMdKJ1jMwNdbRszAx09GzNDHX0TM0NYnV5OUqM0BWZwhUZwZSZ2xiDpItKMrMK9FQ8lWwVdK0VoDwfOEshAKQKQgVZQYIJQAaayPm&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDSMdKJ1jOxMNHRMzM11tEzNTTT0TM2MY_V5OUqM0BWZ6gTbahnoGMAkikoyswr0VDyVbBV0rRWgPB84SyEApAJCBVlBgglAKGcIw0=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxNjDEKgDAQBHvBPwQrheO48xKjiE_IC8TC0kIREfH5JhGMzbC7DOvUoNb5PJa7FBAYCTUJEIqxnlRrT60bT-bAOLBhT1MHxUozVXl20f-IYUQmA0jcAbY2KvuxbGdZODUUVa_e5r6UhHCVjIuS8gC1VSsT&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDWMdaJNtAzNDXUMdAzNjUFkoZmxkDSCCRgZmwOJE3NwExLIGlgYAGSMzeP1eTlKjNANscQaI6OoZ6BjgFIrqAoM69EQ8lXwVZJ01oBwvOFsxAKQGYgVJQZIJQAAJgVKXw=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDWMdaJNtAztjDVAZJAbGJkCSQNTECkmakhSNTcAkiampnBxQ0tjWM1ebnKDJDNMdSJ1jMFKtUzMrPU0TM0BSspKMrMK9FQ8lWwVdK0VoDwfOEshAKQUQgVZQYIJQCkQSsH&lang=sage&interacts=eJyLjgUAARUAuQ==
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Find the eigenspace of 1 for the transition matrix in ques-
tion 2. [A]-362

5. Calculate M32 for the transition matrix of question 2 and
compare it to your answer in question 4. [A]-363

6. Find the steady-state distribution for the transition matrix
in question 2. [A]-363

7. For the simplified Snakes and Ladders board4, a 6-sided
die with only the numbers 1,2, and 3 on it is used (two of
each, making rolling a 1,2, or 3 equally likely).

1 2 3

456

7 8 9

The rules for Snakes and Ladders can be found at
GameRules.com. [A]-363

(a) Create a 5× 5 transition matrix. Each block on the
board represents one state (location of the playing
piece). It is impossible to end a turn on spaces
3,4,5, or 8 since the playing piece immediately
slides up or down from there, so only the other
5 states need to be included. Transitioning from
state 9 is represented by a column with 4 zeros and
a one, indicating that once square 9 is reached the
playing piece never leaves! Mathematically, state
9 is called an absorbing state (a state that once
entered cannot be left).

(b) What is the likelihood of reach-
ing the goal (square 9) in one roll? two rolls? three
rolls? ten rolls?

(c) Assuming the columns (and rows) of the transition
matrix represent states 1,2,6,7,9 in that order, the
eigenvector corresponding to the eigenvalue 1 is[

0 0 0 0 1
]T

. What does this mean in
the context of the game?

8. Create your own Snakes and Ladders board and repeat
the analysis of question 7.

9. The Leontief model for a closed economy is similar to a
Markov chain where each column of the transition matrix
represents a sector’s consumption of each commodity as
a proportion of the economy. Consequently the matrix

is commonly called a consumption matrix rather than a
transition matrix. Suppose an economy has three indus-
tries: farming, building, and clothing. For every dollar
of food produced, the farmers use $0.375, the builders
use $0.35, and the tailors use $0.275. For every dollar of
building, the builders use $0.286, the farmers use $0.214,
and the tailors use $0.5. For every dollar of clothing pro-
duced, the tailors use $0.348, the builders use $0.326,
and the farmers use $0.326. [A]-363

(a) Since all of the production of these three industries
is consumed by the three industries themselves, the
consumption matrix has columns that sum to 1.
Write down the consumption matrix for this econ-
omy.

(b) A production vector v represents the production of
each industry in dollars. What does the vector Mv
represent?

(c) Let v =
[

10 57 33
]T

and calculate Mv. At
these production levels (which are in thousands of
dollars), is there a sector that consumes more than
it produces? How about a sector that produces
more than it consumes?

(d) How do you know there is an “everybody is happy”
production vector v, one such that Mv = v?

(e) Calculate the “everybody is happy” production
vector. In terms of the economy, why might it be
referred to as such?

(f) Any solution of Mv = v is, in the context of the
problem, called an equilibrium. Explain in terms
of the economy what is in equilibrium at produc-
tion levels in such a v?

10. Quito, the capital of Ecuador, is located essentially on the
equator, and therefore does not experience seasons. The
weather is more or less the same year round—average
low temperature about 50◦F and average high tempera-
ture about 68◦F all 12 months of the year. Clouds and
rain are similarly predictable. Suppose you are visiting
Quito and a friend of yours claims it rains there one quar-
ter of the time. For two months you record the weather.
Your data suggest that on a rainy day there is a 3

14 chance
it will be rainy again the next day and on a dry day there
is a 5

7 chance it will be dry again the next day. Are your
observations consistent with your friend’s claim? Cre-
ate a Markov chain model of the weather and use it to
answer the question.

11. In a very simple gambling game, you win one dollar with
probability 2

5 and lose one dollar with probability 3
5 . You

start with one dollar, and the game ends when you either
go broke or win 3 dollars (have 4 dollars).

(a) Model the playing of this game with a Markov
chain. The states are the numbers of dollars you
can have and the transition matrix is formed from
the probabilities of going from one amount of
money to another. What is the transition matrix,
M?

4Snake, ladder, start, and goal clipart from PublicDomainVectors.org.

https://gamerules.com/rules/snakes-and-ladders/
https://sagecell.sagemath.org/
https://publicdomainvectors.org
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(b) What is the probability the game will last more
than 10 rounds? That is, with what probability will
you have neither $0 nor $4 after 10 rounds?

(c) After 10 rounds, what is the probability you have
gone broke?

(d) After 10 rounds, what is the probability you have
won $3?

(e) Should you play this game?

(f) Find basis vectors for the eigenspace of eigenvalue
1.

(g) Compare the basis vectors to the columns of M64.
What do you notice?

(h) Let p be the probability of winning one dollar in a

round. What value of p gives you a 50% chance of
winning $3 within 10 rounds?

(i) How does p change if the game ends only when
you either go broke or win $4 instead of $3? Is the
value of p that gives you a 50% chance of winning
$4 within 10 rounds greater or less than before?

12. Redo the bikeshare analysis for 2020 in the same section
of Alexandria as done in the text. Data can be retrieved
at the ancillary website. How different is the expected
bike distribution in 2020? Can you think of a reason the
data are likely to be very different from the 2018 data?

13. Redo the bikeshare analysis for 2018 in a different neigh-
borhood. Data can be retrieved at the ancillary website.

https://lqbrin.github.io/tea-time-linear/ancillaries.html#section7.2
https://lqbrin.github.io/tea-time-linear/ancillaries.html#section7.2
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Figure 7.3.1: Mathematical Model of a 440 Hz Simple Harmomic Sound Wave
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7.3 Fourier Series [4.6, 6.4, calculus]

Sound is the perception of pressure variation. Tuning forks, speakers, musical instruments, voice boxes, whistles,
and anything else that makes sound must somehow cause varying pressure. One common way to create pressure
variation is through physical vibration. Tuning forks, speakers, the strings of stringed instruments, and vocal cords all
use this technique. Their vibrations cause alternating moments of compression (increased pressure) and rarefaction
(reduced pressure) in the air.

The greater the difference between high and low pressures, the louder the sound. Sometimes the pressure dif-
ference, called volume or intensity, is so great, our whole bodies vibrate. Thunder, subwoofers, fireworks, and
helicopters can do this, but for most sounds it is only our eardrums that perceive the pressure variation.

The faster the pressure alternates between high and low, the higher the pitch. Middle C, for example, is the result
of pressure varying from neutral to high to low and back to neutral approximately 261.6 times per second. Each
variation through neutral, high, low and back to neutral is one cycle, so we also say that middle C has a frequency
of 261.6 cycles per second. One Hertz, abreviated Hz, equals one cycle per second, so we also say middle C has a
frequency of 261.6 Hz. The highest note on a piano, B8, has a frequency of about 7902.1 Hz and the lowest note on a
piano has a frequency of about 16.35 Hz.

The human ear is capable of perceiving frequencies between about 20 Hz and 20,000 Hz. Air pressure can
certainly alternate between high and low pressures slower than 20 cycles per second and faster than 20,000 cycles per
second. Our ears just won’t pick up those vibrations. Dog whistles emit sound between 23,000 Hz and 54,000 Hz[5],
all above the range of human hearing but within the range of canine hearing. Elephants were the first land animals to
be observed to produce sound below the range of human hearing[19], creating calls with frequencies as low as 14 Hz.

A sound wave can be modeled by a record of the pressure it causes on a receiver such as a microphone or eardrum
over time. The simplest type of sound waves are simple harmonic vibrations–one intensity, one frequency, shifting
from high to low pressure smoothly as a sine curve. Until the advent of electronics, the closest approximation to a
simple harmonic vibration was the sound of a tuning fork. Over the course of a second or so, neither the frequency
nor the intensity of a vibrating tuning fork changes appreciably, and the vibrations are sinusoidal. The graph of a 440
Hz sine wave is a mathematical model of this sound. See figure 7.3.1.

Naturally produced sounds are not so neat. Even a tuning fork does not produce sound in a perfect sine wave.
Its intensity decreases continuously as it rings, and air particles do not compress and rarefy in a perfectly sinusoidal
pattern. The matter is even more complex for musical instruments. Even on a stringed instrument where a string
vibrates at a steady frequency, the body picks up the vibration and imparts its own signature frequencies to the sound.
Wind and percussion instruments are the same. The richness of their sound comes from a variable intensity patchwork
of many frequencies. The graph of two cycles of an actual recording of a singing drum are shown in figure 7.3.2. The
wave is clearly not sinusoidal, featuring 8 peaks and 8 valleys per cycle. In a sense, the best sinusoidal approximation
of this sound wave is shown below as f 1(t) = −5498.21 sin

(
29 · 8820

121 πt
)
, a frequency of 1

2 · 29 · 8820
121 ≈ 1056.9 Hz.
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Figure 7.3.2: Two cycles of the sound of a drum.
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As expected, this sine wave does a poor job of approximating the drum wave. But we can do better. Allowing the sum
of two sine waves, we can improve the approximation considerably, shown below as f 2(t) = −5498.21 sin

(
29 · 8820

121 πt
)
−

4891.4 sin
(
28 · 8820

121 πt
)
, a combination of frequencies 1056.9 Hz and 1

2 · 28 · 8820
121 ≈ 1020.5 Hz.
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The approximation now peters out as does the drum wave, and the peaks and valleys match better. Allowing a
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combination of four sinusoidal waves,

f 4(t) = − 5498.21 sin
(
29 ·

8820
121

πt
)
− 4891.4 sin

(
28 ·

8820
121

πt
)

+ 4394.8 sin
(
33 ·

8820
121

πt
)
− 3469.0 sin

(
31 ·

8820
121

πt
)

the approximation continues to improve, as seen here.
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The more sinusoidal waves allowed, the better the approximation. The differences largely disappear with the al-
lowance of 14 sinusoidal waves:
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In order of greatest to least intensity, the frequencies represented in f 14 are 1056.9, 1020.5, 1202.7, 1129.8, 984.0,
1166.3, 291.6, 1640.1, 1093.4, 1457.9, 1567.2, 1275.6, 328.0, and 1239.2 Hz. For the brief moment represented in
the graph

(
121
8820 ≈ 0.01372 sec

)
, this means the sound of the drum was dominated by these 14 frequencies.

Similarly examining a full 2 seconds of the audio reveals that the overall dominant frequencies of this particular
drum sound, in order from most to least dominant are 290, 1177, and 1027 Hz. The note played was likely D4, whose
frequency is 293.66 Hz, equivalent to the D string on a violin or viola played open.

But how do we know which frequencies and intensities to use in approximation? In principle, the answer is simple.
Theorem 18 of section 6.4 provides the guidance. Orthogonal projection of the function gives the right intensities.
All we need are an appropriate inner product space and a basis for some subspace. Except in extreme cases, pressure
waves, and therefore sound waves, vary continuously, so it makes sense to consider the vector space of continuous
functions over some interval. In particular, we will consider subspaces of C ([0, L]), the set of all functions which are
continuous on the closed interval [0, L].

Much like the inner products of exercises 1e and 1f of section 4.6, 〈 f , g〉 =
∫ L

0 f (x)g(x) dx defines an inner product
on C ([0, L]). Can you justify it? Answer on page 255.
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Vectors in C ([0, L]) are continuous functions, so a basis for any subspace will have to be a collection of func-
tions that are continuous on [0, L]. As suggested by their use earlier, collections of trigonometric functions provide
convenient bases. For all m = 0, 1, 2, . . . and all n = 1, 2, . . .〈

cos
(mπ

L
t
)
, cos

(nπ
L

t
)〉

= 0 (7.3.1)

and 〈
sin

(mπ
L

t
)
, sin

(nπ
L

t
)〉

= 0 (7.3.2)

whenever m , n. That is, for any distinct positive integers m and n, cos
(

mπ
L t

)
and cos

(
nπ
L t

)
are orthogonal, as are

sin
(

mπ
L t

)
and sin

(
nπ
L t

)
. Inner products (7.3.1) and (7.3.2) can be verified with the help of two trigonometric identities.

Recall that cos(α ± β) = cosα cos β ∓ sinα sin β, so

1
2

[
cos(α − β) + cos(α + β)

]
= cosα cos β (7.3.3)

and
1
2

[
cos(α − β) − cos(α + β)

]
= sinα sin β. (7.3.4)

Can you use (7.3.4) to show (7.3.2)? Answer on page 255. And now we have our candidates for a vector space,
C ([0, L]), and basis elements, sin

(
mπ
L t

)
with m > 0 or cos

(
mπ
L t

)
with m ≥ 0.

When the function of interest takes the value zero at both endpoints of the interval, as is the case for the sound
waves we have looked at, it makes best sense to use sine functions for a basis. Every sine function of the form sin

(
mπ
L t

)
takes the value zero at both t = 0 and t = L so the approximation is exact at the endpoints no matter how many basis
elements are used. If the function were nonzero at either endpoint, it would make more sense to use cosine functions
for a basis as this allows approximation of the nonzero endpoint(s).

Crumpet 33: A theorem of Fejér

[Fejér, 1900] Let f be a continuous function on [−π, π] for which f (−π) = f (π). Then the sequence of Cesàro
means of the partial sums of the Fourier series for f converges uniformly to f on [−π, π].[22] This theorem applies
to any continuous function on [0, π] by extending it as an even function over [−π, π] (in which case the sine terms
all have zero Fourier coefficients, yielding a cosine series) or, when f (0) = f (π) = 0, as an odd function over
[−π, π] (in which case the cosine terms all have zero Fourier coefficients, yielding a sine series). If f additionally
has a piecewise continuous first derivative, then the sequence of partial sums of the Fourier series for f converge
uniformly to f on [−π, π]. For many physical applications, such as the sound waves discussed here, the functions we
are trying to approximate have continuous first derivatives and therefore their extensions have piecewise continuous
first derivatives, and the theorem applies. By proper scaling, these results can be modified to apply to domains such
as [−L, L] or [0, L] .

The upshot of results like this is that there exist bases of trigonometric functions for subspaces containing vectors
(linear combinations of trigonometric functions) arbitrarily close to a given vector (function). In other words, certain
functions can be approximated with arbitrary precision using sums of sines and cosines.

Given a continuous function, we choose a set of sine functions or a set of cosine functions as basis for a subspace
and we project onto the subspace to find the best approximation. For example, consider approximating f (x) =

x(x − 1)(x − 2) over the interval [0, 2]. How closely can we approximate f by vectors in the spans of

1. B1 =
{
1, cos

(
π
2 t

)
, cos (πt)

}
(from the family of cosine functions with m = 0, 1, 2)?

Answer: The best approximation is v = projspan{B1}
f :

〈 f , 1〉
〈1, 1〉

1 +

〈
f , cos

(
π
2 t

)〉〈
cos

(
π
2 t

)
, cos

(
π
2 t

)〉 cos
(
π

2
t
)

+
〈 f , cos (πt)〉

〈cos (πt) , cos (πt)〉
cos (πt) .
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Using a computer algebra system to help with the integration,

v = −16
π2 − 12
π4 cos

(
π

2
t
)
.

Due to symmetry, the first and third terms are zero. The distance between v and f (see section 4.6) is

d( f , v) = ‖ f − v‖ =
√
〈 f − v, f − v〉 ≈ 0.0299.

The graphs of f and v are shown below with the area between the two shaded over the interval [0, 2].
Since the distance between f and v involves integrating ( f − v)2, the shaded area does not represent the
distance between the vectors exactly, but it helps give a visual sense of this distance.
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2. B2 =
{
sin

(
π
2 t

)
, sin (πt) , sin

(
3π
2 t

)}
(from the family of sine functions with m = 1, 2, 3)?

Answer: The best approximation is w = projspan{B2}
f :〈

f , sin
(
π
2 t

)〉〈
sin

(
π
2 t

)
, sin

(
π
2 t

)〉 sin
(
π

2
t
)

+
〈 f , sin (πt)〉

〈sin (πt) , sin (πt)〉
sin (πt) +

〈
f , sin

(
3π
2 t

)〉〈
sin

(
3π
2 t

)
, sin

(
3π
2 t

)〉 sin
(

3π
2

t
)
.

Using a computer algebra system to help with the integration,

w =
12
π3 sin(πx).

Due to symmetry the first and third terms are zero again. The distance between w and f is

d( f ,w) =
√
〈 f − w, f − w〉 ≈ 0.0026.

The graphs of f and w are shown below with the area between the two shaded. As the distance calculation
suggests, this approximation is closer than the last.
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3. B3 =
{
sin

(
mπ
2 t

)
: m = 1, 2, . . . , 10

}
?

Answer: The best approximation is x = projspan{B3}
f :

10∑
m=1

〈
f , sin

(
mπ
2 t

)〉〈
sin

(
mπ
2 t

)
, sin

(
mπ
2 t

)〉 sin
(mπ

2
t
)
.

Using a computer algebra system to help with the integration,

x =
12

125π3 sin(5πx) +
3

16π3 sin(4πx) +
4

9π3 sin(3πx) +
3

2π3 sin(2πx) +
12
π3 sin(πx).

Due to symmetry the odd terms are zero. The distance between x and f is

d( f , x) ≈ 0.00000572.

The graphs of f and x are shown below. The area between the vectors over the interval [0, 2] is essentially
imperceptible.
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The choice of subspace, and therefore its basis, makes all the difference in how close the given function might be
approximated.

In the case of the sound wave that opened this section, coefficients〈
Drum, sin

(
m · 8820

121 πt
)〉〈

sin
(
m · 8820

121 πt
)
, sin

(
m · 8820

121 πt
)〉 , m = 1, 2, . . . , 120

were calculated and sorted from greatest magnitude to least. In decreasing order, the top 14 magnitudes were from
the coefficients corresponding to m = 29, 28, 33, 31, 27, 32, 8, 45, 30, 40, 43, 35, 9, 34, so the set{

sin
(
m ·

8820
121

πt
)

: m = 29, 28, 33, 31, 27, 32, 8, 45, 30, 40, 43, 35, 9, 34
}

and subsets were chosen as bases to create the approximations. The frequency of any harmonic function, sin(ωx) or
cos(ωx), is ω

2π , so the frequencies of these basis elements are{
m ·

44100
121

: m = 29, 28, 33, 31, 27, 32, 8, 45, 30, 40, 43, 35, 9, 34
}

= {1056.9, 1020.5, 1202.7, 1129.8, 984.0, 1166.3, 291.6, 1640.1,
1093.4, 1457.9, 1567.2, 1275.6, 328.0, 1239.2}

as noted previously.
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Figure 7.3.3: Recording of “linear algebra rules” as displayed by Audacity

For a function f defined over the interval [0, L], the (infinite) series

b1 sin
(
π

L
x
)

+ b2 sin
(
2 ·

π

L
x
)

+ b3 sin
(
3 ·

π

L
x
)

+ · · ·

where

bm =

〈
f , sin

(
m · πL t

)〉〈
sin

(
m · πL t

)
, sin

(
m · πL t

)〉
is called the Fourier sine series for f . The (infinite) series

a0 + a1 cos
(
π

L
x
)

+ a2 cos
(
2 ·

π

L
x
)

+ · · ·

where

am =

〈
f , cos

(
m · πL t

)〉〈
cos

(
m · πL t

)
, cos

(
m · πL t

)〉
is called the Fourier cosine series for f . The am and bm are called Fourier coefficients, and the functions sin

(
m · πL x

)
and cos

(
m · πL x

)
are called the mth harmonics. Most of our effort to now has concentrated on the sine series since we

have been examining functions for which f (0) = f (L) = 0. In general though, any piecewise continuous function can
be approximated arbitrarily closely using a finite number of terms of either the Fourier sine series, as we have done,
or the Fourier cosine series. The fit will simply be better with certain selections of harmonics.

A general Fourier series involves both sine and cosine functions and is defined over domains symmetric about
zero. For any function f defined over the interval [−L, L], the (infinite) series

a0 + a1 cos
(
π

L
x
)

+ b1 sin
(
π

L
x
)

+ a2 cos
(
2 ·

π

L
x
)

+ b2 sin
(
2 ·

π

L
x
)

+ · · ·

where

am =

〈
f , cos

(
m · πL t

)〉〈
cos

(
m · πL t

)
, cos

(
m · πL t

)〉 and bm =

〈
f , sin

(
m · πL t

)〉〈
sin

(
m · πL t

)
, sin

(
m · πL t

)〉
is called the Fourier series for f . Indeed, the term Fourier series, with no qualifiers, refers to this series, not the sine
or cosine series. As before the am and bm are called Fourier coefficients and the functions sin

(
m · πL x

)
and cos

(
m · πL x

)
are called the mth harmonics.

Whether any of these series converges to something useful is a deep and interesting topic of analysis. Generally,
though, piecewise continuous functions can be approximated arbitrarily closely using a finite number of terms from
any one of the Fourier series. Because sines and cosines are periodic, especially good approximations with small
numbers of harmonics can often be found for functions f where f (−L) = f (L) (for general Fourier series) or f (0) =

f (L) (for sine series).
It is not only functions that show some regularity or symmetry that can be approximated by Fourier series, how-

ever. The real power of Fourier analysis is to suss out the most important frequencies when none are apparent.
Circling back to sound waves, figure 7.3.35 shows the full 1.82 seconds of a voice saying “linear algebra rules”. The
sound wave shows no particular symmetry or regularity since the sound is constantly changing throughout.

5Audacity: https://www.audacityteam.org/

https://www.audacityteam.org/
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The first 16,095 Fourier sine series coefficients were calculated. The following graphs of the “linear algebra
rules” audio and its approximations over two separate time intervals illustrate how extending the basis improves
the approximation. F1, F74, F637, and F16095 are the approximations using the dominant 1, 74, 637, and 16095
harmonics, respectively.
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F16095 is barely visible beneath the original curve, suggesting that the approximation is very good (which should
probably be expected having used so many terms). It may be surprising then that the distance between F16095 and the
original wave is about 254.4, a number that may seem large. Distances are relative to the function being approximated,
though. The norm of the original sound wave is 3493.5, so d(f16095, original) is only about one fourteenth (3.7%)
the norm (size) of the original—not bad. On the other hand, the distances between the original and F1, F74, and F637
are 3479.5, 3032.0, and 2084.8, respectively. As their distances are similar in magnitude to the norm of the sound
wave itself, it should be expected that they do a poor job approximating the original sound wave. This expectation is
born out by the graphs.

In the end, though, the sound of the reproduction should be the judge of the quality of the approximation. The
ancillary website contains all the data and playable sound files for the sounds mentioned in this section as well as
several others, such as boiling water and birds chirping. The audio corresponding to F1 is a simple computer tone and
does not resemble the original audio at all except that it captures the overall pitch. The sound of F74 is slightly better
in that it oscillates, but in no way sounds like speech. The words can clearly be heard behind a noisy foreground in
F637, but it is still a poor reproduction. Think Alexander Graham Bell and his first phone call. Finally, F16095 and
the original audio are indistinguishable, at least to my ear. Have a listen!

Key Concepts

Fourier series for functions f defined over [−L, L], the series

a0 + a1 cos
(
π

L
x
)

+ b1 sin
(
π

L
x
)

+ a2 cos
(
2 ·

π

L
x
)

+ b2 sin
(
2 ·

π

L
x
)

+ · · ·

where

am =

〈
f , cos

(
m · πL t

)〉〈
cos

(
m · πL t

)
, cos

(
m · πL t

)〉 and bm =

〈
f , sin

(
m · πL t

)〉〈
sin

(
m · πL t

)
, sin

(
m · πL t

)〉 .
Fourier sine series for functions f defined over [0, L], the series

b1 sin
(
π

L
x
)

+ b2 sin
(
2 ·

π

L
x
)

+ · · ·

https://lqbrin.github.io/tea-time-linear/ancillaries.html#section7.3
https://lqbrin.github.io/tea-time-linear/ancillaries.html#section7.3
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where

bm =

〈
f , sin

(
m · πL t

)〉〈
sin

(
m · πL t

)
, sin

(
m · πL t

)〉 .
Fourier cosine series for functions f defined over [0, L], the series

a0 + a1 cos
(
π

L
x
)

+ a2 cos
(
2 ·

π

L
x
)

+ · · ·

where

am =

〈
f , cos

(
m · πL t

)〉〈
cos

(
m · πL t

)
, cos

(
m · πL t

)〉 .
Fourier coefficients the am and bm of a Fourier series, Fourier sine series, or Fourier cosine series.

harmonics the functions cos
(
m · πL t

)
, and sin

(
m · πL t

)
appearing in Fourier series are called mth harmonics, or simply

harmonics when not referring to any particular frequency.

approximations piecewise continuous functions can be approximated arbitrarily closely using a finite number of
terms from any one of the Fourier series. Especially good approximations with small numbers of harmonics
can often be found for smooth functions f where f (−L) = f (L) (for general Fourier series) or f (0) = f (L) (for
sine or cosine series).

Fourier analysis the process of determining a large selection of Fourier coefficients with the purpose of identifying
those with some particular characteristic.

Exercises
1. Argue that C ([0, L]) is a vector space. [A]-363

2. Justify (7.3.3).

3. Why do we not include the case m = 0 in the family of
harmonics for Fourier sine series? [A]-363

4. Show that, in the inner product space C ([0, L]),

(a) 〈1, 1〉 = L

(b)
〈
cos

(
m · πL t

)
, cos

(
m · πL t

)〉
= L

2 for m =

1, 2, . . . [S]-339

(c)
〈
sin

(
m · πL t

)
, sin

(
m · πL t

)〉
= L

2 for m = 1, 2, . . .

5. Find the Fourier sine series for f over the given inter-
val. Use symmetry whenever possible to help with the
calculations.

(a) f (x) = 1; [0, 1]

(b) f (x) = x; [0, 1] [S]-339

(c) f (x) =

x x ≤ 1/2
1 − x x > 1/2

; [0, 1]

(d) f (x) = ex; [0, ln 2] [A]-363

6. Find the Fourier cosine series for f over the given inter-
val. Use symmetry whenever possible to help with the
calculations.

(a) f (x) = 1
2 − x; [0, 1]

(b) f (x) = x; [0, 1] [S]-339

(c) f (x) =

x x ≤ 1/2
1 − x x > 1/2

; [0, 1]

(d) f (x) = ex; [0, ln 2] [A]-363

7. Find the Fourier series for f over the interval [−1, 1].

(a) f (x) = 1 [S]-340

(b) f (x) = x

(c) f (x) = |x|

(d) f (x) = ex

(e) f (x) =
|x|
x

8. Create graphs of f and the Fourier series of question
5 with the first (i) 1 nonzero term; (ii) 2 nonzero terms;
and (iii) 5 nonzero terms. [A]-363

9. Create graphs of f and the Fourier series of question
6 with the first (i) 1 nonzero term; (ii) 2 nonzero terms;
and (iii) 5 nonzero terms. [A]-364

10. Create graphs of f and the Fourier series of question
7 with the first (i) 1 nonzero term; (ii) 3 nonzero terms;
and (iii) 5 nonzero terms. [A]-365

11. Reproduce a sound wave, part 1.

(a) Download one of the data spreadsheets of the
sounds on the ancillary website.

(b) Sort the Fourier sine series coefficients by decreas-
ing magnitude.

(c) Using the twenty harmonics with greatest magni-
tude coefficients, reproduce the sound wave as a
sum of these twenty sine functions.

https://www.geogebra.org/calculator
https://www.geogebra.org/calculator
https://www.geogebra.org/calculator
https://lqbrin.github.io/tea-time-linear/ancillaries.html#section7.3
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(d) Graph the original sound wave and its reproduction
on the same set of axes.

12. Reproduce a sound wave, part 2.

(a) Grab about 600 samples (6/441 sec) from one of
the data spreadsheets of the sounds on the ancil-
lary website.

(b) Compute the Fourier cosine series coefficients for
the first 100 harmonics. You will need to write a

computer program that implements a numerical in-
tegration technique. The trapezoidal rule will suf-
fice, for example.

(c) Using the twenty harmonics with greatest magni-
tude coefficients, reproduce the sound wave as a
sum of cosine functions.

(d) Graph the original sound wave and its reproduction
on the same set of axes.

Answers
inner product on C ([0, L]) The properties of an inner product are justified one by one below.

1. For any function f in C ([0, L]), 〈 f , f 〉 =
∫ L

0 f 2(x) dx ≥ 0 since f 2(x) ≥ 0 for all x in [0, L]. In other
words, f 2(x) is nonnegative, so its definite integral is nonnegative.

2. Of course, if f (x) = 0 (that is, f = 0), then 〈 f , f 〉 =
∫ L

0 f 2(x) dx =
∫ L

0 0 dx = 0. Now suppose f , 0. That
is, there is some x0 in [0, L] for which f (x0) , 0. Let z = f 2(x0) > 0. Since f 2 is continuous, there is a δ
such that whenever |x − x0| < δ, x in [0, L], | f 2(x) − f 2(x0)| = | f 2(x) − z| < z

2 . This establishes an interval

I of width at least δ within [0, L] where f 2(x) > z
2 so 〈 f , f 〉 =

∫ L
0 f 2(x) dx ≥

∫
I f 2(x) dx ≥ δ z

2 > 0. Hence
if f , 0 then 〈 f , f 〉 , 0, or contrapositively if 〈 f , f 〉 = 0 then f = 0.

3. For any f , g in C ([0, L]), 〈 f , g〉 =
∫ L

0 f (x)g(x) dx =
∫ L

0 g(x) f (x) dx = 〈g, f 〉 since multiplication is com-
mutative.

4. For any f , g, h in C ([0, L]),

〈 f + g, h〉 =

∫ L

0
( f (x) + g(x))h(x) dx =

∫ L

0
( f (x)h(x) + g(x)h(x)) dx

=

∫ L

0
f (x)h(x) dx +

∫ L

0
g(x)h(x) dx = 〈 f , h〉 + 〈g, h〉

by the distributive property for real numbers and a standard result of calculus.

5. For any f , g in C ([0, L]) and any scalar c, 〈c f , g〉 =
∫ L

0 c f (x)g(x) dx = c
∫ L

0 f (x)g(x) dx = c〈 f , g〉 by a
standard result of calculus.

sine functions are orthogonal By (7.3.4),

sin
(mπ

L
t
)

sin
(nπ

L
t
)

=
1
2

[
cos

(
(m − n)

π

L
t
)
− cos

(
(m + n)

π

L
t
)]

so 〈
sin

(mπ
L

t
)
, sin

(nπ
L

t
)〉

=

∫ L

0
sin

(mπ
L

t
)

sin
(nπ

L
t
)

dt

=
1
2

∫ L

0

[
cos

(
(m − n)

π

L
t
)
− cos

(
(m + n)

π

L
t
)]

dt

=
1
2

[
L

π(m − n)
sin

(
(m − n)

π

L
t
)
−

L
π(m + n)

sin
(
(m + n)

π

L
t
)]L

0

= 0.

https://lqbrin.github.io/tea-time-linear/ancillaries.html#section7.3
https://lqbrin.github.io/tea-time-linear/ancillaries.html#section7.3
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7.4 Discrete Dynamical Systems [3.2, 3.3]

You have just finished chopping, slicing, mixing, blending, marinating, layering, and otherwise preparing your fa-
vorite dish. You are ready to place it in the oven when you realize it has not been preheated. Preheat now, or put your
assembled dish in, start the oven and guess how long it will take to properly bake? Neither! Model the situation with
a discrete dynamical system and know just how long to put it in a cold oven.

After doing the experiment once, you will know just what to do next time you forget to preheat. For the ex-
periment, place a thermometer probe in the empty oven approximately where you will later put the brownies. Note
the temperature of the probe (air inside the oven) and begin preheating the oven. Record the thermometer reading
every 30 seconds until the oven reaches the target temperature (likely 350◦F/175◦C for brownies but you may want
to coninue to higher temperature if you are baking something else).

Make a graph of temperature versus time. If your oven is like mine, you will get a curve that looks something like
this.6
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Curiously there is essentially no heating during the first 90 seconds, after which the temperature increases in a very
steadily linear fashion at about 21◦F per minute. We will use this observation to model the temperature of the oven
during preheating.

Remove the probe from the oven, let it cool, and let the oven return to its preheated temperature. When the probe
has cooled to room temperature and the brownie mix has been poured into the brownie pan, insert the probe into the
brownie mix. Record its internal temperature and put the brownies in the preheated oven. Record the thermometer
reading every minute until the brownies are done. You will notice the heating is not linear.

Newton’s law of cooling, which applies equally to heating, suggests that the change in temperature of a body is
approximately proportional to the difference between the temperature of the body and the temperature of its surround-
ings, ambient temperature. As an equation,

∆T ≈ k(M − T ).

If brownies obey this law, plotting the temperature over time will reveal a concave down graph. As the brownies’ tem-
perature increases, the difference between ambient (oven) temperature and brownie temperature, (M − T ), decreases.
In turn, the change in temperature over a fixed amount of time, ∆T , will also decrease. This is, at least as a general
characteristic, exactly what the data provide!

6Data, graphs, and calculations for this entire discussion are available in a spreadsheet at the ancillary website.

https://lqbrin.github.io/tea-time-linear/ancillaries.html#section7.4
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However, if the brownies truly follow Newton’s law of cooling, a plot of M − T versus ∆T will reveal a straight
line passing through the origin, just as any two directly related variables will. Alas this is not what the data suggest.
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The scatterplot looks quite linear, but clearly would not pass through the origin if extended to M − T = 0. Unfor-
tunately, this is a critical feature of the law. When there is no difference between the temperature of a body and its
surroundings, the body will neither heat nor cool. Laying a glass of water on the counter for hours, days, or weeks, it
will remain at room temperature for the duration.

Nonetheless, this is what the data are telling us, law or no law. We apply linear regression (section 7.1) to the
data, deriving a model of the from ∆T = α0 + α1(M − T ) that applies when 146◦F ≤ M − T ≤ 284◦F. The normal
equations are [

26 4936
4936 977404

] [
α0
α1

]
=

[
139

30395

]
and have solution [

α0
α1

]
=

[
26 4936

4936 977404

]−1 [
139

30395

]
=

[
−13.516
.099356

]
.
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Hence the temperature of the brownies can reasonably be modeled by ∆T = −13.516 + .099356(M − T ). The graph
here illustrates the reasonableness of this model.
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This model looks very good for temperature differennces, M − T , above 146◦F, but putting brownies in a cold
oven requires a model for much smaller temperature differences. After all, the brownie mix and the unheated oven
are essentially the same temperature to begin, M − T ≈ 0. Luckily Newton’s law of cooling applies for “small”
temperature differences. We can conclude that for our brownies the 350◦F oven provides a temperature difference
outside the range of “small”. Without any further data, we will assume that Newton’s law of cooling applies at
temperature differences less than 146◦F (the smallest observed temperature difference). According to our model, at
M − T = 146, we have ∆T = −13.516 + .099356(146) = 0.98998 ≈ 1. Since Newton’s law implies that ∆T and
M − T are directly proportional, we arrive at the simple relation ∆T = 1

146 (M − T ) for 0 ≤ M − T ≤ 146.
Finally we are ready to run a simulation and find out just how long the brownies should bake starting in a cold

oven. From the observation of oven temperature during preheating, we have

∆M = 21

90 seconds or more into heating (and ∆M = 0 prior since the oven does not heat during the first 90 seconds).
Substituting ∆T = T (t + 1)−T (t) and ∆M = M(t + 1)−M(t), the changes in temperature over the course of 1 minute,
we have starting at 1.5 minutes, [

M(t + 1)
T (t + 1)

]
=

[
M(t)
T (t)

]
+

[
21

1
146 (M(t) − T (t))

]
. (7.4.1)

Given that the brownies began at 66◦F and the oven began at 72◦F, we have[
M(1.5)
T (1.5)

]
=

[
72
66

]
,[

M(2.5)
T (2.5)

]
=

[
M(1.5)
T (1.5)

]
+

[
21

1
146 (M(1.5) − T (1.5))

]
=

[
72
66

]
+

[
21

1
146 (72 − 66)

]
=

[
93

66.041

]
,[

M(3.5)
T (3.5)

]
=

[
M(2.5)
T (2.5)

]
+

[
21

1
146 (M(2.5) − T (2.5))

]
=

[
114

66.226

]
, . . .

and more succinctly, [
M(1.5)
T (1.5)

]
,

[
M(2.5)
T (2.5)

]
,

[
M(3.5)
T (3.5)

]
, . . . =[

72
66

]
,

[
93

66.041

]
,

[
114

66.226

]
,

[
135

66.553

]
,

[
156

67.022

]
,

[
177

67.631

]
,

[
198

68.380

]
,

[
219

69.268

]
, . . .
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bringing us to 8.5 minutes. At this point, M − T = 219 − 69.268 = 149.73, which exceeds 146. To continue, we need
to start using ∆T = −13.516 + .099356(M − T ), or T (t + 1) = T (t) − 13.516 + .099356(M(t) − T (t)) for the change in
brownie temperature. In other words, we now have

[
M(t + 1)
T (t + 1)

]
=

[
M(t)
T (t)

]
+

[
21

−13.516 + .099356(M(t) − T (t))

]
. (7.4.2)

So

[
M(9.5)
T (9.5)

]
=

[
219

69.268

]
+

[
21

−13.516 + .099356(149.73)

]
=

[
240

70.629

]

and so on,

[
M(10.5)
T (10.5)

]
,

[
M(11.5)
T (11.5)

]
,

[
M(12.5)
T (12.5)

]
, . . . =[

261
73.941

]
,

[
282

79.010

]
,

[
303

85.662

]
,

[
324

93.740

]
,

[
345

103.10

]
, . . .

at which point we reach another milestone. The oven temperature does not jump another 21◦F at this point. It will
only increase another 5◦F, so is essentially up to working temperature. The first 14.5 minutes of baking brings the
oven to ∼ 350◦F and the brownies to ∼ 103◦F, a state that the brownies baking in a preheated oven reached in about
2.5 minutes. To summarize, brownies in a cold oven took 14.5 minutes to get to the same point (oven temperature
350◦F, brownie temperature 103◦F) the brownies reached in a preheated oven in only 2.5 minutes. From here out
it is safe to assume the baking will proceed similarly. Therefore it takes 12 more minutes to bake brownies starting
in a cold oven than it does starting in a preheated oven. We simply add 12 minutes to the baking time and proceed.
Presumably this applies to any baking done at 350◦F. The first 14.5 minutes of baking starting with a cold oven are
equivalent to only 2.5 minutes of baking starting with a preheated oven.

As fascinating as the brownie heating experiment may be, this is neither an engineering nor math modeling class.
Not to worry, the reader will not be asked to create their own models. Instead, focus on the results of the modeling
process, equations (7.4.1) and (7.4.2). These are discrete dynamical systems. The talk about brownies and ovens has
hopefuly grabbed your attention and motivated study, nothing more. In case not even that, I should mention discrete
dynamical systems are used to model phenomena in biology, medicine, physics, economics, engineering, and a host
of other areas. Chances are, if you are studying linear algebra, discrete dynamical systems appear in your field of
study.

A first order discrete dynamical system is an equation

xk+1 = f(xk), (7.4.3)

which paired with an initial condition

x0 = v (7.4.4)

defines a sequence x0, x1, x2, . . .. (7.4.3) is an example of a recurrence or recurrence relation and determines all
of the terms of the sequence except the first, which must be supplied separately. For purpose of our study of linear
algebra, xk are in Rn and f : Rn → Rn is an arbitrary function.
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Equation (7.4.1) can be rewritten in terms of this definition by setting xk =

[
M(k)
T (k)

]
, from which it follows

f(xk) =

[
M(k)
T (k)

]
+

[
21

1
146 (M(k) − T (k))

]
=

[
M(k)
T (k)

]
+

1
146

[
0 0
1 −1

] [
M(k)
T (k)

]
+

[
21
0

]
=

[
1 0
0 1

] [
M(k)
T (k)

]
+

1
146

[
0 0
1 −1

] [
M(k)
T (k)

]
+

[
21
0

]
=

([
1 0
0 1

]
+

1
146

[
0 0
1 −1

]) [
M(k)
T (k)

]
+

[
21
0

]
=

1
146

[
146 0

1 145

] [
M(k)
T (k)

]
+

[
21
0

]
=

1
146

[
146 0

1 145

]
xk +

[
21
0

]
.

This is an example of a nonlinear discrete dynamical system as the function f is not a linear transformation. In this
case, the function f is affine, and we would therefore say the system is affine. It takes the form

xk+1 = Mxk + b. (7.4.5)

As noted in the definition, once an initial condition is provided, a discrete dynamical system determines a se-
quence. Our first order of business is to understand how so. For each initial condition, the sequence defined by a
discrete dynamical system can be calculated term-by-term. The recurrence relation defines each term after the first.
For example, the first few terms of the sequence defined by the system

xk+1 =

 −.15 −1.3 −1.95
−.55 1.8 3.15
.15 −1.3 −2.25

 xk +

 2
−5
4

 (7.4.6)

with initial condition

x0 =

 8
−5
6


can be calculated as follows. According to (7.4.6),

x1 =

 −.15 −1.3 −1.95
−.55 1.8 3.15
.15 −1.3 −2.25

 x0 +

 2
−5
4

 =

 −.15 −1.3 −1.95
−.55 1.8 3.15
.15 −1.3 −2.25


 8
−5
6

 +

 2
−5
4

 =

 −4.4
.5
−1.8

 .
Also according to (7.4.6),

x2 =

 −.15 −1.3 −1.95
−.55 1.8 3.15
.15 −1.3 −2.25

 x1 +

 2
−5
4

 =

 −.15 −1.3 −1.95
−.55 1.8 3.15
.15 −1.3 −2.25


 −4.4

.5
−1.8

 +

 2
−5
4

 =

 5.52
−7.35
6.74

 .
Similarly,

x3 =

 −.15 −1.3 −1.95
−.55 1.8 3.15
.15 −1.3 −2.25


 5.52
−7.35
6.74

 +

 2
−5
4

 =

 −2.416
−.035
−.782


and

x4 =

 −.15 −1.3 −1.95
−.55 1.8 3.15
.15 −1.3 −2.25


 −2.416
−.035
−.782

 +

 2
−5
4

 =

 3.933
−6.198
5.443


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accurate to 3 decimal places. The first five terms of the sequence are x0, x1, x2, x3, x4, which have just been calculated
(using this SageCell) as  8

−5
6

 ,
 −4.4

.5
−1.8

 ,
 5.52
−7.35
6.74

 ,
 −2.416
−.035
−.782

 ,
 3.933
−6.198
5.443

 .
Further terms can be calculated similarly. The process of calculating the terms is called iteration. The terms them-
selves are called iterates or iterations, and the sequence is called the orbit of x0.

Given the dynamical system

xk+1 =
1

146

[
146 0
1 145

]
xk +

[
21
0

]
(7.4.7)

from the brownie baking model, can you find the first 5 iterates in the orbit of

x0 =

[
72
66

]
?

Answer on page 267.

As a final exercise in iteration, the first 5 iterates in the orbit of x0 =

[
1
1

]
for the dynamical system

xk+1 =


√

6+
√

2
4

−
√

6+
√

2
4√

6−
√

2
4

√
6+
√

2
4

 xk +

[
−2
2

]
(7.4.8)

are (approximately) [
1
1

]
,

[
−1.293
3.224

]
,

[
−4.083
4.780

]
,

[
−7.182
5.560

]
,

[
−10.376

5.512

]
.

Can you verify these terms (using SageMath)? Answer on page 267.
The first few iterates of an orbit are often not the ultimate goal, however. For many applications, the point of

interest is the long run. How can the 1000th through 2000th or 1, 000, 000th through 1, 000, 012th iterations of an orbit
be described in general terms? Such a desctiption is called the system’s long term behavior.

In the case of (7.4.6),

x5 =

 −1.146
−1.174
0.401

 , x30 =

 1.108
−3.416
2.647

 , x55 =

 1.111
−3.419
2.650

 , and x80 =

 1.111
−3.419
2.650


accurate to 3 decimal places. It takes a short while, but the terms reveal a pattern. All terms xk, k ≥ 55 are, accurate

to 3 decimal places, equal to

 1.111
−3.419
2.650

. The iterates after the 54th do not change much. When the iterates of

a dynamical system settle down this way for all initial values in some neighborhood, we say that the vector it is
settling on is an attractor. It “pulls” orbits toward it. But what vector is the attractor, and can we predict it without
computing large numbers of iterates? By definition, xk+1 = f(xk), so when a dynamical system has an attractor, it
means xk+1 = f(xk) ≈ xk and the approximation improves as k increases. Therein lies the answer to the mystery.

The iterates are getting closer and closer to satisfying the equation

f(x) = x. (7.4.9)

Any solution of this equation is called a fixed point of f, and if xk were such a value, we would have xk+1 = f(xk) = xk.
The sequence would be fixed forever more at the value x.

For example, a fixed point of (7.4.6) satisfies −.15 −1.3 −1.95
−.55 1.8 3.15
.15 −1.3 −2.25

 x +

 2
−5
4

 = x,

https://sagecell.sagemath.org/?z=eJxFi00KwjAQhfeF3iFkleok5MeRWugReoLiopUqWTSVIUiOb0JA32J48z2-adyXSD4JBw5mqZVBkEa5cm65KkQwqgdXhv9olcV71zbr-Nke8SAxW5AIl8KS_sG-wGuBb_IhCq7ZwCHpDJ4HMc98YLSE1yYMYDe0DcvJ_nRK-rzWt5oeeDW_1GErEA==&lang=sage&interacts=eJyLjgUAARUAuQ==
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an equation we can solve:

 −.15 −1.3 −1.95
−.55 1.8 3.15
.15 −1.3 −2.25

 x − x = −

 2
−5
4


 −.15 −1.3 −1.95
−.55 1.8 3.15
.15 −1.3 −2.25

 − I

 x = −

 2
−5
4

 .
By row reduction (using this SageCell), it turns out

x =
1

117

 130
−400
310

 ≈
 1.111111111
−3.418803419
2.649572650

 .
It seems clear enough the orbit is approaching the fixed point, so we have that

 1.111111111
−3.418803419
2.649572650


is an attractor of (7.4.6).

Not all orbits of discrete dynamical systems approach a fixed point, however. The dynamical system

xk+1 =
1

146

[
146 0
1 145

]
xk +

[
21
0

]

with initial condition

x0 =

[
72
66

]

from the brownie baking model does not. This fact is clear by observing the behavior of the first entry of xk. It simply
increases by 21 with each iteration. To be precise, (xk)1,1 = 72 + 21k, which tends to infinity as k grows. Therefore,
‖xk‖ diverges to∞ and we say the orbit tends toward infinity.

Finally, the orbit of x0 =

[
1
1

]
for the dynamical system

xk+1 =


√

6+
√

2
4

−
√

6+
√

2
4√

6−
√

2
4

√
6+
√

2
4

 xk +

[
−2
2

]

does not present a clear pattern even after 100 iterations. As computed in this SageCell, x98 through x100 are (again
accurate to three decimal places), [

−4.083
4.780

]
,

[
−7.182
5.560

]
,

[
−10.376

5.512

]
.

Though it is likely not at all clear from this short list nor the SageMath output, the orbit exhibits a very simple pattern.
To see it, a graph of the first 100 iterations:

https://sagecell.sagemath.org/?z=eJzztc1NLCnKrNAw1jHWidY10DM01dE11DMGEZZApp6pqY6hnoWOMUgCIWmkZ2Qaq8nLlWRblppckl-kEW2ko2uqYwISc1SwVdDw1YWYq5eZkppXkllSqWGsqamXWJqeC-Rq6CYB1RUUZQKZjnCWUlFqSmlyarFCSb4SQlqvqCg1TUNTEwAi3i2-&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzztTXUN9HKTSwpyqzQMNIx0okuLiwq0TDTM9DUBrOMgCwdBThTFy6to8DLpYAB4NK66LpRjYzV5OVKsi1LTS7JL9KI1gUK6QAxSLTCAC5sqGMIEikoyswr0VAyULBS0qkwAAqk5RcpZCpk5ikUJealp2oAlRkYalpBnAPU7qtVYaCdBOFC9GbqKEH0AgDkBzzH&lang=sage&interacts=eJyLjgUAARUAuQ==
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It appears there are only 24 iterations (points on the graph), but that is because they repeat. As indicated, x0 = x24 =

x48 = · · · . Similarly, x1 = x25 = x49 = · · · and so on. As a result, x98 coincides with x2, x99 coincides with x3, and
x100 coincides with x4. When a sequence of iterates repeats this way, we say the orbit is periodic. A sequence of
iterates that approaches such a repeating sequence is called asymptotically periodic.

As with the power method (section 6.2) and Markov chains (section 7.2), both of which can be framed as discrete
dynamical systems, eigenvalues tell the story of long term behavior. For the example systems of this section, each of
the form (7.4.5), eigenvalues of M and its spectral radius are listed in the chart.

System Eigenvalues of M Spectral Radius Long term behavior
(7.4.6) −.8,−.3, .5 .8 approaches fixed point
(7.4.7) 1, 145

146 1 tends toward infinity
(7.4.8)

√
6+
√

2
4 ± i

√
6−
√

2
4 1 periodic

The spectral radius of a square matrix is the maximum of the magnitudes (absolute values) of its eigenvalues. The
magnitude of a complex number a + ib is

√
a2 + b2, so

∣∣∣∣∣∣
√

6 +
√

2
4

± i

√
6 −
√

2
4

∣∣∣∣∣∣ =

√√ √6 +
√

2
4

2

+

 √6 −
√

2
4

2

=

√
6 + 2

√
12 + 2

16
+

6 − 2
√

12 + 2
16

=

√
6 + 2 + 6 + 2

16
= 1.

Much like a geometric series, which converges when the ratio between consecutive terms is less than one and
diverges when the ratio is greater than one, an affine system will approach the fixed point when the spectral radius
is less than one and will tend toward infinity when the spectral radius is greater than one. The analogy ends there
however. An affine dynamical system whose matrix has spectral radius one can exhibit several different behaviors:
tendency toward infinity and periodicity as seen above, but also convergence to a fixed point, depending on the system
and the initial condition.
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Crumpet 34: Long Term Behavior

For an affine discrete dynamical system, xk+1 = Mxk + b, where 1 is not an eigenvalue of M, the system has a unique
fixed point, x∗:

Mx∗ + b = x∗

Mx∗ − x∗ = −b
(M − I)x∗ = −b

x∗ = −(M − I)−1b.

The inverse of M − I exists because 1 is not an eigenvalue of M. Letting y = x − x∗, which implies x = y + x∗, and
substituting into xk+1 = Mxk + b:

yk+1 + x∗ = M(yk + x∗) + b
= Myk + (Mx∗ + b)

= Myk + x∗.

So yk+1 = Myk. The analysis of this linear dynamical system fully informs the behavior of the affine system.
Assuming M is diagonalizable, we set y0 = x0 − x∗ (by substitution) and write y0 in terms of a basis of eigenvectors,
{w1,w2, . . . ,wn} corresponding to eigenvalues λ1, λ2, . . . , λn. Then

y0 = c1w1 + c2w2 + · · · + cnwn

for some scalars c1, c2, . . . , cn, and y1 = M (c1w1 + c2w2 + · · · + cnwn) = c1λ1w1 + c2λ2w2 + · · · + cnλnwn, y2 =

M (c1λ1w1 + c2λ2w2 + · · · + cnλnwn) = c1λ
2
1w1 + c2λ

2
2w2 + · · · + cnλ

2
nwn, and so on:

yk = c1λ
k
1w1 + c2λ

k
2w2 + · · · + cnλ

k
nwn.

This solution is dominated by the nonzero term(s) with the eigenvalue(s) of greatest magnitude. If the dominant
magnitude is less than one, yk will tend toward zero and therefore xk will tend toward x∗, the fixed point. If the
dominant magnitude is greater than one, yk will tend toward infinity, in which case xk will tend toward infinity.

Key Concepts
first order discrete dynamical system an equation of the form xk+1 = f(xk).

nonlinear discrete dynamical system a discrete dynamical system whose recurrence is a nonlinear transformation.

initial condition a value v for the first term of a dynamical system, usually given as x0 = v.

recurrence the type of equation appearing in a discrete dynamical system.

recurrence relation a recurrence.

affine discrete dynamical system a dynamical system of the form xk+1 = Mxk + b.

affine transformation a transformation f : Rn → Rn where f(x) = Mx + b.

iteration the process of calculating the terms of the sequence determined by a discrete dynamical system.

iterates the terms of the sequence determined by a discrete dynamical system.

iterations iterates.

orbit the sequence determined by a discrete dynamical system—the solution of a dynamical system with initial
condition.
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long term behavior a quantitative or qualitative description of the tail end of the orbit of a dynamical system. The
phrases “approaching the fixed point”, “tending toward infinity”, and “asymptotically periodic” are often used.
Another possibility for nonlinear dynamical systems is “chaotic”.

fixed point a solution of the equation f(x) = x.

attractor the fixed point of a dynamical system whose solutions tend toward it.

repeller the fixed point of a dynamical system whose solutions tend away from it.

spectral radius the greatest magnitude of the eigenvalues of a matrix.

Exercises
1. Calculate the first four iterates of the dynamical system

defined by xk+1 = f(xk) and x0 = 0.

(a) f(x) =
1
42

[
16 26
65 −23

]
x +

[
1/7
3/14

]
[S]-340

(b) f(x) =
3
2

[
2 2
1 3

]
x +

[
7
13
2

]
(c) f(x) =

1
2

[
−7 −10
4 6

]
x +

[
2
−3

]
(d) f(x) =

1
4

[
−6 5
−4 3

]
x +

[ 5
2
5
2

]
(e) f(x) =

1
20

[
40 −36
63 −56

]
x +

[
3/5
−7/10

]
[A]-365

(f) f(x) =
1
3

[
3 −4
6 −7

]
x +

[
− 8

3
− 14

3

]
(g) f(x) =

1
6

[
−3 3
3 5

]
x +

[
−1
1/2

]
(h) f(x) =

[
3 1
2 2

]
x +

[
2

12

]

(i) f(x) =

 11 10 0
−8 5 −12
−8 −4 −3

 x +

 −54
−27
19


(j) f(x) =

1
40

 155 64 −55
−192 −76 72
147 64 −47

 x +

 3/5
3/8
−7/10


[A]-365

(k) f(x) =
1
12

 4 −16 8
2 −22 9
4 −20 6

 x +


26
3
85
6
13
3


(l) f(x) =

1
18

 82 57 −29
−16 −3 41

8 −3 65

 x +

 5/6
7/3
1/18


(m) f(x) =

1
28

 −26 8 10
−9 −1 4
−15 3 2

 x +


13
14
15
14
16
7


(n) f(x) =

1
28

 153 500 100
−48 −164 −37
40 160 53

 x +

 1/7
2/7
3/7


[A]-365

(o) f(x) = −
1
6

 −10 −69 5
0 54 0
2 69 −13

 x +

 −
569

6
80
583

6


2. Find the fixed point(s) of the dynamical system in ques-

tion 1. [S]-341 [A]-366

3. Find the eigenvalues of the square matrix in question
1. [A]-366

4. Based on the information from questions 1-3, does the
dynamical system have an attractor? [S]-341 [A]-366

5. Describe the long term behavior of the dynamical sys-
tem in question 1. Calculate more iterates if needed. [S]-
341 [A]-366

6. Picturing an attractor, part 1. Let M =
1
50

[
24 −8
−3 26

]
.

The fixed point of

xk+1 = Mxk +

[
4
6

]
; x0 = v

is
[

4
12

]
and the eigenpairs of M are

3
5
,

[
4
−3

]
and

2
5
,

[
2
1

]
. [A]-366

(a) Verify that the spectral radius of M is less than 1
(and therefore the fixed point is an attractor).

(b) On a set of axes, plot the fixed point with the eigen-
vectors emanating from it.

(c) Pick several random points approximately 10 units
away from the fixed point.

(d) Calculate the first 4 iterations of the orbits of each
point from part (c) and plot them on the same set
of axes.

(e) Connect each orbit with a single smooth arrow
through its points in the order in which they occur.

7. Picturing an attractor, part 2. Let M =

√
2

3

[
1 −1
1 1

]
.

The fixed point of

xk+1 = Mxk +

[
3

3 − 2
√

2

]
; x0 = v

is
[

3
3

]
and the eigenvalues of M are

√
2

3 (1 ± i). The

eigenvectors are thus complex as well.
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(a) Verify that the spectral radius of M is less than 1
(and therefore the fixed point is an attractor).

(b) On a set of axes, plot the fixed point.

(c) Pick several random points approximately 8 units
away from the fixed point.

(d) Calculate the first 4 iterations of the orbits of each
point from part (c) and plot them on the same set
of axes.

(e) Connect the orbits by drawing a smooth arrow
through them in the order in which they occur.

8. Picturing a repeller, part 1. Let M =
1

15

[
24 −8
−3 26

]
.

The fixed point of

xk+1 = Mxk +
1
3

[
−32
29

]
; x0 = v

is
[

8
−11

]
and the eigenpairs of M are 2,

[
4
−3

]
and

4
3
,

[
2
1

]
.

(a) Verify that both eigenvalues of M have magnitude
greater than 1 (and therefore the fixed point is a
repeller).

(b) On a set of axes, plot the fixed point with the eigen-
vectors emanating from it.

(c) Pick several random points about 1 unit from the
fixed point.

(d) Calculate the first 4 iterations of the orbits of each
point from part (c) and plot them on the same set
of axes.

(e) Connect each orbit with a single smooth arrow
through its points in the order in which they occur.

9. Picturing a repeller, part 2. Let M =

√
2

2

[ √
3 −1

1
√

3

]
.

The fixed point of

xk+1 = Mxk +

[
3
√

2
6 − 3

√
6

]
; x0 = v

is
[

0
6

]
and the eigenvalues of M are

√
2

2 (
√

3 ± i). The

eigenvectors are thus complex as well.
[A]-366

(a) Verify that both eigenvalues have magnitude
greater than 1 (and therefore the fixed point is a
repeller).

(b) On a set of axes, plot the fixed point.

(c) Pick several random points approximately 1 unit
away from the fixed point.

(d) Calculate the first 4 iterations of the orbits of each
point from part (c) and plot them on the same set
of axes.

(e) Connect the orbits by drawing a smooth arrow
through them in the order in which they occur.

10. Let M− I be an invertible matrix and suppose some fixed
point of the affine dynamical system

xk+1 = Mxk + c; x0 = v

is an attractor for any initial value v. Argue that

(a) the fixed point is unique; and

(b) the fixed point of the dynamical system

zk+1 = M−1(zk − c); z0 = v

is unique and is a repeller.

11. Let M− I be an invertible matrix and suppose some fixed
point of the affine dynamical system

xk+1 = Mxk + c; x0 = v

is a repeller for any initial value v. Argue that

(a) the fixed point is unique; and

(b) the fixed point of the dynamical system

zk+1 = M−1(zk − c); z0 = v

is unique and is an attractor.

12. Picturing a saddle point. Let M =
1
6

[
7 −3
−1 5

]
. The

fixed point of

xk+1 = Mxk +
1
6

[
−13

1

]
; x0 = v

is
[

4
−3

]
and the eigenpairs of M are

4
3
,

[
3
−1

]
and

2
3
,

[
1
1

]
.

(a) Verify that one eigenvalue has magnitude greater
than 1 while the other has magnitude less than 1
(and therefore the fixed point is neither an attractor
nor repeller).

(b) On a set of axes, plot the fixed point with the eigen-
vectors emanating from it.

(c) Pick several random points closer to the line
defined by the eigenvector whose corresponding
eigenvalue has magnitude greater than 1 than they
are to the line defined by the other eigenvector.

(d) Calculate the first 4 iterations of the orbits of each
point from part (c) and plot them on the same set
of axes.

(e) Connect each orbit with a single smooth arrow
through its points in the order in which they occur.

7See Discrete Dynamical Systems: With Applications in Biology.

https://www.researchgate.net/publication/344193230_Discrete_Dynamical_Systems_With_Applications_in_Biology
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13. Host Parasite Interaction. Let H be the population of a
host prone to parasite population P and suppose the pop-
ulations evolve according to the discrete dynamical sys-
tem

Hn+1 = γHne−aPn

Pn+1 = Hn

(
1 − e−aPn

)
(7.4.10)

for some positive values of the parameters γ and a.7

(a) Find the fixed point,
[

H∗

P∗

]
, of (7.4.10).

(b) For 0 < γ < 1, argue that the fixed point of
(7.4.10) has a negative coordinate (and therefore
is an unattainable state for the physical system—
populations cannot be negative).

(c) For γ = 1, argue that the parasite population is zero
according to (7.4.10).

(d) The linear dynamical system[
Ĥ
P̂

]
k+1

=

 1 γ ln γ
1−γ

γ−1
γ

ln γ
γ−1

 [ Ĥ
P̂

]
k

(7.4.11)

where
[

Ĥ
P̂

]
=

[
H − H∗

P − P∗

]
, called a lineariza-

tion of (7.4.10), is an excellent approximation of
(7.4.10) near its fixed point. For γ > 1, argue that
the fixed point of (7.4.11) is a repeller (and there-
fore is an unstable state for the physical system—
populations will tend away from the fixed point).
This is enough to show that the same happens for
(7.4.10).

(e) Is this a good model for host/parasite populations
that can live in equilibrium (constant populations
each)? Explain.

Answers

brownie iterates Given that x0 =

[
72
66

]
, accurate to three decimal places,

x1 =
1

146

[
146 0
1 145

] [
72
66

]
+

[
21
0

]
=

[
93

66.041

]
x2 =

1
146

[
146 0
1 145

] [
93

66.041

]
+

[
21
0

]
=

[
114

66.226

]
x3 =

1
146

[
146 0
1 145

] [
114

66.226

]
+

[
21
0

]
=

[
135

66.553

]
x4 =

1
146

[
146 0
1 145

] [
135

66.553

]
+

[
21
0

]
=

[
156

67.022

]
so the first five iterates of the orbit are[

72
66

]
,

[
93

66.041

]
,

[
114

66.226

]
,

[
135

66.553

]
,

[
156

67.022

]
.

last iteration example Sample SageMath code that can be copied and pasted into a SageCell:

M=1/4*matrix(2,2,[sqrt(6.0)+sqrt(2.0), sqrt(2.0)-sqrt(6.0),
sqrt(6.0)-sqrt(2.0), sqrt(6.0)+sqrt(2.0)])

b=vector([-2.0,2.0])
x0=vector([1,1])
print("0 :",x0)
for i in range(1,5):

x0=M*x0+b
print(i,":",x0)
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7.5 Rep-tiles [6.3]

The floors of kitchens, bathrooms, museums, and other spaces are tiled more often than not. Flat ceramic or natural
stone tiles are placed together in a nonoverlapping way, covering the whole floor. It is very common to see square
tiles laid out in a grid, for example. Squares are easy to fit together this way and the pattern can be extended to cover
any amount of space.

The plane R2 can be imagined as a floor without boundaries. Covering it with tiles requires extending those tiles
endlessly in every direction. The most familiar example is a boundless rectangular grid. Imagine rectangular graph
paper extended forever in every direction. It may not be the most attractive covering of the plane, but it does the job.

Any set of shapes covering the plane without overlapping is called a tessellation, and the shapes are said to
tessellate the plane. Like squares, equilateral triangles and regular hexagons can be fitted together to tessellate the
plane in a simple pattern. In fact these three shapes form the bases for the only three so-called regular tessellations,
portions of which are shown here. Only your imagination can extend the patterns indefinitely.

Polygons that are not regular tessellate the plane just as well. Parallelograms, hexagons, dodecagons, convex and
concave, can all be fitted to tessellate the plane. Portions of a small sample are shown here.

M.C. Escher famously made tessellation an artform. Tilings with irregularly shaped birds, fish, human figures,
and other natural shapes appear in many of his most famous creations. See figure 7.5.1, for example. One way to
create Escher-esque tessellations is to start with a regular tile and modify its perimeter in a symmetric way. The
third tessellation of the diagram above is created from squares where each side is replaced by a zig-zag, for example.
Among the infinite possibilities for tiles created this way are the two shown here.

Each edge of the regular tile is replaced by a curve with 180 degree rotational symmetry about the midpoint of the
original edge. As long as the replacements do not intersect one another, the resulting shape is a tile. That is, multiple
copies can be fitted together to cover, or tessellate, the plane.
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Figure 7.5.1: M.C. Escher’s System X(e)

All M.C. Escher works©2021 The M.C. Escher
Company - the Netherlands. All rights reserved. Used by

permission. www.mcescher.com

Certain tiles (shapes that tessellate the plane) are
actually doubly tiling. Not only can they be fitted to-
gether to tile the plane—they can also be fitted together
to tile larger copies of themselves! These shapes are
called rep-tiles, short for self-replicating tiles. Again,
the square provides an immediate example. Four con-
gruent squares fitted together at a corner, sides parallel
to one another form a square with side length twice the
original (and four times the area). Equilateral triangles,
and in fact all triangles, are rep-tiles. Four congruent
copies can be pieced together, three in the same ori-
entation and the fourth rotated 180 degrees, to form a
larger copy. Regular hexagons are not rep-tiles as no fi-
nite number of copies of a hexagon can be fitted together
(as tiles, without overlap) to form a hexagon. However,
there are many non-regular rep-tilian hexagons. For ex-
ample, the hexagon formed by gluing three squares to-
gether in an ell is a rep-tile. The following diagram
demonstrates the self-replication of a square, a regular
triangle, and this hexagonal ell shape. Four copies of each shape are fitted together to form an enlarged replica. Since
we have already seen that these shapes tessellate the plane, they are indeed rep-tiles.

Rep-tiles come in much more fanciful shapes, however. Take these three, for example.

Appearing rom left to right are the carpenter’s plane of Golomb[10], a fractile of Bandt[2], and a twindragon. Seeing
that these shapes are in fact rep-tiles is nontrivial. Pictures showing them tiling replicas of themselves and tessellating
a portion of the plane would make adequate demonstrations, but would give no insight into their origin or how to
imagine others, or even how to define the shapes themselves. For that, we rely on linear algebra.

After building a replica of a rep-tile (from similar copies of the rep-tile itself), one can switch perspecives and
look at the completed figure as a dissection of the larger rep-tile. From this viewpoint, rep-tiles are plane figures
that tessellate the plane and can be dissected into finitely many similar copies of themselves. All rep-tiles can be
seen from this vantage. Refer back to the diagram of the square, the equlateral triangle and the hexagonal ell being
fitted together to self-replicate with a different lens. The square is shown dissected into four smaller squares. The
equilateral triangle is shown dissected into four smaller equilateral triangles, and the ell shaped hexagon is likewise
divided into four smaller copies of itself.

http://www.mcescher.com/
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Crumpet 35: Solomon Golomb

Solomon Golomb is credited with coining the term rep-tile, but his original paper[10] only uses the term “rep-k”,
short for replicating of order k. To quote Golomb, a plane figure is called rep-k if “it can be dissected into k ‘replicas’,
each congruent to the others and similar to the original”. Curiously, Martin Gardner[7] credits Golomb with laying
the foundation for the study of rep-tiles and inventing the term in a series of private papers, all in his article appearing
more than a year earlier than Golomb’s!

By imposing a set of axes on any of these figures, rigorous mathematical descriptions of the figures become
available. Any placement of the axes will do. Only a frame of reference is needed. For example, suppose we arrange
for opposite corners of the square to coincide with (0, 0) and (2, 2). The following diagram shows the four squares of
its dissection, and for each of these squares, an affine transformation mapping the whole square to the part.

-2-2 -1-1 11 22 33 44

11

22

00

In words, the 2× 2 matrices scale shapes (and more to the point, the square) by a factor of 1
2 in both the horizontal

and vertical directions. The addition of 2 × 1 vectors provide translations. T4 can thus be described as scaling by
1
2 horizontally and vertically followed by translation 1 unit horizontally. T4

([
0
0

])
=

[
0
0

]
+

[
1
0

]
=

[
1
0

]
and

T4

([
2
2

])
=

[
1
1

]
+

[
1
0

]
=

[
2
1

]
, for example. Again, the critical point is that the image of the 2 by 2 square

under T4 is the purple square: contracting the 2 by 2 square by a factor of 1
2 and then translating the contracted

copy right 1 unit lands the image of the larger square (well, squarely) on top of the purple square—the bottom
right square of the dissection. Letting S be the 2 by 2 square with opposite corners at (0, 0) and (2, 2), we thereby
have T4(S ) = the purple square. Similarly, T1(S ) = the orange square (the bottom left square of the dissection);
T2(S ) = the blue square (the top left square of the dissection); and T3(S ) = the green square (the top right square of
the dissection).

The union of the four images, T1(S ), T2(S ), T3(S ), and T4(S ), is the original square. In the form of an equation,

T1(S ) ∪ T2(S ) ∪ T3(S ) ∪ T4(S ) = S . (7.5.1)

A theorem of Hutchinson[14] asserts that S is the only compact set that satisfies (7.5.1). In other words, the square
S is determined by the transformations T1,T2,T3,T4 via equation (7.5.1). This way, these four transformations
provide a precise description, or definition, of the square with opposite corners at (0, 0) and (2, 2). Incidentally,
each transformation Tk is a similitude—a rigid transformation (rotation, reflection, translation, or composition
thereof) composed with dilation (scaling by the same scale factor in all directions). Similitudes preserve shape but
not necessarily size, exactly the type of transformation needed to map a shape onto one of the (similar) parts of its
dissection.

Let C = {C1,C2, . . . ,Cp} be a set of similitudes in Rn with scale factors less than one, and define

HC (A) = C1(A) ∪C2(A) ∪ · · · ∪Cp(A) (7.5.2)
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for any subset A of Rn. Hutchinson’s theorem concludes that there is exactly one compact set K in Rn such that
HC (K) = K. Moreover,

lim
k→∞
H◦kC (A) = K (7.5.3)

for any compact set A. Not only does the theorem assert the existence and uniqueness of the set K, it gives a way to
construct it from the similitudes.

Crumpet 36: Hutchinson

The original theorem of Hutchinson and its proof lie along the fence between real analysis and topology. Let X =

(X, d) be a complete metric space and S = {S 1, . . . , S N} be a finite set of contraction maps on X. Then there exists
a unique closed bounded set K such that K =

⋃N
i=1 S iK. Furthermore, K is compact and is the closure of the set of

fixed points si1 ···ip of finite compositions S i1 ◦ . . . ◦ S ip of members of S .

For arbitary A ⊂ X let S (A) =
⋃N

i=1 S iA, S P(A) = S (S P−1(A)). Then for closed bounded A, S P(A) → K in
the Hausdorff metric.

Applying this theorem to the set T = {T1,T2,T3,T4}, we do not have to know anything about the origin of the
transformations Tk. All the work of dissecting the square, placing it in the plane, and deriving the transformations in
T can be forgotten. All we need is a compact set A (and a lot of patience!) to recover the square. It is the limit of the
sequence HT (A),HT (HT (A)) ,HT (HT (HT (A))) , . . ., the iteration of HT on any compact set A. The first few
terms of this sequence are shown below, where A takes the shape of a kitty8.

A HT (A) HT (HT (A)) HT (HT (HT (A)))

11 22

11

22

00 11 22

11

22

00 11 22

11

22

00 11 22

11

22

00

The following set of similitudes defines the hexagonal ell within the square with opposite vertices (0, 0) and (2, 2).

L1(x) =

[ 1
2 0
0 1

2

]
x L2(x) =

[ 1
2 0
0 1

2

]
x +

[ 1
2
1
2

]
L3(x) =

[
0 − 1

2
1
2 0

]
x +

[
2
0

]
L4(x) =

[
0 1

2
− 1

2 0

]
x +

[
0
2

]
Can you generate the ell shaped rep-tile by applying (7.5.3) to C = {L1, L2, L3, L4} (and some set A of your own
creation)? Answer on page 277.

The following diagram illustrates three things. One, the dissection of a rep-tile is not unique (two different
dissections are shown for the same right triangle). Two, the number of parts in a dissection of a rep-tile is not always
four. Three, the parts of a dissection need not be congruent to one another (they must only be similar to the whole).

8Kitty image downloaded from https://openclipart.org/detail/292277/cute-cat.

https://openclipart.org/detail/292277/cute-cat
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0

0.5

1

0.5 1 1.5 2

1

0.5

0 0.5 1 1.5 2

Can you find the similitudes associated with these dissections (note there will be four similitudes associated with the
first dissection and two similitudes associated with the second)? Answer on page 277.

In the second dissection, the two scale factors are 1
√

5
and 2

√
5
. Not coincidentally

(
1
√

5

)2
+

(
2
√

5

)2
= 1. In general,

if C = {T1,T2, . . . ,Tp} is the set of similitudes that determine a rep-tile R, then

T1(R) ∪ T2(R) ∪ · · · ∪ Tp(R) = R

and the images Tk(R) pariwise have no overlapping area, so

area (T1(R)) + area (T2(R)) + · · · + area
(
Tp(R)

)
= area(R). (7.5.4)

Now, we know from section 6.3 that area (Tk(R)) = | det Lk | · area(R) where Lk is the matrix of the linear part of
similitude Tk. We also know from section 3.7 that the determinant of a product is the product of the determinants and
from section 3.5 that multiplying a 2 × 2 matrix by scalar c multiplies its determinant by c2. Finally, combined with
the facts that the determinants of reflections and rotations are −1 and 1 respectively, the determinant of any matrix of
a similitude is s2 where s is its scale factor. Applying this information to equation (7.5.4), we get

s2
1area(R) + s2

2area(R) + · · · + s2
parea(R) = area(R)

where sk is the scale factor of similitude Tk. Hence

s2
1 + s2

2 + · · · + s2
p = 1. (7.5.5)

The square, the hexagonal ell, and the triangle were all dissected into four parts, each of which was a 1
2 scale

replica of the whole. By equation (7.5.5) it must be that
(

1
2

)2
+

(
1
2

)2
+

(
1
2

)2
+

(
1
2

)2
= 1, an equality that is not hard to

verify. As a matter of vocabulary, the set of similitudes associated with a rep-tile is an iterated function system, or
IFS. Hence, if s1, s2, . . . , sp are the scale factors of the similitudes of the IFS of a rep-tile, then s2

1 + s2
2 + · · · + s2

p = 1.
Returning to the carpenter’s plane of Golomb, the fractile of Bandt, and the twindragon, shown below are dissec-

tions.

Imposing a set of axes on any one of the dissections allows developing the similitudes mapping the shape to its parts.
Much like a center and radius define a circle or two points define a line, the collection of these similitudes defines the
rep-tile.
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Key Concepts
rep-tile a plane figure that tessellates the plane and can be dissected into finitely many similar copies. Equivalently,

a plane figure that tiles the plane and tiles an enlarged replica of itself.

Hutchinson’s theorem (a special case) Let C = {C1,C2, . . . ,Cn} be a set of similitudes in R2 with scale factors less
than one, and define

HC (A) = C1(A) ∪C2(A) ∪ · · · ∪Cn(A) (7.5.6)

for any subset A of R2. Then there is exactly one compact set K in R2 such thatHC (K) = K. Moreover,

lim
k→∞
H◦kC (A) = K (7.5.7)

for any compact set A.

similitude a rigid transformation composed with a dilation. Similitudes preserve shape but not necessarily size

rigid transformation a rotation, reflection, or translation.

dilation a map of the form T (x) = rx for some real number r ≥ 0—scaling by the same factor in all directions.

compact set a subset S of Rn is compact if it is closed and bounded.

closed set a subset S of Rn is closed if the limit of every convergent sequence of points in S is also in S . Alternatively,
S is closed if it contains all of its limit points.

bounded set a subset S of Rn is bounded if there exists a real number M such that S ⊆ {x in Rn : ‖x‖ < M}.
Alternatively, S is bounded if it is contained within some ball centered at the origin.

iterated function system a set of contraction mappings.

contraction mapping a map T : Rn → Rn is a contraction (mapping) if for every distinct pair of points x and y in
Rn there exists a real number s < 1 such that

d(T (x),T (y))
d(x, y)

≤ s.

A contraction mapping scales down the distance between every pair of distinct points. A similitude with scale
factor less than one is a contraction mapping.

IFS iterated function system.

scale factors of the IFS of a rep-tile if s1, s2, . . . , sp are the scale factors of the similitudes of the IFS of a rep-tile,
then s2

1 + s2
2 + · · · + s2

p = 1.

Exercises

1. Determine an affine transformation that maps the large
figure to the similar (smaller) figure.

(a)

11 22 33 44

11

22

33

44

00

⇒

11 22 33 44

11

22

33

44

00

(b)

11 22 33 44

11

22

33

44

00

⇒

11 22 33 44

11

22

33

44

00

[S]-341

(c)

11 22 33 44

11

22

00

⇒

11 22 33 44

11

22

00
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(d)

11 22 33 44

11

22

00

⇒

11 22 33 44

11

22

00

[A]-366

(e)

11 22 33 44

11

22

33

44

00

⇒

11 22 33 44

11

22

33

44

00

(f)

11 22 33 44

11

22

33

44

00

⇒

11 22 33 44

11

22

33

44

00

[A]-366

(g)

11 22 33 44

11

22

33

44

00

⇒

11 22 33 44

11

22

33

44

00

(h)

11 22 33 44

11

22

33

44

00

⇒

11 22 33 44

11

22

33

44

00

[A]-366

2. Build a larger copy of the figure from similar copies of it-
self, thereby showing that it has one feature of a rep-tile.
Appropriate sizes and number of copies can be found on
page 278.

(a)

(b) [A]-366

(c)

(d)

[A]-366

(e)

(f) [A]-366

(g)

(h) [A]-366

(i)

(j)
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3. Show that the shape in question 2 tessellates the plane.
This completes a demonstration that the shape is a rep-
tile. [S]-342 [A]-367

4. The 3-4-5 right triangle is a rep-tile that can be dissected
into two parts as shown.

44

55
33

(a) Use similar triangles to calculate the scale factors
of the two similitudes, s1 and s2, of its IFS.

(b) Verify that s2
1 + s2

2 = 1.

5. Find a dissection of the 30-60-90 triangle into three con-
gruent parts, each similar to the whole, showing that the
triangle is a rep-tile. Equivalently, build a 30-60-90 tri-
angle9 out of three congruent 30-60-90 triangles.

6. The right triangle with side lengths 1, 2, and
√

5 can be
dissected into five congruent parts, each similar to the
whole, two different ways. Find one of them. [A]-367

7. What are the scale factors of the IFS for the triangle in
question

(a) 5

(b) 6 [A]-367

8. A rectangle can be dissected into three congruent parts,
making it a rep-tile. Equivalently, three congruent copies
of this rectangle can be fitted together to form a (larger)
similar copy. What is the ratio of its side lengths?

9. Find an IFS of the rep-tile suggested by the dissection.
Impose your own set of axes where not supplied.

(a)

11 22 33 44

11

22

33

44

00

(b)

11 22 33 44

11

22

00

[A]-367

(c)

11 22 33 44

11

22

33

44

00

(d)

11 22 33 44

11

22

33

44

00

[S]-342

(e)

(f) The images of the line segment under the
similtudes of the IFS are the line segments
from (0, 0) to (0, 5) and from (5, 0) to (5, 5).

[A]-367
9A 30-60-90 triangle is one whose interior angles measure 30, 60, and 90 degrees.



276 CHAPTER 7. FURTHER APPLICATIONS

(g)

(h)

[A]-367

(i)

(j)

(k)

[A]-367

(l)

10. Check your answers for question 9 with the rep-tile de-
signer.10 It will be helpful to have your similitudes writ-
ten in terms of the designer’s format. Each similitude
should be expressed as a composition of

(i) a reflection (across the x-axis, y-axis or neither)

(ii) a scaling (scale factor)

(iii) a rotation (in degrees about the origin)

(iv) a horizontal translation

(v) a vertical translation

in that order. [S]-343 [A]-367

11. Find the three scale factors of the IFS suggested by the
dissection. [S]-344

12. Find an expression for c in terms of a and b. HINT: Write
down five equations involving the three scale factors of
the IFS suggested by the dissection. Four of them can
be used to eliminate the scale factors, leaving a single
equation with just a, b, c. Solve this equation for c.

10https://lqbrin.github.io/tea-time-linear/rep-tile-designer.html

https://lqbrin.github.io/tea-time-linear/rep-tile-designer.html
https://lqbrin.github.io/tea-time-linear/rep-tile-designer.html
https://lqbrin.github.io/tea-time-linear/rep-tile-designer.html
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Answers
generating the L-shape Letting A take the shape of a pumpkin11, the L-shape appears rather plainly after only three

iterations:

A HC (A) HC (HC (A)) HC (HC (HC (A)))

11 22

11

22

00 11 22

11

22

00 11 22

11

22

00 11 22

11

22

00

dissecting the triangle For the first dissection, the four transformations mapping the whole triangle to the four parts
are, in words,

1. scale by a factor of 1
2 ,

2. scale by a factor of 1
2 and then translate 1 unit right,

3. scale by a factor of 1
2 and then translate 1

2 unit up, and

4. scale by a factor of 1
2 , rotate (about the origin) by 180◦, and then translate 1

2 unit up and one unit right.

As affine transformations, the mappings are

x 7→
[ 1

2 0
0 1

2

]
x; x 7→

[ 1
2 0
0 1

2

]
x +

[
1
0

]
;

x 7→
[ 1

2 0
0 1

2

]
x +

[
0
1
2

]
; x 7→

[
− 1

2 0
0 − 1

2

]
x +

[ 1
2
1

]
.

For the second dissection, remember all the triangles are similar, so corresponding parts are in proportion.
In particular, the smallest triangle is a 1

√
5

scaled version of the whole and the remaining part is a 2
√

5
scaled

version. Getting a little ahead of ourselves, transformations mapping the whole triangle to the two parts are, in
words,

1. scale by a factor of 1
√

5
, reflect about the y-axis, rotate by angle β (counterclockwise about the origin),

then translate along line segment x; and

2. scale by a factor of 2
√

5
, reflect about the x-axis, rotate by angle −θ (clockwise about the origin), then

translate along line segment x.

To quantify the rotations and translations, we need to calculate x and the sines and cosines of β and θ. Using the
Pythagorean theorem, 12 = x2 +

(
x
2

)2
so x = 2

√
5
, and the coordinates of P are (x cos β, x sin β). But cos β = 1

√
5

and sin β = 2
√

5
. Finally cos θ = 2

√
5

and sin θ = 1
√

5
, so the mappings are

x 7→
1
√

5

[
cos β − sin β
sin β cos β

] [
−1 0
0 1

]
x +

[ 2
5
4
5

]
; x 7→

2
√

5

[
cos θ sin θ
− sin θ cos θ

] [
1 0
0 −1

]
x +

[ 2
5
4
5

]
which simplify as

x 7→
[
− 1

5 − 2
5

− 2
5

1
5

]
x +

[ 2
5
4
5

]
; x 7→

[ 4
5 − 2

5
− 2

5 − 4
5

]
x +

[ 2
5
4
5

]
.

11Pumpkin image downloaded from https://openclipart.org/detail/86665/plain-pumpkin.

https://openclipart.org/detail/86665/plain-pumpkin
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Solutions to Selected Exercises

Section 1.1
1a: The number of rows always comes first in the size of a matrix, so the matrix has 15 rows.

2b: The number of columns always comes second in the size of a matrix, so the matrix has 5 columns.

3c: A matrix with size 4× 14 has 4 rows with 14 entries each (equivalently it has 14 columns with 4 entries each) for
a total of 4 · 14 = 56 entries.

4d: M3,1 means the entry of M in the third row and first column, so the answer is −2.

5d: N:,3 means the third column of N, so its size is 5 rows by 1 column or 5 × 1.

5h: N\4,2 means the submatrix formed by deleting row 4 and column 2 of N, which means N\4,2 will have one fewer
row and one fewer column than N making its size 4 × 5.

6b: A6,: means the sixth row of A so it is
[

2 −4 10 −7 −3
]
.

6f: A2:4,2:3 means the submatrix of A containing the intersection of rows two through four with columns 2 through 3,
so

A2:4,2:3 =

 −11 10
−10 12
−1 3

 .
Section 1.2
1i: Scalar products can always be computed, and is done so entry-wise. Each entry is multiplied by the scalar:

2
[
−1 6
8 15

]
=

[
2(−1) 2(6)
2(8) 2(15)

]
1n: Since these matrices are not the same size, there are entries in one that have no corresponding entry in the other.

Therefore the difference is not defined. It cannot be computed.

6: In mathematics and logic a statement is either always true (true for all possible values of the variables) or it is
false. Since there are matrices for which M − N , N − M (see counterexample below) the statement is false.[

2
3

]
−

[
1
4

]
,

[
1
4

]
−

[
2
3

]

9: SageMath uses calculator notation to do arithmetic computation, so 3A+4T is input as 3*A+4*T. See
123. The result is

279

https://sagecell.sagemath.org/?z=eJxtkT9LxEAQxftAvkPARs83kJnZTXYLi8NeENKJhYWFxXEiJ_jxfbNJFRLY7G4yf37vzXl4Gi4ft5-vv_uMCW_JMELSDPEE0TgXFNiE5LwXiPGbx3fl4m6V9wl9N-weSQlqDDKwnhUkeOQbooxmLjDZZ1S8P_Tdyw5FjB3cIzOiyZMybEY0VcKYN0D-CjQCTtD5gIOxtrEyhN35IpaSLipZg2ARtnFtJK97Eg0_Vk9C_pZKAEqkNurRilShCgKzmOTxgMSwehU-zgErzGFPKQ0qAAhmyI1i2Y9mbL1CeXORBxoSU5qw1izNWc5KaJMQ6Wgo0SVvmBVGS8kSBKsZoTFklMZwNzxfL9-_t8_Bz49p6Ts_cT8t_4ycbUY=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxtkT9LxEAQxftAvkPARs83kJnZTXYLi8NeENKJhYWFxXEiJ_jxfbNJFRLY7G4yf37vzXl4Gi4ft5-vv_uMCW_JMELSDPEE0TgXFNiE5LwXiPGbx3fl4m6V9wl9N-weSQlqDDKwnhUkeOQbooxmLjDZZ1S8P_Tdyw5FjB3cIzOiyZMybEY0VcKYN0D-CjQCTtD5gIOxtrEyhN35IpaSLipZg2ARtnFtJK97Eg0_Vk9C_pZKAEqkNurRilShCgKzmOTxgMSwehU-zgErzGFPKQ0qAAhmyI1i2Y9mbL1CeXORBxoSU5qw1izNWc5KaJMQ6Wgo0SVvmBVGS8kSBKsZoTFklMZwNzxfL9-_t8_Bz49p6Ts_cT8t_4ycbUY=&lang=sage&interacts=eJyLjgUAARUAuQ==
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[ 286 188 -89 -110 -118 -132]
[-156 94 65 -30 -132 -58]
[ -51 -224 -195 -184 -324 -104]
[ 6 281 120 112 122 -38]
[ 22 -5 -51 -49 155 179]

Section 1.3

1d: For matrix multiplication to be defined, the left matrix must have the same number of columns (in this example it

has one) as the right matrix has rows (in this example it has three). Therefore the matrix product

 −9
−4
4


 2

9
−6


is undefined.

1d: Row-column multiplication is the sum of the entry-by-entry products (first entry times first entry plus second
entry times second entry plus third entry times third entry):

[
−1 0 −3

]  6
−2
5

 = −1(6) + 0(−2) + (−3)(5)

= −6 + 0 − 15 = −21.

2d: Because a column matrix has exactly one element per row and a row matrix one element per column, every
column-matrix-row-matrix product is defined. The left matrix has the same number of columns (one) as the
right matrix has rows (also one). The i, j-entry of the product is the product of entry in the ith row of the
left matrix with the entry in the jth column of the right matrix. For example, the 1, 1-entry of the product is
(6.3)(2.3) = 14.49 and the 2, 1-entry is (4.1)(2.3) = 9.43. Placing the right matrix just to the right and below
the left matrix can help with the organization: 6.3

4.1
3.4


 14.49 28.35

9.43 18.45
7.82 15.3

[
2.3 4.5

]
.

The answer is

 14.49 28.35
9.43 18.45
7.82 15.3

.
2e: In matrix multiplication, the left matrix must have the same number of columns (must be as wide) as the right

matrix has rows (is tall). The left matrix of this example has 3 columns while the right matrix has 4 rows, so
the product is undefined.

2f: The i, j-entry of a product is the product of the ith row of the left matrix with the jth column of the right matrix.
Therefore the product will have as many rows as the left matrix and as many columns as the right matrix. In
this example, that means 2 rows and 1 column.

1, 1-entry:
[
−3 0 1

]  1
3
4

 = 1

2, 1-entry:
[

2 5 7
]  1

3
4

 = 45
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Placing the right matrix just to the right and below the left matrix can help keep this straight:[
−3 0 1
2 5 7

] [
1

45

]
 1

3
4

 .
The answer is

[
1
45

]
.

3e: uT v = −74:

uT v =
[

10 2 −3
]  −11

3
−10

 = 10(−11) + 2(3) + (−3)(−10) = −110 + 6 + 30 = −74

3g: vT u = −74:

vT u =
[
−11 3 −10

]  10
2
−3

 = (−11)10 + (3)2 + (−10)(−3) = −110 + 6 + 30 = −74

14a: Matrices or vectors may be used in SageMath.

print((u.transpose()*v)[0,0]) produces

35150214

print(vector(u)*vector(v)) produces

35150214

15: The transpose of a matrix is computed using the .transpose() method in SageMath.[
QT R

]
print(Q.transpose()*R) produces

[ -571 -2517 -378 -941 100 -1176]
[-3588 -2891 -2430 -1283 -1422 -432]
[-2838 -1795 -2412 -1092 -1456 162]
[ -93 2587 1859 2531 1318 857]
[-2980 -2369 -957 -1053 -250 -379]
[ -660 1567 -678 708 -1417 514][

QRT
]
print(Q*R.transpose()) produces

[-2563 1613 1516 -1620 -280]
[ 1452 617 -5796 2035 1519]
[ 2529 -1187 -1066 650 1886]
[-1058 2668 575 -1211 85]
[ 919 -140 -787 -221 1144]

They are not equal. Note they are not even the same size. QT R is 6 × 6 while QRT is 5 × 5.
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Section 1.4
1f: ‖u‖ is the magnitude or norm of u, which is defined as

√
uT u. In this case,

‖u‖ =

√√√√√[
2 −6 12

]  2
−6
12

 =
√

22 + (−6)2 + 122 =
√

4 + 36 + 144 =
√

184

2f: d(u, v) is the distance between u and v, which is defined as the norm of their difference, ‖u − v‖. In this case,

‖u − v‖ =

∥∥∥∥∥∥∥∥
 2
−6
12

 −
 −6
−10

4


∥∥∥∥∥∥∥∥ =

∥∥∥∥∥∥∥∥
 8

4
8


∥∥∥∥∥∥∥∥ =
√

82 + 42 + 82 =
√

144 = 12

3f: The simplest way to check whether two vectors are orthogonal is to check whether their dot product is zero. In
this case,

uT v =
[

2 −6 12
]  −6
−10
−4

 = 2(−6) + (−6)(−10) + 12(−4) = −12 + 60 − 48 = 0

Since the dot product is zero, the vectors are orthogonal.

4c: In order for the vectors to be orthogonal their dot product must be zero. Setting the dot product equal to zero
gives an equation that can be solved for k:

[
−2 −6 −3

]  −7
k
−10

 = 0

(−2)(−7) + (−6)k + (−3)(−10) = 0
14 − 6k + 30 = 0

44 = 6k
22
3

= k

so the solution is k = 22
3 .

5c: The sum of vectors is the vector with tail coinciding with the tail of the first addend and head coinciding with the
head of the last addend. In this case, the tail of the first addend is at (0, 0) and the head of the last addend is at

(5, 3), so the answer is the vector from (0, 0) to (5, 3):
[

5
3

]
.

6c: Following the hint:

-8-8 -6-6 -4-4 -2-2 22 44 66 88 1010 1212

-12-12

-10-10

-8-8

-6-6

-4-4

-2-2

00
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The orange vector w is the one requested. Since it is being added to u, its tail is placed at the head of u, and
since the distance of this sum from v is supposed to be 1 unit from v, the head of w must land one unit from the
head of v. There are many answers (none of which are shown in the diagram), for example placing the head of
w at (10,−5) we have

w =

[
10
−5

]
−

[
−6
−12

]
=

[
16
7

]
.

Solutions may also be found algebraically. Plugging values of u and v into the given equation will allow solving
for w:

d(u + w, v) = 1
‖u + w − v‖ = 1∥∥∥∥∥∥

[
−6
−12

]
+

[
w1
w2

]
−

[
9
−5

]∥∥∥∥∥∥ = 1∥∥∥∥∥∥
[

w1 − 15
w2 − 7

]∥∥∥∥∥∥ = 1√
(w1 − 15)2 + (w2 − 7)2 = 1

(w1 − 15)2 + (w2 − 7)2 = 1

(w1 − 15)2 = 1 − (w2 − 7)2 (7.5.8)

There are infinitely many solutions. We may choose w2 arbitrarily as long as 1 − (w2 − 7)2 ≥ 0 and solve for

w1. For example, w2 = 7.5 and w1 = 15 +
√

1 − .52 = 15 +
√

3
2 , giving

[
15 +

√
3

2
15
2

]
as one solution. Note that

the solution derived from the sketch satisfies (7.5.8) since (16 − 15)2 = 1 − (7 − 7)2.

10b: Yes. Their dot product is zero:
(−12.1u)T (0.12v) = −1.452uT v = 0.

We do not need to have coordinates to draw this conclusion:

(−12.1u)T (0.12v) =
(
−12.1

[
u1 u2 · · · un

]) 0.12


v1
v2
...

vn




=
([
−12.1u1 −12.1u2 · · · −12.1un

]) 


0.12v1
0.12v2
...

0.12vn




= (−12.1u1)(0.12v1) + (−12.1u2)(0.12v2) + · · · + (−12.1un)(0.12vn)
= −1.452u1v1 − 1.452u2v2 − · · · − 1.452unvn

= −1.452(u1v1 + u2v2 + · · · + unvn)

= −1.452uT v

That they are orthogonal can also be argued geometrically. Scaling a vector does not change its direction,
so scaling u and v does not change either of their directions. If they are orthogonal to begin with, they are
orthogonal after scaling.

11: The code

v = D.row(2)
print(v.norm())
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produces

sqrt(177)

Note the same result can be reached with the single line print(D.row(2).norm()).

Section 1.5
1c: According to formula (1.5.4),

C2,1 = (−1)2+1det(−6) = − det(−6)

1e: According to formula (1.5.4),

C1,3 = (−1)1+3det
(
−5 −10
−9 8

)
= det

(
−5 −10
−9 8

)
2c: The determinant of a 1 × 1 matrix is the lone entry of the matrix, so det(30) = 30.

2g: Using formula (1.5.1), or equivalently formula (1.5.3),∣∣∣∣∣∣ 18 5
14 −16

∣∣∣∣∣∣ = 18(−1)1+1 det(−16) + 5(−1)1+2 det(14)

= 18(−16) − 5(14) = −358

2k: Using formula (1.5.1), or equivalently formula (1.5.3),

det

 −3 −1 −9
1 −4 −8
2 9 6

 = −3(−1)1+1 det
(
−4 −8
9 6

)
+ (−1)(−1)1+2 det

(
1 −8
2 6

)

+ (−9)(−1)1+3 det
(

1 −4
2 9

)
= −3 (−4(6) − (−8)(9)) + (1(6) − (−8)(2)) − 9 (1(9) − (−4)(2))

= −3(48) + 22 − 9(17) = −275

2o: Using formula (1.5.1), or equivalently formula (1.5.3),

det


5 0 2 8
4 8 6 −2
0 −1 6 0
0 3 −1 3

 = 5(−1)1+1 det

 8 6 −2
−1 6 0
3 −1 3

 + 0 + 2(−1)1+3 det

 4 8 −2
0 −1 0
0 3 3


+ 8(−1)1+4 det

 4 8 6
0 −1 6
0 3 −1


= 5

(
8 det

(
6 0
−1 3

)
− 6 det

(
−1 0
3 3

)
− 2 det

(
−1 6
3 −1

))
+ 2

(
4 det

(
−1 0
3 3

)
− 8 det

(
0 0
0 3

)
− 2 det

(
0 −1
0 3

))
− 8

(
4 det

(
−1 6
3 −1

)
− 8 det

(
0 6
0 −1

)
+ 6 det

(
0 −1
0 3

))

= 5 (8(18 − 0) − 6(−3 − 0) − 2(1 − 18))

2 (4(−3 − 0) − 8(0 − 0) − 2(0 − 0))

− 8 (4(1 − 18) − 8(0 − 0) + 6(0 − 0))

= 5(196) + 2(−12) − 8(−68) = 1500
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Section 1.6
1c: The 1 × 1 identity matrix is

[
1

]
, so we need a matrix M such that

M
[

2
√

3

]
=

[
2
√

3

]
M =

[
1

]
.

There is no formula. We just have to recognize that the matrix in question is the 1× 1 matrix with its lone entry
equal to the reciprocal of 2

√
3 : [

2
√

3

]−1
=

[ √
3

2

]
1g: Using formula (1.6.2), [

5 −3
−5 4

]−1

=
1

5(4) − (−3)(−5)

[
C1,1 C2,1
C1,2 C2,2

]
=

1
5

[
4 3
5 5

]
=

[ 4
5

3
5

1 1

]

1i:
[

2 −3
√

7
12

√
28 5

]
is not a square matrix, so it does not have an inverse.

1m: Letting M =

 6 3 0
−1 −1 6
0 0 7

 and using formula (1.6.2),

M−1 =
1

det M

 C1,1 C2,1 C3,1
C1,2 C2,2 C3,2
C1,3 C2,3 C3,3


and

det M = 6 det
(
−1 6
0 7

)
− 3 det

(
−1 6
0 7

)
= 6(−7) − 3(−7) = −21

C1,1 = det
(
−1 6
0 7

)
= −7

C2,1 = − det
(

3 0
0 7

)
= −21

C3,1 = det
(

3 0
−1 6

)
= 18

C1,2 = − det
(
−1 6
0 7

)
= 7

C2,2 = det
(

6 0
0 7

)
= 42

C3,2 = − det
(

6 0
−1 6

)
= −36

C1,3 = det
(
−1 −1
0 0

)
= 0

C2,3 = − det
(

6 3
0 0

)
= 0

C3,3 = det
(

6 3
−1 −1

)
= −6 − (−3) = −3
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Therefore

M−1 =
1
−21

 −7 −21 18
7 42 −36
0 0 −3

 =


1
3 1 − 6

7
− 1

3 −2 12
7

0 0 1
7


5: Applying equation (1.6.3) with A =

 1.4 −70
−29 95
−12 −43

 and AB =

 80 4.9
−62 −52
−32 52

, it must be that

 80 4.9
−62 −52
−32 52

 · B−1 = (AB)B−1 = A =

 1.4 −70
−29 95
−12 −43

 .
This operation can be thought of as right-multiplying both sides of 1.4 −70

−29 95
−12 −43

 · B =

 80 4.9
−62 −52
−32 52


by B−1:  1.4 −70

−29 95
−12 −43

 · B · B−1 =

 80 4.9
−62 −52
−32 52

 · B−1

which reduces to  1.4 −70
−29 95
−12 −43

 · I =

 80 4.9
−62 −52
−32 52

 · B−1

and finally to  1.4 −70
−29 95
−12 −43

 =

 80 4.9
−62 −52
−32 52

 · B−1.

9: 124 One way to complete the code is

A = matrix(3,3,[7,-5,-2,-3,3,1,-3,2,1])
B = matrix(3,3,[1,2,2,2,8,7,-3,-5,-5])
# Compute (AB)^-1
print("(a)")
print((A*B).inverse()); print()
# Compute A^-1 B^-1
print("(b)")
print(A.inverse()*B.inverse()); print()
# Compute B^-1 A^-1
print("(c)")
print(B.inverse()*A.inverse())

which produces

(a)
[-11 -7 -17]
[-20 -13 -30]
[ 26 17 39]

(b)
[ -2 0 -1]

https://sagecell.sagemath.org/?z=eJxzVLBVyE0sKcqs0DDWMdaJNtfRNdXRNdLRBfEMQZSRjmGsJi-XE5pCQ6AECFromINUgXSZgtQpKzjn5xaUlqQqaDg6acbpGvJyFRRl5pVoKGkkaippwngajlpOmnqZeWWpRcWpGpqa1goQcRQTHIHaFZxQzEhCMsMRoV_LiZBZIGPABiLMSkYyC0m_FpK5mgBqVk2F&lang=sage&interacts=eJyLjgUAARUAuQ==
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[-25 2 -7]
[ 58 -5 15]

(c)
[-11 -7 -17]
[-20 -13 -30]
[ 26 17 39]

10: 125 One way to code the computation is

encoder = matrix(3,3,[1,-4,-2,-3,7,3,0,2,1])
decoder = encoder.inverse()
message = matrix(3,5,[-589,-602,-244,-546,33,

861,958,224,768,-99,
339,317,180,325,0])

print("Encoded message:")
print(message); print()
print("Decoded message:")
print(decoder*message)

which produces

Encoded message:
[-589 -602 -244 -546 33]
[ 861 958 224 768 -99]
[ 339 317 180 325 0]

Decoded message:
[ 89 32 116 104 33]
[111 103 32 105 0]
[117 111 116 115 0]

and these numbers are ASCII codes for “You got this!”.

Section 1.7

1c: Since v is an eigenvector of A, it must be that Av = λv for some scalar λ. Computing Av will reveal the value of
λ:

Av =

 −4 1 1
2 0 −2
−4 −1 1


 0

1
−1

 =

 0
2
−2

 .
Since

 0
2
−2

 = 2

 0
1
−1

, the eigenvalue λ must be 2.

2d: The characteristic polynomial of a square matrix M is det(M − λI). In this case,

det
([
−8 −3
3 −2

]
− λ

[
1 0
0 1

])
= det

(
−8 − λ −3

3 −2 − λ

)
= (−8 − λ)(−2 − λ) + 9.

The characteristic polynomial is (−8−λ)(−2−λ)+9 and can be expanded to yield the standard form λ2+10λ+25.

https://sagecell.sagemath.org/?z=eJx1j8EOgjAQRO8m_EPDCczU0C6FVuNNv4J4ILIxHEBTiPHzRQH1IHub3XmTWW7P14q92Ium7H39iAiEQkGmkBqSkA86gYY6xcGq4tnNI7ep2zv7jqPh2HDXlRf-jTIopLEOMkuGMJ0OoSbNQIRgJf6OzRScsdA6RZ5ZSOcWvUQOpHIom4C0QfKqePN120fh8d2vElOpbfg5TZt4J0b9ZQ68xEx_r2f2Cfo8UMA=&lang=sage&interacts=eJyLjgUAARUAuQ==
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3d: The eigenvalues of a square matrix A are the roots of its characteristic polynomial. That is, solutions of the
equation det(A − λI) = 0. In this case,

det
([
−7 25
−1 3

]
− λ

[
1 0
0 1

])
= 0

det
(
−7 − λ 25
−1 3 − λ

)
= 0

(−7 − λ)(3 − λ) + 25 = 0

λ2 + 4λ + 4 = 0

(λ + 2)2 = 0
λ = −2

so this matrix has one eigenvalue, 2.

3k: The eigenvalues of a square matrix A are the roots of its characteristic polynomial. That is, solutions of the
equation det(A − λI) = 0. In this case,

det


 −3 0 0

4 13 −12
4 16 −15

 − λ
 1 0 0

0 1 0
0 0 1


 = 0

det

 −3 − λ 0 0
4 13 − λ −12
4 16 −15 − λ

 = 0

(−3 − λ) det
(

13 − λ −12
16 −15 − λ

)
= 0

(−3 − λ) ((13 − λ)(−15 − λ) + 192) = 0

(−3 − λ)(λ2 + 2λ − 3) = 0

−λ3 − 5λ2 − 3λ + 9 = 0.

Checking for integer roots first, the rational roots theorem says the only possibilities are factors of the constant
term, 9 divided by factors of the leading coefficient, −1. That is, ±1,±3,±9. Starting with 1, −(1)3 − 5(1)2 −

3(1) + 9 = −1− 5− 3 + 9 = 0. How lucky, a hit on the first try! Factoring λ− 1 out of −λ3 − 5λ2 − 3λ+ 9 using
synthetic division:

1 −1 −5 −3 9
−1 −6 −9

−1 −6 −9 0

yields −λ3−5λ2−3λ+9 = (λ−1)(−λ2−6λ−9). Completing the factoring (factoring the quadratic −λ2−6λ−9)
gives the characteristic equation

(λ − 1)(−λ − 3)(λ + 3) = 0
λ = −3, 1

so this matrix has two eigenvalues, −3 and 1.

4c: The eigenpair λ, v satisfies the equation Av = λv, which can be solved for v. Letting v =

[
v1
v2

]
:

[
−4 2
−16 8

] [
v1
v2

]
= 0

[
v1
v2

]
[
−4v1 + 2v2
−16v1 + 8v2

]
=

[
0
0

]
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so v1 and v2 must satisfy the system

−4v1 + 2v2 = 0
−16v1 + 8v2 = 0

Solving the first equation for v2 as an attempt to solve the system by substitution: 2v2 = 4v1 so v2 = 2v1.
Substituting into the second equation, −16v1 + 8(2v1) = 0 yields 0 = 0, a true statement for all values of v1!
This means v1 can be anything and v2 must be 2v1. For example,[

1
2

]
is an eigenvector

but any vector of the form
[

r
2r

]
is a valid solution.

11d: 126 One possible solution is

M = matrix(2,2,[-8,-3,3,-2])
print(M); print()
print(M.charpoly())

which produces

[-8 -3]
[ 3 -2]

x^2 + 10*x + 25

The solution of 2d was λ2 + 10λ + 25, which is the same except for the (dummy) variable, so is the same
solution.

Section 2.1
3b: The linear system represented by the matrix is

11v1 = 9
5v2 = −7

v3 = −13
−2v4 = 6

so the solution is v1 = 9
11 , v2 = − 7

5 , v3 = −13, v4 = −3.

3d: The linear system represented by the matrix is

11v1 + 9v3 = 12
−8v2 − 4v3 = −1

v3 = 2

Starting with v3 = 2 and substituting into the other equations yields −8v2 − 4(2) = −1 so v2 = − 7
8 and

11v1 + 9(2) = 12 so v1 = − 6
11 . The solution is therefore v1 = − 6

11 , v2 = − 7
8 , v3 = 2.

9c: Adding 4 times row 2 to row 3 of the identity matrix yields the given matrix: 1 0 0
0 1 0
0 0 1

 4I2,:+I3,:→I3,:
−→

 1 0 0
0 1 0
0 4 1


so the elementary row operation must be adding 4 times row 2 to row 3.

https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDSMdKJ1rXQ0TXWMdbRNYrV5OUqKMrMK9Hw1bRWgLAQQnrJGYlFBfk5lRqamgB_MRN-&lang=sage&interacts=eJyLjgUAARUAuQ==
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12b: The first row of the left matrix holds the coefficients of the linear combination so the first row of the product
must be

−2
[

4 −3 2
]

+ 1
[

12 8 −5
]

=
[
−8 + 12 6 + 8 −4 − 5

]
=

[
4 14 −9

]
Section 2.2
1a: Answers will vary depending on the steps taken. For a matrix with two rows and no columns of zeros, the only

requirement of row echelon form is a 0 in the 2,1-entry. One way to reduce is by first scaling the two rows and
then replacing the second row:[

−2 −4 −10
−5 2 −1

]
−5A1,:→A1,:
−→

2A2,:→A2,:

[
10 20 50
−10 4 −2

]
A1,:+A2,:→A2,:
−→

[
10 20 50
0 24 48

]
1d: Answers will vary depending on the steps taken. For a matrix with three rows and no columns of zeros, row

echelon form requires zeros in the 2,1-, 3,1-, and 3,2-entries. One way to reduce is as follows: −1 0 2
4 1 −3
1 1 3

 4A1,:+A2,:→A2,:
−→

A1,:+A3,:→A3,:

 −1 0 2
0 1 5
0 1 5

 −A2,:+A3,:→A3,:
−→

 −1 0 2
0 1 5
0 0 0


2a: Reduced row echelon form requires ones in the pivot positions and zeros above. Beginning with the echelon

form of question 1a, the pivot positions are the 1,1- and 2,2-entries.[
10 20 50
0 24 48

]
1
10 A1,:→A1,:
−→

1
24 A2,:→A2,:

[
1 2 5
0 1 2

]
−2A2,:+A1,:→A1,:
−→

[
1 0 1
0 1 2

]
2d: Reduced row echelon form requires ones in the pivot positions and zeros above. Beginning with the echelon

form of question 1a, the pivot positions are the 1,1- and 2,2-entries. The only thing remaining to do is get a one
in the 1,1-entry.  −1 0 2

0 1 5
0 0 0

 −A1,:→A1,:
−→

 1 0 −2
0 1 5
0 0 0


3a: A homogeneous system has zero constants, so the associated system is

3x1 − x2 = 0
5x2 = 0

The second equation requires x2 = 0 and substituting this value into the first equation reveals that x1 = 0 also.
There are no nontrivial solutions.

3f: A homogeneous system has zero constants, so the associated system is

5x1 − 3x3 = 0
−4x2 + x3 = 0

0 = 0

Answers will vary since there are infinitely many solutions, x1 = 12, x2 = 5, x3 = 20 is one example. The
third equation is always true (no matter the values of x1, x2, x3). The second equation requires x2 = 1

4 x3 and the
first equation requires x1 = 3

5 x3. Any solution where these requirements of x1 and x2 are met will suffice. For
example, choosing x3 = 20, we get x2 = 5 and x1 = 12.

4b: Putting the coefficients in an augmented matrix and row reducing to reduced row echelon form:[
1 4 −4
−3 −11 −5

]
3A1,:+A2,:→A2,:
−→

[
1 4 −4
0 1 −17

]
−4A2,:+A1,:→A1,:
−→

[
1 0 64
0 1 −17

]
The reduced row echelon form represents the system v1 = 64, v2 = −17 (the solution).
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4h: Putting the coefficients in an augmented matrix and row reducing to reduced row echelon form: −3 −35 10 2
9 130 −40 2
9 120 −35 −4

 3A1,:+A2,:→A2,:
−→

3A1,:+A3,:→A3,:

 −3 −35 10 2
0 25 −10 8
0 15 −5 2

 3A2,:→A2,:
−→

−5A3,:→A3,:

 −3 −35 10 2
0 75 −30 24
0 −75 25 −10


A2,:+A3,:→A3,:
−→

 −3 −35 10 2
0 75 −30 24
0 0 −5 14

 −6A3,:+A2,:→A2,:
−→

2A3,:+A1,:→A1,:

 −3 −35 0 30
0 75 0 −60
0 0 −5 14

 1
15 A2,:→A2,:
−→

 −3 −35 0 30
0 5 0 −4
0 0 −5 14

 7A2,:+A1,:→A1,:
−→

 −3 0 0 2
0 5 0 −4
0 0 −5 14


Scaling each row appropriately produces  1 0 0 − 2

3
0 1 0 − 4

5
0 0 1 − 14

5


from which the solution is clearly v1 = − 2

3 , v2 = − 4
5 , v3 = − 14

5 .

Section 2.3
4b: Begin by reducing:  2 4 5

0 2 −7
0 −2 7

 −2A2,:+A1,:→A1,:
−→

A2,:+A3,:→A3,:

 2 0 19
0 2 −7
0 0 0

 1
2 A1,:→A1,:
−→

1
2 A2,:→A2,:

 1 0 19
2

0 1 − 7
2

0 0 0


which means x3 is a free variable and the solution is

x1 = −
19
2

x3; x2 =
7
2

x3.

In parametric vector form, using r for the arbitrary parameter: x1
x2
x3

 = r

 −
19
2

7
2
1

 .
Equivalently,  x1

x2
x3

 = s

 −19
7
2

 .
5c: Eigenvectors are solutions of the system (A − λI)v = 0, for each lambda.

λ = −6: A − (−6)I =

 12 −4 16
3 −1 4
−6 2 −8

 which reduces as follows:

 12 −4 16
3 −1 4
−6 2 −8

 1
4 A1,:→A1,:
−→

 3 −1 4
3 −1 4
−6 2 −8

 −A1,:+A2,:→A2,:
−→

2A1,:+A3,:→A3,:

 3 −1 4
0 0 0
0 0 0


Hence v =

[
v1 v2 v3

]T
must satisfy only 3v1 − v2 + 4v3 = 0. v2 and v3 are free and v1 = 1

3 v2 −
4
3 v3.

In parametric vector form,

v =

 v1
v2
v3

 = r

 1/3
1
0

 + s

 −4/3
0
1

 .
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λ = −3: A − (−3)I =

 9 −4 16
3 −4 4
−6 2 −11

 which reduces as follows:

 9 −4 16
3 −4 4
−6 2 −11

 A1,:↔A2,:
−→

 3 −4 4
9 −4 16
−6 2 −11

 −3A1,:+A2,:→A2,:
−→

2A1,:+A3,:→A3,:

 3 −4 4
0 8 4
0 −6 −3

 1
4 A2,:→A2,:
−→

− 1
3 A3,:→A3,: 3 −4 4

0 2 1
0 2 1

 −A2,:+A3,:→A3,:
−→

 3 −4 4
0 2 1
0 0 0

 2A2,:+A1,:→A1,:
−→

 3 0 6
0 2 1
0 0 0

 1
3 A1,:→A1,:
−→

1
2 A2,:→A2,:

 1 0 2
0 1 1

2
0 0 0


Hence v =

[
v1 v2 v3

]T
must satisfy v1 = −2v3 and v2 = − 1

2 v3. v3 is free. In parametric vector form,

v =

 v1
v2
v3

 = t

 −2
− 1

2
1

 .

In summary, eigenvectors take the form r

 1/3
1
0

 + s

 −4/3
0
1

 or the form t

 −2
− 1

2
1

.
14: One way to complete the code is as follows.

M=matrix(5,5,[2049,-4548,-511,-5177,6023,-4526,10252,916,11438,
-13292,-6947,15538,1740,17601,-20614,-1388,2866,
263,3166,-3697,-5781,12812,1211,14321,-16671])

print("M ="); print(M); print()
# Find a row echelon form (but not reduced row echelon form)
print("Row echelon form:")
print(M.echelon_form()); print()
# Find the reduced row echelon form
print("Reduced row echelon form:")
print(M.rref())

which produces:

M =
[ 2049 -4548 -511 -5177 6023]
[ -4526 10252 916 11438 -13292]
[ -6947 15538 1740 17601 -20614]
[ -1388 2866 263 3166 -3697]
[ -5781 12812 1211 14321 -16671]

Row echelon form:
[ 1 38 102 149 -184]
[ 0 134 67 402 -201]
[ 0 0 134 268 -134]
[ 0 0 0 804 268]
[ 0 0 0 0 0]

Reduced row echelon form:
[ 1 0 0 0 -1/3]
[ 0 1 0 0 -5/3]
[ 0 0 1 0 -5/3]
[ 0 0 0 1 1/3]
[ 0 0 0 0 0]
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Section 3.1
2b: For any r × s matrix L and any s × t matrix R, the i, j-entry of LR is

(LR)i, j = Li,1R1, j + Li,2R2, j + · · · + Li,sRs, j. (7.5.9)

Now suppose A is ` × m, B is m × n, and C is n × p. Then applying formula (7.5.9) with various substitutions
for matrices L and R and counts s:

(A(BC))i, j = Ai,1(BC)1, j + Ai,2(BC)2, j + · · · + Ai,m(BC)m, j

= Ai,1

(
B1,1C1, j + B1,2C2, j + · · · + B1,nCn, j

)
+ Ai,2

(
B2,1C1, j + B2,2C2, j + · · · + B2,nCn, j

)
+ · · · + Ai,m

(
Bm,1C1, j + Bm,2C2, j + · · · + Bm,nCn, j

)
(7.5.10)

and

((AB)C)i, j = (AB)i,1C1, j + (AB)i,2C2, j + · · · + (AB)i,nCn, j

=
(
Ai,1B1,1 + Ai,2B2,1 + · · · + Ai,mBm,1

)
C1, j

+
(
Ai,1B1,2 + Ai,2B2,2 + · · · + Ai,mBm,2

)
C2, j

+ · · · +
(
Ai,1B1,n + Ai,2B2,n + · · · + Ai,mBm,n

)
Cn, j (7.5.11)

By inspection, (7.5.10) and (7.5.11) both contain the mn terms

Ai,xBx,yCy, j x = 1, 2, . . . ,m and y = 1, 2, . . . , n

and therefore are equal.

2g: For the arbitrary matrix M,
(
MT

)
i, j

= M j,i, which follows from the definition of the transpose. Applying this
observation twice, ((

AT
)T

)
i, j

=
(
AT

)
j,i

= Ai, j.

3a: By the definition of inverse, (1.6.1), it must be shown that the product of the two matrices in either order is the
identity.

To show that (B−1A−1)(AB) = I:

(B−1A−1)(AB) =
(
(B−1A−1)A

)
B theorem 2 claim 4

=
(
B−1(A−1A)

)
B theorem 2 claim 4

=
(
B−1I

)
B definition of inverse, (1.6.1)

= B−1B theorem 2 claim 4
= I definition of inverse, (1.6.1)

To show that (AB)(B−1A−1) = I is similar:

(AB)(B−1A−1) = A
(
B(B−1A−1)

)
theorem 2 claim 4

= A
(
(BB−1)A−1

)
theorem 2 claim 4

= A
(
IA−1

)
definition of inverse, (1.6.1)

= AA−1 theorem 2 claim 4
= I definition of inverse, (1.6.1)

6: According to theorem 3 part 1, 3A + 7A = 10A, so the calculation can be done without calculating 3A or 7A like
so:

3A + 7A = 10A = 10
[

11 10 −6
−3 6 7

]
=

[
110 100 −60
−30 60 70

]
You can check that 3A + 7A =

[
110 100 −60
−30 60 70

]
by calculating 3A and 7A and adding them.
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Section 3.2
1c: One way to proceed is to subtract from both sides and then multiply both sides by −1:[

0 −19
−1 8

]
−

[
0 −19
−1 8

]
− X =

[
−2 19
−14 20

]
−

[
0 −19
−1 8

]
−X =

[
−2 38
−13 12

]
−1 (−X) = −1

([
−2 38
−13 12

])
X =

[
2 −38

13 −12

]

2b: Left-multiply both sides by a multiplicative inverse. There is no division of matrices.[
5 2
6 3

]−1 [
5 2
6 3

]
X =

[
5 2
6 3

]−1 [
13 −13
−19 7

]
IX =

1
3

[
3 −2
−6 5

] [
13 −13
−19 7

]
X =

1
3

[
77 −53
−173 113

]
=

[ 77
3 − 53

3
− 173

3
113

3

]

3d: Right-multiply both sides by P and left-multiply both sides by P−1:(
PDP−1

)
P = AP

(PD)(P−1P) = AP

PD = AP

P−1(PD) = P−1AP

(P−1P)D = P−1AP

D = P−1AP

Since P−1 appears in the equation being solved, it is assumed to exist.

6c: The second row of a matrix product is the linear combination of the rows of the righthand matrix with coefficients
coming from the second row of the lefthand matrix. In symbols, (AB)2,: = A2,1B1,: + A2,2B2,: + · · · + A2,nBn,:
(assuming A has n columns and B has n rows). Applied to this question,

0
[
−3 3

]
− 3

[
2 −4

]
+ 3

[
−5 5

]
+ 2

[
0 1

]
=

[
0 0

]
+

[
−6 12

]
+

[
−15 15

]
+

[
0 2

]
=

[
−21 29

]
7c: The third row of a matrix product is the linear combination of the rows of the righthand matrix with coefficients

coming from the third row of the lefthand matrix. In symbols, (AB)3,: = A3,1B1,: + A3,2B2,: + · · · + A3,nBn,:
(assuming A has n columns and B has n rows). Applied to this question,

4
[
−3 3

]
+ 1

[
2 −4

]
+ 4

[
−5 5

]
− 5

[
0 1

]
=

[
−12 12

]
+

[
2 −4

]
+

[
−20 20

]
+

[
0 −5

]
=

[
−30 23

]
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8c: The second column of a matrix product is the linear combination of the columns of the lefthand matrix with
coefficients coming from the second column of the righthand matrix. In symbols, (AB):,2 = A:,1B1,2 + A:,2B2,2 +

· · · + A:,nBn,2 (assuming A has n columns and B has n rows). Applied to this question,

3

 −4
0
4

 − 4

 5
−3
1

 + 5

 −3
3
4

 + 1

 −4
2
−5

 =

 −12
0
12

 +

 −20
12
−4

 +

 −15
15
20

 +

 −4
2
−5

 =

 −51
29
23


9c: The product has no third column since the righthand matrix has no third column.

Section 3.3

1a: (solution 1): If the vectors are augmented to form a matrix, then theorem 5 applies. It gives 6 ways to show that
the columns of a matrix are linearly independent, parts (ii)-(vii). If we can show any one of them true, we have
shown that the columns of the augmented matrix, which are the given vectors, are linearly independent. The
simplest route to a conclusion is to use part (iv) of the theorem—M has a pivot position in every column—as
determining pivot positions amounts to doing some row reduction.

Augmenting the vectors gives the matrix

M =

[
−1 5
−1 4

]
.

Note that the vectors have been augmented in an order that makes row reduction simple (a −1 in the 1,1-entry).
This is consistent with the idea that linear independence is a characterisitic of a set, where order of elements
does not matter. The row reduction can be completed in one operation: add −1 times the first row to the second
row, which yields [

−1 5
0 −1

]
.

At this point, it is clear the matrix has two pivot positions, one in each column. By theorem 5 the columns of
M are linearly independent.

Remark: We can also see at this point that M has no free variables—part (vii) of theorem 5—giving another
way to conclude that the columns of M are linearly independent.

(solution 2): The definition of linear independence can be used just as well. The definition revolves around
linear combinations of the vectors that sum to zero:

x1

[
5
4

]
+ x2

[
−1
−1

]
=

[
0
0

]
which can also be written as [

5 −1
4 −1

] [
x1
x2

]
=

[
0
0

]
or [

−1 5
−1 4

] [
x2
x1

]
=

[
0
0

]
. (7.5.12)

As in solution 1, we choose to set up the system to make the row reduction simple. Writing the augmented
matrix for (7.5.12) and reducing:[

−1 5 0
−1 4 0

]
→

[
−1 5 0
0 −1 0

]
→

[
−1 0 0
0 −1 0

]
→

[
1 0 0
0 1 0

]
which means the (one and only) solution of the system is x1 = x2 = 0. By definition, the vectors are linearly
independent.
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1c: (solution 1): If the vectors are augmented to form a matrix, then theorem 5 applies. It gives 6 ways to show that
the columns of a matrix are linearly independent, parts (ii)-(vii). If we can show any one of them true, we have
shown that the columns of the augmented matrix, which are the given vectors, are linearly independent. The
simplest route to a conclusion is to use part (iv) of the theorem—M has a pivot position in every column—as
determining pivot positions amounts to doing some row reduction.

Augmenting the vectors gives the matrix

M =

 −1 4
2 −3
−1 −3

 .
Note that the vectors have been augmented in an order that makes row reduction simple (a −1 in the 1,1-entry).
This is consistent with the idea that linear independence is a characterisitic of a set, where order of elements
does not matter. Enough row reduction can be completed in just two row operations: −1 4

2 −3
−1 −3

→
 −1 4

0 5
0 −7

 .
At this point, it is clear the matrix has two pivot positions, one in each column. By theorem 5 the columns of
M are linearly independent.

Remark: We can also see at this point that M has no free variables—part (vii) of theorem 5—giving another
way to conclude that the columns of M are linearly independent.

(solution 2): The definition of linear independence can be used just as well. The definition revolves around
linear combinations of the vectors that sum to zero:

x1

 −1
2
−1

 + x2

 4
−3
−3

 =

 0
0
0


which can also be written as  −1 4

2 −3
−1 −3


[

x2
x1

]
=

 0
0
0

 . (7.5.13)

As in solution 1, we choose to set up the system to make the row reduction simple. Writing the augmented
matrix for (7.5.13) and reducing: −1 4 0

2 −3 0
−1 −3 0

→
 −1 4 0

0 5 0
0 −7 0

→
 1 −4 0

0 1 0
0 −7 0

→
 1 0 0

0 1 0
0 0 0


which means the (one and only) solution of the system is x1 = x2 = 0. By definition, the vectors are linearly
independent.

2c: We are trying to conclude that the system has at most one solution for any constants. Part (vi) of theorem 5 is
exactly this statement, which means if we can show that any one of the other conditions of theorem 5 holds,
we are done. Parts (iii), (iv), and (vii) are within reach. Each one follows from row reduction of the coefficient
matrix of the system. To make the work a little easier, we rewrite the system as

−v3 − v2 − 2v1 = b1
+ 2v2 + 7v1 = b2

v3 − v2 − 4v1 = b3

and reduce the corresponding coefficient matrix: −1 −1 −2
0 2 7
1 −1 −4

→
 −1 −1 −2

0 2 7
0 −2 −6

→
 −1 −1 −2

0 2 7
0 0 1


At this point it is clear that the system has no free variables (and that the coefficient matrix has a pivot in every
column), so theorem 5 gives us that the system has at most one solution for any selection of constants.
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2d: We are trying to conclude that the system has at most one solution for any constants. Part (vi) of theorem 5 is
exactly this statement, which means if we can show that any one of the other conditions of theorem 5 holds,
we are done. Parts (iii), (iv), and (vii) are within reach. Each one follows from row reduction of the coefficient
matrix of the system. To make the work a little easier, we rewrite the system as

−z + 3y − 6x = b3
2z + 7y + 6x = b2
7z + 5y + x = b1

+ y + 5x = b4

and reduce the corresponding coefficient matrix:
−1 3 −6
2 7 6
7 5 1
0 1 5

→

−1 3 −6
0 13 −6
0 26 −41
0 1 5

→

−1 3 −6
0 1 5
0 26 −41
0 13 −6

→

−1 3 −6
0 1 5
0 0 −171
0 0 −71


At this point it is clear that the system has no free variables (and that the coefficient matrix has a pivot in every
column), so theorem 5 gives us that the system has at most one solution for any selection of constants.

3a: We are asked to show that the homogeneous system has only the trivial solution. Part (iii) of theorem 5 is exactly
this statement, which means if we can show that any one of the other conditions of theorem 5 holds, we are
done. Parts (iv) and (vii) are within reach. Each one follows from row reduction of the coefficient matrix of the
system: [

1 8
1 −5

]
→

[
1 8
0 −13

]
At this point it is clear that the system has no free variables (and that the coefficient matrix has a pivot in every
column), so theorem 5 gives us that the homogeneous system has only the trivial solution.

3g: We are asked to show that the homogeneous system has only the trivial solution. Part (iii) of theorem 5 is exactly
this statement, which means if we can show that any one of the other conditions of theorem 5 holds, we are
done. Parts (iv) and (vii) are within reach. Each one follows from row reduction of the coefficient matrix of the
system: 

6 3 −1
5 0 1
1 −4 1
5 7 −4

→


1 −4 1
5 0 1
6 3 −1
5 7 −4

→


1 −4 1
0 20 −4
0 27 −7
0 27 −9

→


1 −4 1
0 20 −4
0 27 −7
0 0 −2


At this point it is clear that the system has no free variables (and that the coefficient matrix has a pivot in every
column), so theorem 5 gives us that the homogeneous system has only the trivial solution.

4b: Using the definition of linear independence, we need to determine the nature of the solutions of

a sin2 t + b cos2 t = 0 (7.5.14)

where 0 is the zero function, not the number zero. This means the equation has to be true for all values of t!
Attempting to solve the equation for b:

b cos2 t = −a sin2 t

b = −a
sin2 t
cos2 t

b = −a tan2 t

This last equation is true for all values of t (for which it is defined) only if a = 0, which forces b = 0. In other
words, the only solution is a = b = 0. Since the only solution of (7.5.14) is the trivial solution, sin2 t and cos2 t
are linearly indpendent.
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5c: The double angle formula, cos(2t) = cos2 t − sin2 t suggests that

sin2 t − cos2 t + cos(2t) = 0

for all t. Thereby we have produced a nontrivial linear combination of sin2 t, cos2 t, and cos(2t) that sums to
the zero function, proving that sin2 t, cos2 t, and cos(2t) are linearly dependent.

6g: The question of whether the columns form a linearly independent set is a rewording of the question of whether
the columns are linearly independent. By theorem 5, it is equivalent to determine whether the matrix has a
pivot position in every column. If it does, part (iv) of the theorem is true, and therefore part (i) is true. If it does
not, part (iv) of the theorem is false, and therefore part (i) is false.

Since the matrix has 4 rows, it can have at most 4 pivot positions. Since it has 6 columns, this means there is
certainly a column (at least two, actually) without a pivot position. Therefore part (iv) of theorem 5 is false.
Equivalently, part (i) is false and the columns of the matrix are linearly dependent.

7b: The question can be rephrased as a question about a linear system. By definition, the linear independence of the
set hinges of the nature of the solutions of

a
[

1 8 −11
]

+ b
[

9 4 −7
]

+ c
[

4 −2 2
]

=
[

0 0 0
]
. (7.5.15)

This equation can be rewritten using algebra:[
a 8a −11a

]
+

[
9b 4b −7b

]
+

[
4c −2c 2c

]
=

[
0 0 0

][
a + 9b + 4c 8a + 4b − 2c −11a − 7b + 2c

]
=

[
0 0 0

]
The only way for this last equation to be true is if a, b, c solve the linear system

a + 9b + 4c = 0
8a + 4b − 2c = 0
−11a − 7b + 2c = 0

. (7.5.16)

By row reduction,

 1 9 4 0
8 4 −2 0
−11 −7 2 0

→
 1 9 4 0

0 −68 −34 0
0 −92 46 0

→
 1 9 4 0

0 2 1 0
0 2 −1 0

→
 1 9 4 0

0 2 1 0
0 0 −2 0


At this point, it is clear that the system has no free variables. Therefore part (vii) of theorem 5 is true. The
equivalent part (iii) is therefore true, so (7.5.16) has only the trivial solution. In turn, the trivial solution is the
only solution of (7.5.15), so the set is linearly independent.

18: To show that two statements are true requires showing that if one of them is true, so is the other, and vice versa,
so there are two things to show. (i) If (a) is true, then (b) is true; and (ii) if (b) is true, then (a) is true.

(a) ⇒ (b): [We start by assuming (a) is true and showing that (b) follows logically.] Suppose x = 8. Then
x is a perfect cube since 23 = 8. Of course 6 < 8 < 20 so 6 < x < 20. Hence x is a perfect cube between 6 and
20.

(b) ⇒ (a): [We now assume (b) is true and show that (a) follows logically.] Suppose x is a perfect cube
between 6 and 20. Because x is a perfect cube, it must be one of the numbers 1, 8, 27 or higher. The only one
of those numbers between 6 and 20 is 8, so x must be 8.
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Section 3.4
5d: According to theorem 6 it is equivalent to show that the coefficient matrix has a pivot position in every row. This

is done by row reduction: 6 5 1 5
3 0 −4 7
−1 1 1 −4

→
 −1 1 1 −4

3 0 −4 7
6 5 1 5

→
 −1 1 1 −4

0 3 −1 −5
0 11 7 −19


→

 −1 1 1 −4
0 33 −11 −55
0 −33 −21 57

→
 −1 1 1 −4

0 33 −11 −55
0 0 −32 2


At this point it is clear there is a pivot in every row. Therefore the system has only the trivial solution.

6e: According to theorem 6 it is equivalent to answer the question “Does the matrix have a pivot position in every
row?” This is determined by row reduction: −18 1 −1 7

−6 2 6 3
12 −5 0 4

→
 −6 2 6 3
−18 1 −1 7
12 −5 0 4

→
 −6 2 6 3

0 −5 −19 −2
0 −1 12 10


→

 −6 2 6 3
0 −1 12 10
0 −5 −19 −2

→
 −6 2 6 3

0 −1 12 10
0 0 −79 −52


At this point it is clear there is a pivot in every row. Therefore the rows form a lineraly independent set.

6g: According to theorem 6 it is equivalent to answer the question “Does the matrix have a pivot position in every
row?” Since the matrix has 5 columns, it can have at most 5 pivot positions. However the matrix has 6 rows,
so cannot have a pivot in every row. Consequently the rows do not form a linearly independent set.

17: What makes any matrix M upper triangular is that Mk,` = 0 whenever k > `. That is, entries whose row number
is greater than their column number are zero. After deleting the first row and some column of U, as shown
below, 

? ? ? ? · · · ?
0 ? ? ? · · · ?
0 0 ? ? · · · ?
0 0 0 ? · · · ?

...
...

...
...

. . . ?

0 0 0 0 · · · ?


there are two distinct regions of entries. Entries to the left of the deleted column have the same column index
in U\i, j as they do in U. Columns to the right of the deleted column have a column index one less than they do
in U. All entries in U\1, j have a row index one less than they do in U. In symbols [and the start of the proof],

(U\1, j)k,` =

Uk+1,` if ` < j
Uk+1,`+1 if ` ≥ j

.

If k > `, then k + 1 > ` and k + 1 > ` + 1, so Uk+1,` = Uk+1,`+1 = 0. Hence (U\1, j)k,` = 0 whenever k > `.

18: As long as j > 1, (U\1, j)1,1 = U2,1 = 0.

19: [Commentary that is not strictly part of the proof wil be inserted in square brackets and bold italicized.] If U
is a 1×1 matrix, it is upper triangular and det

([
U1,1

])
= U1,1. [This establishes part (i) of the proof. The claim

is true for the particular value n = 1.] Now assume that det U = U1,1U2,2 · · ·Uk,k for some (arbitrary) value k
greater than or equal to one and arbitrary upper triangular k × k matrix U. [That is, if U is an upper triangular
k × k matrix and k ≥ 1, then the proposition is true. To complete the proof, we must use this information to
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prove that if U is a (k + 1) × (k + 1) upper triangular matrix then det U = U1,1U2,2 · · ·Uk+1,k+1.] Additionally,
suppose U is a (k + 1) × (k + 1) upper triangular matrix. By definition,

det U = (−1)1+1U1,1 det U\1,1 + (−1)1+2U1,2 det U\1,2 · · · + (−1)1+3U1,3 det U\1,3.

Since U\1, j has a zero on its diagonal whenever j > 1, all terms except the first are zero. Therefore,

det U = (−1)1+1U1,1 det U\1,1. (7.5.17)

Since U\1,1 is a k × k matrix, its determinant is the product of the entries on its diagonal [this is the inductive
hypothesis], so det U\1,1 = U2,2U3,3 · · ·Uk+1,k+1. Substituting this expresion into (7.5.17), we have det U =

U1,1U2,2U3,3 · · ·Uk+1,k+1, and the proof is complete.

Section 3.5
1a: It is advantageous to expand along rows and columns with many zeros since corresponding cofactors will not

need to be computed. They will be multiplied by the zero entry in the computation of the determinant anyway.
In this case, the fourth row has three zeros:∣∣∣∣∣∣∣∣∣∣∣

0 −2 0 9
−4 0 1 0
4 −9 0 −2
0 0 0 4

∣∣∣∣∣∣∣∣∣∣∣ = 4(1)

∣∣∣∣∣∣∣∣
0 −2 0
−4 0 1
4 −9 0

∣∣∣∣∣∣∣∣ = 4(−2)(−1)

∣∣∣∣∣∣ −4 1
4 0

∣∣∣∣∣∣ = 8(−4) = −32

The 3× 3 determinant is expanded along the first row since it contains two zeros. The 2× 2 determinant, at this
point, is probably as simple as having memorized the pattern (upper left times lower right minus upper right
times lower left).

2c: The determinant of any triangular matrix is the product of the entries on its main diagonal. In this case, 2 ·8 ·4 ·7 =

448

3: (a)

 0 1 0
1 0 0
0 0 1

 is a swap matrix, so the determinant of the product is −1 times the determinant of the given

matrix (see justification on page 102): (−1)(32) = −32.

(b)

 1 0 0
0 1 0
0 0 1

128

 is a scale matrix, so the determinant of the product is the scale factor, 1
128 , times the deter-

minant of the given matrix (see justification on page 102): 1
128 (32) = 1

4 .

(c)

 1 0 0
0 1 − 7

9
0 0 1

 is a replacement matrix, so the determinant of the product is the same as the determinant of

the given matrix (see justification on page 102): 32.

(d) The matrices

 3 0 0
0 1 0
0 0 1


 1 0 0

0 1 0
18 0 1

 are a scale by 3 and a replacement. Their effect on the determinant

of the product is, altogether, to multiply it by 3: 3(32) = 96.

Section 3.6
1: The determinant of the given matrix is 120. (a) Row replacements do not change the determinant of a matrix, so the

original matrix must have had determinant 120 as well. (b) Row replacements do not change the determinant
of a matrix, and row swaps change the sign of the determinant. Therefore (det A)(−1)3 = 120 so det A = −120.
(c) Row replacements do not change the determinant of a matrix, and row scaling multiplies the determinant by
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the scale factor. Therefore (det A)(6)(5) = 120 so det A = 4. Row replacements do not change the determinant
of a matrix, row scaling multiplies the determinant by the scale factor, and row swaps change the sign of the
determinant. Therefore (det A)(10)(−1)2 = 120 so det A = 12.

2b: The determinant of the given matrix is the product of the entries on the main diagonal (since the matrix is
triangular): (−2)(−1)(5)(6) = 60. Row replacements do not change the determinant of a matrix, and row swaps
change the sign of the determinant. Therefore (det A)(−1)k = 60 where k is the number of row swaps. Since
(−1)k equals 1 or −1, det A = ±60.

5b: Row reducing: [
−12 12
14 6

]
− 1

12 M1,:→M1,:
−→

[
1 1
14 6

]
−14M1,:+M2,:→M2,:

−→

[
1 1
0 −8

]

The determinant of a triangular matrix is the product of the entries of the diagonal, so det
(

1 1
0 −8

)
= −8.

The triangular matrix was gotten by scaling with factor − 1
12 and one row replacement. Hence the determinant

of M satisfies (det M)
(
− 1

12

)
= −8 so det M = 96.

4f: Row reducing: −11 −15 4
8 9 −4
−3 −3 2

 11M2,:→M2,:
−→

−11M3,:→M3,:

 −11 −15 4
88 99 −44
33 33 −22

 8M1,:+M2,:→M2,:
−→

3M1,:+M3,:→M3,:

 −11 −15 4
0 −21 −12
0 −12 −10


− 1

3 M2,:→M2,:
−→

7
2 M3,:→M3,:

 −11 −15 4
0 7 4
0 −42 −35

 6M2,:+M3,:→M3,:
−→

 −11 −15 4
0 7 4
0 0 −11


The determinant of a triangular matrix is the product of the entries of the diagonal, so

det

 −11 −15 4
0 7 4
0 0 −11

 = 7(11)2.

The triangular matrix was gotten by scaling with factors 11,−11,− 1
3 ,

7
2 and three row replacements. Hence the

determinant of M satisfies (det M)(11)(−11)
(
− 1

3

) (
7
2

)
= 7(11)2 so

det M =
7(11)2(2)(3)
11(−11)(−7)

= 6.

4g: Row reducing: 
3 90 −308 −6
−3 −140 484 10
6 210 −737 −16
3 70 −231 −4

 M1,:+M2,:→M2,:
−→

−2M1,:+M3,:→M3,:

−M1,:+M4,:→M4,:


3 90 −308 −6
0 −50 176 4
0 30 −121 −4
0 −20 77 2

 5M3,:→M3,:
−→

−5M4,:→M4,:


3 90 −308 −6
0 −50 176 4
0 150 −605 −20
0 100 −385 −10

 3M2,:+M3,:→M3,:
−→

2M2,:+M4,:→M4,:


3 90 −308 −6
0 −50 176 4
0 0 −77 −8
0 0 −33 −2

 −7M4,:→M4,:
−→


3 90 −308 −6
0 −50 176 4
0 0 −77 −8
0 0 231 14

 3M3,:+M4,:→M4,:
−→


3 90 −308 −6
0 −50 176 4
0 0 −77 −8
0 0 0 −10


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The determinant of a triangular matrix is the product of the entries of the diagonal, so

det


3 90 −308 −6
0 −50 176 4
0 0 −77 −8
0 0 0 −10

 = −(3)(50)(77)(10).

The triangular matrix was gotten by scaling with factors 5,−5,−7, and three row replacements. Hence the
determinant of M satisfies (det M)(5)(−5)(−7) = −3(50)(77)(10) so

det M =
−3(50)(77)(10)

(5)(−5)(−7)
= −3(10)(−11)(−2) = −660.

5b: Eliminating the 4 by row replacement and then expanding along the first column: −1 5 −1
0 6 −1
4 −10 2

 4M1,:+M3,:→M3,:
−→

 −1 5 −1
0 6 −1
0 10 −2


and ∣∣∣∣∣∣∣∣

−1 5 −1
0 6 −1
0 10 −2

∣∣∣∣∣∣∣∣ = (−1)

∣∣∣∣∣∣ 6 −1
10 −2

∣∣∣∣∣∣ = (−1)(−12 + 10) = 2.

Since the original matrix was only changed by row replacement, its determinant and the determinant of the
resulting matrix are equal. Hence ∣∣∣∣∣∣∣∣

−1 5 −1
0 6 −1
4 −10 2

∣∣∣∣∣∣∣∣ = 2.

6e: Theorem 7 gives a number of conditions equivalent to invertibility of a square matrix M. Among them are (vi)
M has a pivot position in every column; (vii) M has a pivot position in every row; and (xiii) det M , 0. If we
can show any one of these, we will know that the given matrix is invertible. Row reducing: 1 1 3

4 7 11
0 3 20

 −4M1,:+M2,:→M2,:
−→

 1 1 3
0 3 −1
0 3 20

 −M2,:+M3,:→M3,:
−→

 1 1 3
0 3 −1
0 0 21


At this point, we can see all of (vi), (vii), and (xiii) are true. We may pick any one of them to explain why the
given matrix is invertible. For example, the given matrix has nonzero determinant and is therefore invertible.

Section 3.7
1c: Augmenting the identity matrix and reducing:[

9 −7 1 0
4 7 0 1

]
−2M2,:+M1,:→M1,:

−→

[
1 −21 1 −2
4 7 0 1

]
−4M1,:+M2,:→M2,:

−→

[
1 −21 1 −2
0 91 −4 9

]
1
91 M2,:→M2,:
−→

[
1 −21 1 −2
0 1 − 4

91
9

91

]
21M2,:+M1,:→M1,:

−→

[
1 0 7

91
7
91

0 1 − 4
91

9
91

]

1d: Augmenting the identity matrix and reducing: 16 −3 −2 1 0 0
−8 4 −2 0 1 0
−8 1 2 0 0 1

 M1,:↔M3,:
−→

 −8 1 2 0 0 1
−8 4 −2 0 1 0
16 −3 −2 1 0 0

 −M1,:+M2,:→M2,:
−→

2M1,:+M2,:→M2,:
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 −8 1 2 0 0 1
0 3 −4 0 1 −1
0 −1 2 1 0 2

 M2,:↔M3,:
−→

 −8 1 2 0 0 1
0 −1 2 1 0 2
0 3 −4 0 1 −1

 3M2,:+M3,:↔M3,:
−→

 −8 1 2 0 0 1
0 −1 2 1 0 2
0 0 2 3 1 5

 −M3,:+M1,:→M1,:
−→

−M3,:+M2,:→M2,:

 −8 1 0 −3 −1 −4
0 −1 0 −2 −1 −3
0 0 2 3 1 5

 M2,:+M1,:→M1,:
−→

−M2,:→M2,: −8 0 0 −5 −2 −7
0 1 0 2 1 3
0 0 2 3 1 5

 − 1
8 M1,:→M1,:
−→

1
2 M3,:→M3,:

 1 0 0 5
8

1
4

7
8

0 1 0 2 1 3
0 0 1 3

2
1
2

5
2


2: Three facts are applied.

1. [section 3.7] The determinant of a product is the product of the determinant [det(AB) = (det A)(det B)].

2. [section 3.7] The determinant of an inverse is the reciprocal of the determinant [det(A−1) = 1
det A ].

3. [section 3.5] The determinant of a transpose equals the determinant [det(AT ) = det A].

(a) det(MRT ) = (det M)(det RT ) = (det M)(det R) = 2 · 1
3 = 2

3 using facts 1 and 3.
(b) det(M−1R) = (det M−1)(det R) = 1

det M det R = 1
2 ·

1
3 = 1

6 using facts 1 and 2.
(c) det(MR−1)T = det(MR−1) = (det M)(det R−1) = det M 1

det R = 2 · 3 = 6 using facts 1,2 and 3.

Section 4.1
1b: Without any information to whittle down the list of properties to verify, all 10 of the properties from the definition

of vector space must be verified. Let f, g,h be in V (letters commonly associated with functions are used to
emphasize that these vectors are in fact functions) and let s, t be scalars. Two functions are equal if they take
the same value (give the same output) on every point in the domain.

1. f + g means f(x) + g(x) and is a function defined on [0, 1] since f(x) and g(x) are. Therefore f + g is in V .

2. f(x) + g(x) = g(x) + f(x) for every x in [0, 1] since addition of real numbers is commutative. Therefore
f + g = g + f.

3. f(x)+ (g(x) + h(x)) = (g(x) + f(x))+h(x) for every x in [0, 1] since addition of real numbers is associative.
Therefore f + (g + h) = (g + f) + h.

4. The function z(x) = 0 (whose graph is a horizontal line on the x-axis) is in V and z(x) + f(x) = f(x) for all
x in [0, 1]. Therefore z is an additive identity in V .

5. The function −f is in V since it is a function on [0, 1] and has the property that f(x) + (−f(x)) = 0 for all x
in [0, 1]. Therefore f + (−f) = z so every element of V has an additive inverse.

6. sf(x) is a function on [0, 1] because f(x) is. Therefore sf is in V .

7. 1f(x) = f(x) for all x in [0, 1]. Therefore 1f = f.

8. s (f(x) + g(x)) = sf(x) + sg(x) for every x in [0, 1] by the distributive property of real numbers. Therefore
s(f + g) = sf + sg.

9. (s + t)f(x) = sf(x) + tf(x) for every x in [0, 1] by the distributive property of real numbers. Therefore
(s + t)f = sf + tf.

10. s (tf(x)) = (st)f(x) for every x in [0, 1] because multiplication of real numbers is associative. Therefore
s(tf) = (st)f.

2a: [To verify that S is a subspace, three properties need to be shown—that the zero vector is in S ; that S is
closed under addition; and that S is closed under scalar multiplication.]

In R2, 0 =

[
0
0

]
and

[
0
0

]
is in S since it is on the x-axis (the y-coordinate is zero). [This shows that the zero

vector is in S .] For any u =

[
x1
y1

]
in S y1 = 0, so u =

[
x1
0

]
. It follows that su =

[
sx1
0

]
, which is in S since
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it also lies on the x-axis (has y-coordinate zero). [This shows that S is closed under scalar multiplication.]

Similarly, for any v =

[
x2
y2

]
in S y2 = 0. Therefore u + v =

[
x1
0

]
+

[
x2
0

]
=

[
x1 + x2

0

]
, which is in S since

it also lies on the x-axis (has y-coordinate zero). [This shows that S is closed under addition.]

2d: [To verify that S is a subspace, three properties need to be shown—that the zero vector is in S ; that S is
closed under addition; and that S is closed under scalar multiplication.]

In P3(R), 0 = (z(x) = 0) and z(x) = 0 is in S since it is a polynomial of degree less than three with roots at 3 and
18. [This shows that the zero vector is in S .] For any p in S p(3) = p(18) = 0 and p is a polynomial of degree
three or less. Since multiplying a polynomial by a scalar does not change its degree, (sp) is a polynomial of
degree three or less for any scalar s. Moreover (sp)(3) = s (p(3)) = s ·0 = 0 and (sp)(18) = s (p(18)) = s ·0 = 0
so sp has roots at 3 and 18. [This shows that S is closed under scalar multiplication.] Similarly, for any
q in S q(3) = q(18) = 0 and q is a polynomial of degree three or less. Since the sum of two polynomials
has degree no higher than the one with highest degree p + q is a polynomial of degree at most 3. Moreover
(p + q)(3) = p(3) + q(3) = 0 + 0 = 0 and (p + q)(18) = p(18) + q(18) = 0 + 0 = 0 so p + q has roots at 3 and
18. [This shows that S is closed under addition.]

3a: [To show that S is not a subspace, one of the three subspace properties needs to be shown false—that the
zero vector is in S ; that S is closed under addition; and that S is closed under scalar multiplication. The
easiest way to do this is often by counterexample (an example showing that one of the properties does

not hold in all instances).]
[

3
14

]
is in S but −2

[
3

14

]
=

[
−6
−28

]
is not, so S is not closed under multipli-

cation. Note: S contains the zero vector and is closed under addition, so the only property for which a
counterexample can be found is closure under scalar multiplication. There are many counterexamples
available. Only one is needed.

3d: [To show that S is not a subspace, one of the three subspace properties needs to be shown false—that the
zero vector is in S ; that S is closed under addition; and that S is closed under scalar multiplication. The
easiest way to do this is often by counterexample (an example showing that one of the properties does not
hold in all instances).] 0 = (z(x) = 0) is not in S since z(0) = 0 (has y-intercept 0, not 3). Consequently the
zero vector is not in S . Note: S is not closed under addition nor closed under scalar multiplication either.
There are many exceptions to the properties available. Only one is needed.

4a: By definition,

spanS =

{
r
[

5
1

]
: r in R

}
so spanS contains the vector

[
5
1

]
and all multiples thereof, including 0

[
5
1

]
=

[
0
0

]
. Each multiple points

in the same or opposite direction, and there is a multiple for every magnitude. Therefore all the points on the

line containing
[

0
0

]
and

[
5
1

]
are in S and nothing more. In summary, S is the line passing through

[
0
0

]
and

[
5
1

]
.

4c: By definition,

spanS =

{
r
[

5
1

]
+ s

[
2
0

]
: r, s in R

}
.

Equivalently, spanS =

{[
5 2
1 0

] [
r
s

]
: r, s in R

}
since a matrix times a vector is a linear combination of

the columns of the matrix. Since
[

5 2
1 0

]
has nonzero determinant (5 · 0 − 2 · 1) theorem 7 assures that[

5 2
1 0

] [
r
s

]
= b has exactly one solution for every b in R2. In other words, every vector in R2 is in the span

of S , so spanS = R2.
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5f: By definition,

spanS =

{
a
[

1 0
0 0

]
+ b

[
0 0
0 1

]
+ c

[
0 −1
0 0

]
: a, b, c in R

}

so spanS =

{[
a 0
0 0

]
+

[
0 0
0 b

]
−

[
0 c
0 0

]
: a, b, c in R

}
=

{[
a −c
0 b

]
: a, b, c in R

}
. Since a, b, c are

arbitrary real numbers, this is equivalent to
{[

r1 r2
0 r3

]
: r1, r2, r3 in R

}
, which is the set of all 2 × 2 matrices

with a zero in the 2,1-entry.

8: Since

 3t
−t
5t

 = t

 3
−1
5

, S =

t

 3
−1
5

 ; t in R

, and S contains all multiples of

 3
−1
5

, or in other words all

linear combinations of vectors in


 3
−1
5


. Hence the desired set is


 3
−1
5


.

9: Since

 3t − 2s
−t + s
5t + s

 = t

 3
−1
5

 + s

 −2
1
1

, S =

t

 3
−1
5

 + s

 −2
1
1

 ; t, s in R

. This is the set of all linear

combinations of

 3
−1
5

 and

 −2
1
1

, the very definition of span


 3
−1
5

 ,
 −2

1
1


. Hence the desired set

is


 3
−1
5

 ,
 −2

1
1


.

12b: By definition, spanS =

x

 7
8
9

 + y

 10
2
−6

 : x, y in R

 so the question is whether

 1
2
3

 is in this set. In other

words, can we solve the equation x

 7
8
9

+y

 10
2
−6

 =

 1
2
3

? Written in matrix form, that is

 7 10
8 2
9 −6


[

x
y

]
= 1

2
3

 and whether there is a solution can be determined by reducing the augmented matrix:

 7 10 1
8 2 2
9 −6 3

 reduces to
−→

 1 58 −5
0 66 −6
0 0 0


Hence the system is consistent. There is a solution, and therefore

 1
2
3

 is in spanS .

13c: By definition, span
{
sin2 θ, cos2 θ

}
=

{
a sin2 θ + b cos2 θ : a, b in R

}
so the question is whether cos(2θ) is in this

set. Since cos(2θ) = cos2 θ − sin2 θ = 1 cos2 θ + (−1) sin2 θ [this is a standard trig identity—double angle
formula], cos(2θ) is in span

{
sin2 θ, cos2 θ

}
.

14c: Since v = 〈78, 81, 84, 87, 90, . . .〉 can be written as

3 〈1, 2, 3, 4, 5, . . .〉 + 75 〈1, 1, 1, 1, 1, . . .〉

v is a linear combination of the vectors in the given set. Since the span includes all linear combinations of its
elements, it includes this one. Therefore the answer is yes.
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15a: Implied in the question is that we are to treat the columns of the matrix as individual vectors. Therefore we are

to determine whether

 −240
−406
−416

 is in

x

 −499
−425
306

 + y

 −288
−161
−348

 + z

 232
125
141

 : x, y, z in R

 .

But this set is exactly


 −499 −288 232
−425 −161 125
306 −348 141


 x

y
z

 : x, y, z in R

 so we need to determine whether

 −499 −288 232
−425 −161 125
306 −348 141


 x

y
z

 =

 −240
−406
−416

 (7.5.18)

has a solution, which can be done be reducing the augmented matrix

 −499 −288 232 −240
−425 −161 125 −406
306 −348 141 −416

. Adding

the one line A.rref() to the SageMath code produces

[ 1 0 0 1533968/1012773]
[ 0 1 0 2328386/337591]
[ 0 0 1 10922888/1012773]

for the reducded matrix, indicating that system (7.5.18) is consistent (has a solution). Yes, b is in the span of
the columns of M.

Section 4.2
4d: (i) This is a subset of M2×2(R). (ii) The content of the final paragraph of this section (section 4.2) is that any

vector that can be written as a linear combination of the others in a set can be removed without affecting the

span of the set. In this case,
[
−4 −19
14 −13

]
+

[
−19 −2
14 −1

]
=

[
−23 −21
28 −14

]
so

[
−23 −21
28 −14

]
is a linear com-

bination of the others and we can remove it without affecting the span. Hence
{[
−4 −19
14 −13

]
,

[
−19 −2
14 −1

]}
is a subset with the same span.

5d:
[
−4 −19
14 −13

]
=

[
−23 −21
28 −14

]
−

[
−19 −2
14 −1

]
so

[
−4 −19
14 −13

]
can be removed from the set without affecting

its span. Hence
{[
−23 −21
28 −14

]
,

[
−19 −2
14 −1

]}
is a (different) subset with the same span. Yes, this subset is

a basis for the span because it is both spanning (as we know) and linearly independent (since it contains two
elements which are not multiples of one another).

6c: Let S =
{
1 + 2t, 3 + t − 2t2,−5 + 4t2,−5t − 2t2

}
. Since S is a 4-element subset of P2(R), which has dimension 3,

we know that S is linearly dependent (theorem 9). Hence the equation

A(1 + 2t) + B(3 + t − 2t2) + C(−5 + 4t2) + D(−5t − 2t2) = 0 (7.5.19)

has nontrivial solutions. We need to find one. Expanding the lefthand side and collecting like terms:

A + 2At + 3B + Bt − 2Bt2 − 5C + 4Ct2 − 5Dt − 2Dt2 = 0

(A + 3B − 5C) + (2A + B − 5D)t + (−2B + 4C − 2D)t2 = 0
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For this equation to be true (for all t, making the lefthand side equal to the zero function, the zero vector of the
vector space), it must be that each coefficient is zero, giving the linear system

A + 3B − 5C = 0
2A + B − 5D = 0

−2B + 4C − 2D = 0

which we can solve in a number of ways. One solution is A = −1, B = 2, C = 1, D = 0. Hence

−1(1 + 2t) + 2(3 + t − 2t2) + (−5 + 4t2) + 0(−5t − 2t2) = 0

and we can write (for example) 1 + 2t as a linear combination of the others:

1 + 2t = −2(3 + t − 2t2) − (−5 + 4t2)

[we could have chosen to write (3 + t − 2t2) or (−5 + 4t2) as a linear combination of the others just as
well]. This means we can remove 1 + 2t from the set and retain its span. If the set of the three remaining
vectors is linearly independent, it is a basis. If it is linearly dependent, we need to eliminate one of the vectors
from

{
3 + t − 2t2,−5 + 4t2,−5t − 2t2

}
. Repeating the above process without the polynomial 1 + 2t amounts to

eliminating A from the equations: does

B(3 + t − 2t2) + C(−5 + 4t2) + D(−5t − 2t2) = 0

have nontrivial solutions? We check as before by solving the linear system

3B − 5C = 0
B − 5D = 0

−2B + 4C − 2D = 0.

One solution is B = 5, C = 3, D = 1. Hence

5(3 + t − 2t2) + 3(−5 + 4t2) + (−5t − 2t2) = 0

and we can write (for example) −5t − 2t2 as a linear combination of the others:

−5t − 2t2 = −5(3 + t − 2t2) − 3(−5 + 4t2)

[we could have chosen to write (3 + t − 2t2) or (−5 + 4t2) as a linear combination of the others just as
well]. This means we can remove −5t − 2t2 from the set and retain its span, leaving two vectors (polynomials),
(3 + t − 2t2) and (−5 + 4t2), that are not multiples of one another. Hence

{
3 + t − 2t2,−5 + 4t2

}
is a linearly

independent subset of S with the same span—a basis for the span of S . The dimension of the span is two.

12b: Since the dimension of R4 is four, a linearly independent spanning set with 4 elements will be a basis. The given
set (of columns of the matrix) has four elements, so we need to determine whether it is linearly independent
and spanning. Upon inspection, columns two and three are identical (making each one a linear combination of
the other vectors in the set), so the set of columns is linearly dependent and does not form a basis for R4.

13b: Since the dimension of R6 is six, a linearly independent spanning set with 6 elements will be a basis. The given
set (of columns of the matrix) has six elements, so we need to determine whether it is linearly independent
and spanning. By theorem 7, determining linear independence is equivalent to determining whether there is a
pivot position in every column—done by row reduction. Adding the line print(M.rref()) to the provided
SageCell produces the reduced matrix

[ 1 0 0 0 0 -501/35]
[ 0 1 0 0 0 273/5]
[ 0 0 1 0 0 71/15]
[ 0 0 0 1 0 -2]
[ 0 0 0 0 1 4/3]
[ 0 0 0 0 0 0]
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revealing that the matrix does not have a pivot position in every row (or column). Hence the columns of the
matrix are linearly dependent and do not form a basis for R6. [Had there been a pivot position in each
column, we would have needed to address the question of whether the columns were spanning—theorem
7 part (ix) provides the answer.]

Section 4.3
4: (a) Answers will vary. Any set that contains all the ordered pairs’ first components will do. For example,

{1, 2, 3, 4, 5}, Z, Q, and R are four possible domains.
(b) Answers will vary. Any set that contains all the ordered pairs’ second components will do. For example,{
t, t2.t3, t4, t5

}
, P5(R), P55(R), and C(R) are four possible codomains.

(c) The range of a relation is the image of its domain. In this case it is
{
t, t2.t3, t4, t5

}
. You might think of it as

the smallest possible codomain.

6: (a) The domain of a function is the preimage of its codomain. In this case {1, 2, 3, 4, 5}.
(b) Answers will vary. Any set that contains all the ordered pairs’ second components will do. For example,{
t, t2.t3, t4, t5

}
, P5(R), P55(R), and C(R) are four possible codomains.

(c) The range of a function is the image of its domain. In this case it is
{
t, t2.t3, t4, t5

}
. You might think of it as

the smallest possible codomain.

8: (a) The statement of the question implies that 3 is a member of the domain and we are to figure out the corre-
sponding member of the range. This is precisely what the formula is for: p(3) = 3

1+32 = 3
10 .

(b) p(23) = 23
1+232 = 23

530 .
(c) a preimage of 2

5 is any number z such that p(z) = 2
5 . Any solution of 2

5 = z
1+z2 will do. The most immediate

solution is z = 2.
(d) the preimage of 2

5 is the set of all numbers z such that p(z) = 2
5 . Solving 2

5 = z
1+z2 :

2(1 + z2) = 5z

2 − 5z + 2z2 = 0
(2 − z)(1 − 2z) = 0

The only solutions are z = 2, 1
2 so the preimage of 2

5 is
{

1
2 , 2

}
. (e) p ({1, 2, 3}) =

{
1
2 ,

2
5 ,

3
10

}
.

10: For any relation {(a1, b1), (a2, b2), . . . , (an, bn)} its inverse is {(b1, a1), (b2, a2), . . . , (bn, an)}. In this case, R−1 =

 1

0
3

 , t2 + 3

 ,

 3
−2
0

 , 3t2 − 2t


 as a subset of R3 × P2(R).

12b: The image of a means T (a):

T (a) = Ma =

[
−9 1
3 0

] [
−7
10

]
=

[
73
−21

]
.

Section 4.4
3a: [solution 1] From the table on page 141, the elementary matrices associated with this composition are

1. reflection about the y-axis (horizontal scale by factor −1):
[
−1 0
0 1

]
2. vertical scale by a factor of 2:

[
1 0
0 2

]
3. horizontal scale by a factor of 2:

[
2 0
0 1

]
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Altogether the standard matrix is the product of these elementary matrices right to left:[
2 0
0 1

] [
1 0
0 2

] [
−1 0
0 1

]
=

[
−2 0
0 2

]
Note: The order of multiplication in this particular example does not matter. These particular elementary
matrices commute with one another. However, not all elementary matrices commute. Generally, the order of
multiplication matters.

[solution 2] The standard matrix can always be determined by finding the images of the standard basis vectors.

In this case, I:,1 maps to
[
−2
0

]
and I:,2 maps to

[
0
2

]
, verifying that indeed

[
−2 0
0 2

]
is the standard matrix

for T .
Note: This method should be considered a double check when possible. It is not always so simple to determine
the images of the standard basis vectors.

4b: Transformations with the same standard matrix are the same transformation. Determining the standard matrices
for S and T (using the chart on page 141) will answer the question.

1. S : reflection about the y-axis (horizontal scaling by a factor of −1),
[
−1 0
0 1

]
, followed by rotation π

4

radians clockwise (− π4 radians counterclockwise) about the origin, cos
(
− π4

)
− sin

(
− π4

)
sin

(
− π4

)
cos

(
− π4

)  =


√

2
2

√
2

2

−
√

2
2

√
2

2

:


√
2

2

√
2

2

−
√

2
2

√
2

2

 [ −1 0
0 1

]
=

 −
√

2
2

√
2

2√
2

2

√
2

2


2. T : rotation 3π

4 radians clockwise (− 3π
4 radians counterclockwise) about the origin, cos

(
− 3π

4

)
− sin

(
− 3π

4

)
sin

(
− 3π

4

)
cos

(
− 3π

4

)  =

 −
√

2
2

√
2

2

−
√

2
2 −

√
2

2

, followed by reflection about the x-axis (vertical scaling

by a factor of −1),
[

1 0
0 −1

]
:

[
1 0
0 −1

]  −
√

2
2

√
2

2

−
√

2
2 −

√
2

2

 =

 −
√

2
2

√
2

2√
2

2

√
2

2


Since S and T have the same standard matrix, they must be the same transformation (despite the differing
descriptions).

Note: It is equivalent to see geometrically that the images of the standard basis vectors (the columns of the
standard matrix) are the same for S and T .

5b: Given are the images of the standard basis vectors, which are the columns of the standard matrix. There is no
work to do but collect the images as columns of a matrix:

−7.5 −5.2
1 10.1
−13.2 −4.3
−3.7 4.3


7a: (solution 1) The columns of the standard matrix are the images of the standard basis vectors. Writing the standard

basis vectors as linear combinations of the given preimages will allow computation of the images of the standard

basis vectors. For example, to write I:,1 as a linear combination of

 41
−3
−2

 ,
 −6

1
0

 ,
 −5
−1
1

 it suffices to solve
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the matrix equation  41 −6 −5
−3 1 −1
−2 0 1


 a

b
c

 =

 1
0
0


which can be done by row reduction: 41 −6 −5 1

−3 1 −1 0
−2 0 1 0

 reduces to
−→

 1 0 0 1
0 1 0 5
0 0 1 2

 .
Therefore,  1

0
0

 = 1

 41
−3
−2

 + 5

 −6
1
0

 + 2

 −5
−1
1


and using the fact that T is a linear transformation, it then follows that

T


 1

0
0


 = 1T


 41
−3
−2


 + 5T


 −6

1
0


 + 2T


 −5
−1
1




= 1
[

7
−4

]
+ 5

[
−13
−3

]
+ 2

[
−9
−13

]
=

[
−76
−45

]
.

The first column of the standard matrix is hence
[
−76
−45

]
. Repeating the process for the second and third

standard basis vectors gives the second and third columns of the standard matrix. The whole computation is

neatly done in this 127 . The standard matrix is

A =

[
−76 −469 −858
−45 −273 −511

]
Double checking, we can multiply A times each given preimage to make sure it matches with the given image.
For example,

A

 41
−3
−2

 =

[
−76 −469 −858
−45 −273 −511

]  41
−3
−2

 =

[
7
−4

]
as required.

(solution 2) We can also use the given facts more directly, and the definition of the standard matrix less directly.

Given that T


 41
−3
−2


 =

[
7
−4

]
, T


 −6

1
0


 =

[
−13
−3

]
, and T


 −5
−1
1


 =

[
−9
−13

]
, this may be rephrased

in terms of the standard matrix A as A ·

 41
−3
−2

 =

[
7
−4

]
, A ·

 −6
1
0

 =

[
−13
−3

]
, and A ·

 −5
−1
1

 =

[
−9
−13

]
.

Combining this information into a single equation,

A ·

 41 −6 −5
−3 1 −1
−2 0 1

 =

[
7 −13 −9
−4 −3 −13

]
.

Therefore A =

[
7 −13 −9
−4 −3 −13

]  41 −6 −5
−3 1 −1
−2 0 1


−1

=

[
−76 −469 −858
−45 −273 −511

]
.

12: (a) As canbe seen by the following diagram showing a generic rotation, Rθ(u + cv) = Rθ(u) + cRθ(v).

https://sagecell.sagemath.org/?z=eJxtkctugzAQRfeR8g8jVhCZKIQ0VVN1gVSpK3YomygLBwYYNdjImD7-vmNCGlpF8sKPuffMHbeGlPW9N_pABdTICjuQBndeMJ9lKbxAI62hL38tYnF4FGEUi_BJhBsRxu5w5LJ2sMjS4BkuW76bz_Y3bey0m0iEWxE-OCFvea3FSkTOwGH2S9lXDbL6IlpSwQey334c_DJuCM9g0efcq9Xe6JAujcHSv1M89DPqshqhs1IV0hRjf5Drhp1KoxuwNXYIZ1Iojbs_kZKWtOpAl-4RqsmghiEljM7SRXpY7Tjnbnu8opK7_Ffdn84IeY35O6lKDKat0ZzGOkYCn2TrCao1OH4LdV7wJ8f_Av63W8V-ih9FHJsBllxcW1N3HcDUOVlMlD886aW5&lang=sage&interacts=eJyLjgUAARUAuQ==
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(b) Rθ(I:,1) =

[
cos θ
sin θ

]
and Rθ(I:,2) =

[
− sin θ
cos θ

]
as seen below.

11

11

00

(c) Rθu =

[
cos θ − sin θ
sin θ cos θ

]
u

(d) Letting the arbitrary vector
[

x
y

]
have magnitude r and angle of incidence with the positive x-axis α:

[
cos θ − sin θ
sin θ cos θ

] [
x
y

]
=

[
cos θ − sin θ
sin θ cos θ

] [
r cosα
r sinα

]
=

[
r cos θ cosα − r sin θ sinα
r sin θ cosα + r cos θ sinα

]
=

[
r (cos θ cosα − sin θ sinα)
r (sin θ cosα + cos θ sinα)

]
=

[
r cos(α + θ)
r sin(α + θ)

]
= Rθ

[
x
y

]



312 Solutions to Selected Exercises

13a: (i) Perhaps the simplest method for obtaining the standard matrix is to graph the action of the transformation on
the standard basis vectors. Their images form the columns on the standard matrix. In this case, the following
diagram demonstrates this action.

-1-1 11

-1-1

11

00 T
⇒

-1-1 11

-1-1

11

00

Basis vector I:,1 maps to
[

0
1

]
and basis vector I:,2 maps to

[
−1
0

]
so the standard matrix is

[
0 −1
1 0

]
.

(ii) The image of
[

1
1

]
means T

([
1
1

])
, which is calculated ass

T
([

1
1

])
=

[
0 −1
1 0

] [
1
1

]
=

[
−1
1

]
.

Section 4.5
1: q, h, and g are one-to-one.

q: The equation q(a) = b can be solved as follows, demonstrating that it has at most one solution:

ea = b⇒ a = ln(b) if b ≥ 0.

h: The equation h(a) = b can be solved as follows, demonstrating that it has at most one solution:
√

a = b⇒ a = b2 if b ≥ 0

g: The equation g(a) = b can be solved as follows, demonstrating that it has at most one solution:

3x − 9 = b⇒ 3x = b + 9⇒ x =
b + 9

3

To show that a function is not one-to-one, it is enough to provide a counterexample.
f is not one-to-one since 0 and 2π are both in the domain and f (0) = f (2π) = 0, demonstrating that the equation
f (a) = 0 has more than one solution.
p is not one-to-one since −5 and 5 are both in the domain and p(−5) = p(5) = 25, demonstrating that the
equation f (a) = 25 has more than one solution.

2: f and h are onto.
f : The equation f (a) = b, where b is any member of the codomain R, is satisfied as follows, demonstrating

that it has at least one solution. a = −
3
√

b
2 is in the domain of f and

a = −
3

√
b
2
⇒ a3 = −

b
2
⇒ −2a3 = b.

h: The equation h(a) = b, where b is any member of the codomain [0,∞), can be solved as follows, demon-
strating that it has at least one solution. a = b2 is in the domain of h and

a = b2 ⇒
√

a = b.
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To show that a function is not onto, it is enough to provide a counterexample.
q is not onto since 0 is in the codomain, but the equation q(a) = 0, which is to say ea + 1 = 0, has no solution
in the domain, R.
p is not onto since −3 is in the codomain, but the equation p(a) = −3, which is to say a2 = −3, has no solution
in the domain, [0,∞).
g is not onto since 3 is in the codomain, but the equation g(a) = 3, which is to say cos(a) = 3, has no solution
in the domain,

[
0, π2

]
.

6: Only (a). First, there are multiple elements of the domain with the same image. For example,

T (〈1, 2, 3, 4, 1, 2, 3, 4, . . .〉) = 1, 2, 3, 4
and

T (〈1, 2, 3, 4, 5, 6, 7, 8, . . .〉) = 1, 2, 3, 4

(and therefore the equation T (a) = 1, 2, 3, 4 has more than one solution, violating the definition of one-to-one).
Second, for example,

T (〈s1, s2, s3, s4, 1, 1, 1, 1, 1, . . .〉) = s1, s2, s3, s4

for any vector s1, s2, s3, s4 (and therefore the equation T (a) = b has at least one solution for every element of
the codomain and T is onto).
Third,

T (〈s1, s2, s3, s4, s5, . . .〉 + c 〈r1, r2, r3, r4, r5, . . .〉)

=T (〈s1 + cr1, s2 + cr2, s3 + cr3, s4 + cr4, s5 + cr5, . . .〉)

=s1 + cr1, s2 + cr2, s3 + cr3, s4 + cr4

=s1, s2, s3, s4 + cr1, cr2, cr3, cr4

=s1, s2, s3, s4 + c (r1, r2, r3, r4)

so T is linear.

9: (a) Yes. T ( f1 + c f2) = ex( f1 + c f2) = ex f1 + cex f2 = T ( f1) + cT ( f2). (b) Yes. Let b be an element of the codomain
and suppose T ( f1) = b and T ( f2) = b, which is to say the equation T (a) = b has more than one solution. Then
T ( f1) = T ( f2) so ex f1(x) = ex f2(x). Dividing both sides of the equation by ex, we find that f1(x) = f2(x).
Therefore, in fact the “two solutions” must actually be one and the same (and we have shown that the equation
T (a) = b has at most one solution).
(c) Yes. Let b be an element of the codomain (a function) and set f (x) =

b(x)
ex . Then T ( f ) = ex b(x)

ex = b(x) so the
equation T (a) = b has at least one solution ( f ).
(d) Yes. T is one-to-one, onto, and linear.

10c: The definitions of one-to-one and onto depend on the possible numbers of solutions of the equation T (a) = b,
which in this case is  14 −1

−15 15
12 9


[

a1
a2

]
=

 b1
b2
b3

 (7.5.20)

(i) By theorem 5, equation (7.5.20) has at most one solution for each b precisely if the columns of the coefficient
matrix are linearly independent. By inspection, we can see that they are (they are not multiples of one another),
so T (a) = b has at most one solution for each b in the codomain and T is one-to-one.
(ii) By theorem 6, equation (7.5.20) has at least one solution for each b precisely if the coefficient matrix has a
pivot position in every row. This is, however impossible since there are 3 rows and at most 2 pivot positions,
one for each column. Therefore T (a) = b has no solution for some elements b of the codomain and T is not
onto.
(iii) No. T is not onto and therefore is not an isomorphism.
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Section 4.6

1a: The five properties defining an inner product must be verified. Direct computation will suffice. Each string of
inequalities hinges on the algebra of real numbers/variables.

1. 〈u,u〉 =

〈[
u1
u2

]
,

[
u1
u2

]〉
= 2u1u1 + 3u2u2 = 2u2

1 + 3u2
2 ≥ 0

2. If 〈u,u〉 = 0 then 2u2
1 + 3u2

2 = 0 so it must be that u2
1 = u2

2 = 0, which means u1 = u2 = 0 and therefore
u = 0. On the other hand, if u = 0 then u1 = u2 = 0 so 〈u,u〉 = 2u2

1 + 3u2
2 = 0.

3. 〈u, v〉 =

〈[
u1
u2

]
,

[
v1
v2

]〉
= 2u1v1 + 3u2v2 = 2v1u1 + 3v2u2 =

〈[
v1
v2

]
,

[
u1
u2

]〉
= 〈v,u〉

4. 〈u + w, v〉 =

〈[
u1
u2

]
+

[
w1
w2

]
,

[
v1
v2

]〉
=

〈[
u1 + w1
u2 + w2

]
,

[
v1
v2

]〉
= 2 (u1 + w1) v1 + 3 (u2 + w2) v2

= (2u1v1 + 3u2v2) + (2w1v1 + 3w2v2) =

〈[
u1
u2

]
,

[
v1
v2

]〉
+

〈[
w1
w2

]
,

[
v1
v2

]〉
= 〈u, v〉 + 〈w, v〉

5.

〈cu, v〉 =

〈
c
[

u1
u2

]
,

[
v1
v2

]〉
=

〈[
cu1
cu2

]
,

[
v1
v2

]〉
= 2cu1v1 + 3cu2v2 = c (2u1v1 + 3u2v2)

= c
〈[

u1
u2

]
,

[
v1
v2

]〉
= c 〈u, v〉

10a: By definition, two vectors are orthogonal if their inner product is zero. Calculating,

〈u, v〉 =

〈[
3

10

]
,

[
10
−5

]〉
=

[
3 10

] [ 5 0
0 3

] [
10
−5

]
=

[
3 10

] [ 50
−15

]
= 150 − 150 = 0

so u and v are orthogonal.

11c: By definition, two vectors are orthogonal if their inner product is zero. Calculating,

〈u, v〉 = u(0)v(0) + u(1)v(1) + u(2)v(2) + u(3)v(3)
= (3)(0) + (0)(−1) + (−1)(0) + (0)(3) = 0

so u and v are orthogonal.

12a: By definition, two vectors are orthogonal if their inner product is zero. Calculating,

〈u, v〉 =
1
π

∫ 2π

0
u(x)v(x) dx =

1
π

∫ 2π

0
(sin x)(cos x) dx = −

1
2π

[
cos2 x

]2π

0

= −
1

2π

[
cos2(2π) − cos2(0)

]
= −

1
2π

[1 − 1] = 0

so u and v are orthogonal.

13a: By definition, two vectors are orthogonal if their inner product is zero. Calculating,

uvT =

[
2 7
−2 3

] [
−2 −6
8 −4

]
=

[
52 −40
28 0

]
so

〈u, v〉 =
(
uvT

)
1,1

+
(
uvT

)
2,2

= 52 + 0 = 52 , 0

so u and v are not orthogonal.
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19a: Given any vector v in a vector space, v − v = 0 so

〈0, v〉 = 〈v − v, v〉 by substituion
= 〈v, v〉 + 〈−v, v〉 by inner product property 4

= 〈v, v〉 + 〈(−1)v, v〉 by exercise 22 of section 4.1
= 〈v, v〉 + (−1) 〈v, v〉 by inner product property 5
= 〈v, v〉 − 〈v, v〉 = 0 by algebra of real numbers

Hence 〈0, v〉 = 0 and by inner product property 3, 〈v, 0〉 = 〈0, v〉 (which of course is zero).

19c: Given any vectors u, v,w in a vector space,

〈u, v + w〉 = 〈v + w,u〉 by inner product property 3
= 〈v,u〉 + 〈w,u〉 by inner product property 4
= 〈u, v〉 + 〈u,w〉 by inner product property 3

Section 5.1
1d: The question is equivalent to asking whether b can be written as a linear combination of the columns of M. In

turn, this is equivalent to whether Mv = b has a solution. Attempting to solve Mv = b by row reduction of the
augmented matrix: [

27 33 6
9 11 2

]
1
3 A1,:→A1,:
−→

[
9 11 2
9 11 2

]
−A1,:+A2,:→A2,:
−→

[
9 11 2
0 0 0

]
shows that there are infinitely many solutions. Hence b is in the column space of M.

2d: From the echelon form
[

9 11
0 0

]
of M (see solution above) the only pivot position is in the first column so the

set containing just the first column of M,
{[

27
9

]}
is a basis for the column space.

3d: From the echelon form
[

9 11
0 0

]
of M solutions of the homogeneous equation Mv = 0 must satisfy 9v1 +11v2 =

0 or v1 = − 11
9 v2. In parametric vector form, the solutions of Mv = 0 are v = r

[
11
−9

]
and therefore

{[
11
−9

]}
is a basis for the null space.

4a: (i) Yes. R does not have a leading coefficient in the rightmost column. Hence the system Mv = b is consistent.
(ii) The pivot positions of M are in the first, third, and fourth columns, so the first, third, and fourth columns of
M comprise a basis for the column space of M:

 −20
−6
4

 ,
 6

2
−2

 ,
 153

45
−36




Note: Since the columns of M are in R3 and there are three linearly indpendent columns, they must span all of
R3 so any three linearly independent vectors form a basis for the column space of M. (iii) In parametric vector

form, the solutions of Mv = 0 are v = r


9
−2
0
0

 so one basis for the null space is




9
−2
0
0


 .
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Note: Any set containing any nonzero multiple of


9
−2
0
0

 is also a basis for the null space.

4d: (i) No. R has a leading coefficient in the rightmost column. Hence the system Mv = b is inconsistent. (ii) The
pivot positions of M are in the first, second, and fourth columns, so the first, second, and fourth columns of M
comprise a basis for the column space of M:


187

0
−33
−154

 ,


99
−11
−22
−77

 ,

−12

4
4

12




Note: Any other set of three vectors with the same span would also do. (iii) In parametric vector form, the

solutions of Mv = 0 are v = r


7
−5
11
0

 so one basis for the null space is




7
−5
11
0


 .

Note: Any set containing any nonzero multiple of


7
−5
11
0

 is also a basis for the null space.

6a: (i) Because the first and fourth columns comprise a basis for the column space, there must be a linear combination
of these two columns that sums to b. By inspection,

1

 −15
27
9

 + 1

 −7
42
7

 =

 −22
69
16

 = b

(ii) From above, one particular solution of Mv = b is v =


1
0
0
1
0

. The solution of the homogeneous system

Mv = 0 is given by the equations v1 = − 7
3 v2 −

8
3 v3 −

7
3 v5 and v4 = 8

7 v5. In parametric vector form,

v = r


− 7

3
1
0
0
0

 + s


− 8

3
0
1
0
0

 + t


− 7

3
0
0
8
7
1

 .
Hence the general solution of Mv = b is

v =


1
0
0
1
0

 + r


− 7

3
1
0
0
0

 + s


− 8

3
0
1
0
0

 + t


− 7

3
0
0
8
7
1

 .
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11: (a) b is −2 times the fourth column of M so v =


0
0
0
−2

 is one solution of Mv = b.

(b) The general solution (the set of all solutions) of Mv = b is given by

v =


0
0
0
−2

 + r


0
1
1
0


(c) The solution in part (a) corresponds to the general solution with r = 0. Picking any three other real numbers
for the parameter in the general solution will provide three solutions different from the one in (a). For example,
using r = 1, 2, 3:

v =


0
1
1
−2

 ,


0
2
2
−2

 ,


0
3
3
−2


are all solutions of Mv = b.

15b: The eigenspace corresponding to λ is the null space of M − λI. The dimension of the null space of M − λI is
the number of free variables of the system (M − λI)v = 0, which can be found by row reducing M − λI: 25 45 −75

5 9 −15
15 27 −45

 1
5 A1,:→A1,:
−→

1
3 A3,:→A3,:

 5 9 −15
5 9 −15
5 9 −15

 −A1,:+A2,:→A2,:
−→

−A1,:+A3,:→A3,:

 5 9 −15
0 0 0
0 0 0


The dimension of the eigenspace is 2.

Section 5.2
5a: Finding coordinates for a vector v relative to a basis means finding a linear combination of the basis vectors that

sums to the vector v. In this case we are to write (the vector) v = 3 − 4t + 5t2 as a linear combination of (the
basis vectors) 3 − 4t and t2. This can be done by inspection:

v = 3 − 4t + 5t2 = 1(3 − 4t) + 1(t2)

so the coordinates of v with respect to v are 1 and 1 and as a coordinate vector v =

[
1
1

]
B

.

6c: Finding coordinates for a vector v relative to a basis means finding a linear combination of the basis vectors that

sums to the vector v. In this case we are to write (the vector) v =

[
1 2
3 4

]
as a linear combination of (the basis

vectors)
[

1 0
0 0

]
,

[
0 1
0 2

]
, and

[
0 0
1 0

]
. This can be done by inspection:

v =

[
1 2
3 4

]
= 1

[
1 0
0 0

]
+ 2

[
0 1
0 2

]
+ 3

[
0 0
1 0

]

so the coordinates of v with respect to v are 1, 2, and 3, in that order, and as a coordinate vector v =

 1
2
3


B

.

7e: Finding coordinates for a vector v relative to a basis means finding a linear combination of the basis vectors that
sums to the vector v. In this case we are to write (the vector) v = 〈6, 3,−4〉 as a linear combination of (the basis
vectors) 〈2,−1, 9〉, 〈6, 3,−4〉, and 〈−8, 1, 1〉. This can be done by inspection:

v = 〈6, 3,−4〉 = 0〈2,−1, 9〉 + 1〈6, 3,−4〉 + 0〈−8, 1, 1〉
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so the coordinates of v with respect to v are 0, 1, and 0, in that order, and as a coordinate vector v =

 0
1
0


B

.

8: Finding coordinates for a vector v relative to a basis means finding a linear combination of the basis vectors that
sums to the vector v.

(a) We are to write (the vector) v =

[
7
−12

]
as a linear combination of (the basis vectors)

[
1
−2

]
and

[
5
−9

]
.

In other words, we need to solve the equation

v =

[
7
−12

]
= v1

[
1
−2

]
+ v2

[
5
−9

]
which is equivalent to solving [

1 5
−2 −9

] [
v1
v2

]
=

[
7
−12

]
.

The solution can be found by row reduction:[
1 5 7
−2 −9 −12

]
2M1,:+M2,:→M2,:
−→

[
1 5 7
0 1 2

]
−5M2,:+M1,:→M1,:

−→

[
1 0 −3
0 1 2

]
.

Therefore
[

7
−12

]
= −3

[
1
−2

]
+ 2

[
5
−9

]
and as a coordinate vector v =

[
−3
2

]
B

.

(b) We are to write (the vector) v =

[
−2
3

]
as a linear combination of (the basis vectors)

[
1
−2

]
and

[
5
−9

]
.

In other words, we need to solve the equation

v =

[
−2
3

]
= v1

[
1
−2

]
+ v2

[
5
−9

]
which is equivalent to solving [

1 5
−2 −9

] [
v1
v2

]
=

[
−2
3

]
.

The solution can be found by row reduction:[
1 5 −2
−2 −9 3

]
2M1,:+M2,:→M2,:
−→

[
1 5 −2
0 1 −1

]
−5M2,:+M1,:→M1,:

−→

[
1 0 3
0 1 −1

]
.

Therefore
[
−2
3

]
= 3

[
1
−2

]
− 1

[
5
−9

]
and as a coordinate vector v =

[
3
−1

]
B

.

Note: There is no prescribed method for finding coordinate vectors. Any meethod of finding the desired linear
combination will do, whether by inspection, row reduction, inverse matrices, or other tactic. This question
could have been answered just as easily using matrix inversion, for example.

13: The columns of the change-of-basis matrix [B]E (the conversion matrix from coordinates with respect to B to
coordinates with respect to E) are the vectors of B written with respect to E. These are given in the statement

of the question: [B]E =

[
1 5
−2 −9

]
.

∣∣∣∣∣∣ 1 5
−2 −9

∣∣∣∣∣∣ = 1(−9) − 5(−2) = 1 so [B]−1
E =

[
−9 −5
2 1

]
.

(a) [B]−1
E v =

[
−9 −5
2 1

] [
7
−12

]
=

[
−3
2

]
which has the same coordinates as the answer for 8a.

(b) [B]−1
E v =

[
−9 −5
2 1

] [
−2
3

]
=

[
3
−1

]
which has the same coordinates as the answer for 8b.

Note: This process is equivalent to solving the equation [B]E x = v by matrix inversion, which gives x =

[B]−1
E v, emphasizing that [B]−1

E = [E]B (the conversion matrix from coordinates with respect to E to coordinates
with respect to B).
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19: [solution 1] The change-of-basis matrix [B]C (the conversion matrix from coordinates with respect to B to
coordinates with respect to C) is the matrix whose columns are the vectors of B written with respect to C. The
task then is to find linear combinations of the vectors of C that sum to the vectors of B:[

−8
7

]
= v1

[
3
7

]
+ v2

[
2
4

]
and[

5
−6

]
= v1

[
3
7

]
+ v2

[
2
4

]
These equations can be solved by row reduction, matrix inversion, or maybe even inspection. In any case, the

solutions are
[

23
− 77

2

]
and

[
−16

53
2

]
respectively. Therefore [B]C =

[
23 −16
− 77

2
53
2

]
.

25: (a) Finding [v]B means solving [
2
−4

]
= v1

[
−8
7

]
+ v2

[
5
−6

]
.

By row reduction: [
−8 5 2
7 −6 −4

]
→

[
−1 −1 −2
7 −6 −4

]
→

[
−1 −1 −2
0 −13 −18

]

→

[
13 13 26
0 −13 −18

]
→

[
13 0 8
0 −13 −18

]
and therefore v =

[ 8
13
18
13

]
B

.

(b) Finding [v]C means solving [
2
−4

]
= v1

[
3
7

]
+ v2

[
2
4

]
.

By row reduction:[
3 2 2
7 4 −4

]
→

[
3 2 2
1 0 −8

]
→

[
1 0 −8
3 2 2

]
→

[
1 0 −8
0 2 26

]
→

[
1 0 −8
0 1 13

]

and therefore v =

[
−8
13

]
C

.

(c) From question 19, [B]C =

[
23 −16
− 77

2
53
2

]
so

[B]C [v]B =

[
23 −16
− 77

2
53
2

] [ 8
13
18
13

]
=

 23
(

8
13

)
− 16

(
18
13

)
− 77

2

(
8

13

)
+ 53

2

(
18
13

)  =

[
−104

13
338
26

]
=

[
−8
13

]
which equals (has the same coordinates as) the answer in part (b).

33: [B]C is the conversion matrix from coordinates relative to B to coordinates relative to C. As a two-step process,
converting from coordinates in B to coordinates in C can be done by converting first from coordinates in B to
coordinates in E and then to coordinates in C. As a matrix equation, [B]C = [E]C [B]E or (because [E]C = [C]−1

E
)

[B]C = [C]−1
E

[B]E. Solving for [C]E, we find [C]E = [B]E [B]−1
C . Hence the basis C written with respect to the

standard basis appears in the columns of [B]E [B]−1
C :

[C]E =

[
5 2
9 −5

] [
1 8
−7 1

]−1

=
1

57

[
5 2
9 −5

] [
1 −8
7 1

]
=

1
57

[
19 −38
−26 −77

]
and finally C =

{
1
3 −

26
57 t, − 2

3 −
77
57 t

}
.
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34: Finding coordinates for a vector v relative to a basis means finding a linear combination of the basis vectors that
sums to the vector v. In this case, the most immediate means to a solution is graphically.

Finding [v]B: the violet grid marks coordinates with respect to B. By inspection:

-7-7 -6-6 -5-5 -4-4 -3-3 -2-2 -1-1 11 22 33 44 55 66 77 88 99 1010 1111 1212 1313 1414 1515 1616 1717 1818 1919

-5-5

-4-4

-3-3

-2-2

-1-1

11

22

33

44

55

66

77

88

99

1010

1111

1212

v = 11b1 − 2b2 so v =

[
11
−2

]
B

.

Finding [v]C: the orange grid marks coordinates with respect to C. By inspection:

-5-5 -4-4 -3-3 -2-2 -1-1 11 22 33 44 55 66 77 88 99 1010 1111 1212 1313 1414 1515 1616 1717 1818 1919 2020 2121 2222

-11-11

-10-10

-9-9

-8-8

-7-7

-6-6

-5-5

-4-4

-3-3

-2-2

-1-1

11

22

33

44

55

66

00

v = 5c1 − 5c2 so v =

[
5
−5

]
C

.
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Section 5.3

1c: ‖v‖ =

√(
15
19

)2
+

(
8
19

)2
= 17

19 , 1. Since the norm of v is not one, v is not a unit vector. Scaling by the reciprocal
of its norm will normalize it:

19
17

[
15
19

8
19

]
=

[
15
17

8
17

]
so

[
15
17

8
17

]
is the normalized vector (it is a scaled version of v with norm 1).

2b:
[

7
7

]
·

[
−8
4

]
= 7(−8)+7(4) = −28 , 0 so the vectors are not orthogonal and therefore the set is not orthogonal.

2g:

 2
3
4

 ·
 −

1
2
−5
4

 = −1 − 15 + 16 = 0 so

 2
3
4

 and

 −
1
2
−5
4

 are orthogonal. However, it is not enough that one

pair of vectors is orthogonal. All pairs must be orthogonal for the set to be orthogonal. Checking the other two

pairs,

 2
3
4

 ·
 16
−5
− 17

4

 = 32 − 15 − 17 = 0 and

 −
1
2
−5
4

 ·
 16
−5
− 17

4

 = −8 + 25 − 17 = 0. All three possible pairs

of vectors are orthogonal so the set is orthogonal.

3b:
〈[

7
7

]
,

[
−8
4

]〉
= 7(−8) + 2(7)(4) = 0 so the vectors are orthogonal and therefore the set is orthogonal (with

respect to this inner product).

5b:
〈
t2 − 2t, 3t2 − t − 2

〉
= 0(−2) + (−1)(0) + 0(8) = 0 so 3t2 − t − 2 is orthogonal to t2 − 2t.

6a: projuv =
〈v,u〉
〈u,u〉

u =

[
4
−3

]
·

[
2
3

]
[

2
3

]
·

[
2
3

] [
2
3

]
=
−1
13

[
2
3

]
=

[
− 2

13
− 3

13

]

11d: Coordinates of a vector v relative to an orthogonal basis can be computed by projecting v onto each vector of
the basis:  18

5
−1

 ·
 3

8
5

 3
8
5

 ·
 3

8
5


 3

8
5

 =
89
98

 3
8
5


 18

5
−1

 ·
 25
−15

9

 25
−15

9

 ·
 25
−15

9


 25
−15

9

 =
366
931

 25
−15

9



and  18
5
−1

 ·
 3

2
−5

 3
2
−5

 ·
 3

2
−5


 3

2
−5

 =
69
38

 3
2
−5



so v =


89
98
366
931
69
38


B

.

12a: (solution 1) Following the orthogonalization procedure, the first vector of the orthogonal set is the first vector

of the given set,
[

1
−1

]
. The second vector of the orthogonal set is the second vector minus its projection onto
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the first vector, [
5
−7

]
−

[
5
−7

]
·

[
1
−1

]
[

1
−1

]
·

[
1
−1

] [
1
−1

]
=

[
5
−7

]
−

12
2

[
1
−1

]
=

[
−1
−1

]
.

Therefore the result of orthogonalization is
{[

1
−1

]
,

[
−1
−1

]}
.

(solution 1) The question did not request a specific orthogonal set. By observation, the span of the given

set is R2 so any orthogonal set spanning R2 will suffice. For example, the standard basis
{[

1
0

]
,

[
0
1

]}
or{[

5
3

]
,

[
−6
10

]}
or any other set containing a pair of vectors whose dot product is zero.

13a: The first vector of the orthogonal set is the first vector of the given set,
[

3
4

]
. However, an orthonormal set is

requested, so this vector needs to be scaled to a unit vector:

1√[
3
4

]
·

[
3
4

] [
3
4

]
=

1
√

9 + 16

[
3
4

]
=

[ 3
5
4
5

]
.

The second vector of the orthogonal set is the second vector minus its projection onto the first, normalized,
vector: [

−5
10

]
−

([
−5
10

]
·

[ 3
5
4
5

]) [ 3
5
4
5

]
=

[
−5
10

]
− 5

[ 3
5
4
5

]
=

[
−8
6

]
.

Notice the calculation of the projection is slightly simplified since the denominator must be 1 as we are pro-
jecting onto a unit vector. To finish, the new vector needs to be scaled to a unit vector:

1√[
−8
6

]
·

[
−8
6

] [
−8
6

]
=

1
√

64 + 36

[
3
4

]
=

[
− 4

5
3
5

]
.

Therefore the result of orthonormalization is
{[ 3

5
4
5

]
,

[
− 4

5
3
5

]}
.

16b: According to the solution of question 2b, the vectors are not orthogonal. Orthogonalization of a single pair of

vectors amounts to subtracting from one of the vectors its projection onto the other. Letting v =

[
7
7

]
and

w =,

[
−8
4

]
,

w − projvw =

[
−8
4

]
−

[
−8
4

]
·

[
7
7

]
[

7
7

]
·

[
7
7

] [
7
7

]
=

[
−8
4

]
−

(
−56 + 28
49 + 49

) [
7
7

]
=

[
−6
6

]

Hence an orthogonal set with the same span as S is
{[

7
7

]
,

[
−6
6

]}
.

Normalizing each vector,
1√[

7
7

]
·

[
7
7

] [
7
7

]
=

1

7
√

2

[
7
7

]
=

 1
√

2
1
√

2


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and
1√[

−6
6

]
·

[
−6
6

] [
−6
6

]
=

1

6
√

2

[
−6
6

]
=

 − 1
√

2
1
√

2



and an orthonormal set with the same span is S is


 1
√

2
1
√

2

 ,  − 1
√

2
1
√

2


.

17b: According to the solution of question 7.5b, the vectors are orthogonal so the set S itself is an orthogonal set
with the same span! Normalizing each vector,

1√〈[
7
7

]
,

[
7
7

]〉 [
7
7

]
=

1

7
√

3

[
7
7

]
=

 1
√

3
1
√

3


and

1√〈[
−6
6

]
,

[
−6
6

]〉 [
−6
6

]
=

1

6
√

3

[
−6
6

]
=

 − 1
√

3
1
√

3



and an orthonormal set with the same span is S is


 1
√

3
1
√

3

 ,  − 1
√

3
1
√

3


.

Section 5.4
1a: Solutions may vary. Any matrix P with n linearly independent eigenvectors of M will diagonalize an n×n matrix

M. In this case, the simplest answer is to list the eigenvectors in the order given as the columns of P. That is,

P =

[
2 1
5 −2

]
. Now

P−1MP =

[
2 1
5 −2

]−1 [
5 4
20 7

] [
2 1
5 −2

]
= −

1
9

[
−2 −1
−5 2

] [
5 4
20 7

] [
2 1
5 −2

]

= −
1
9

[
−30 −15
15 −6

] [
2 1
5 −2

]
= −

1
9

[
−135 0

0 27

]
=

[
15 0
0 −3

]
1g: Solutions may vary. Any matrix P with n linearly independent eigenvectors of M will diagonalize an n×n matrix

M. In this case, the simplest answer is to list the eigenvectors in the order given as the columns of P. That is,

P =

 2 5 −5
2 2 1
1 0 2

. Now

P−1MP =

 2 5 −5
2 2 1
1 0 2


−1  11 −20 30

8 −17 30
4 −10 18


 2 5 −5

2 2 1
1 0 2


=

1
3

 4 −10 15
−3 9 −12
−2 5 −6


 11 −20 30

8 −17 30
4 −10 18


 2 5 −5

2 2 1
1 0 2


=

1
3

 4 −10 15
−3 9 −12
−2 5 −6


 12 15 −15

12 6 3
6 0 6

 =
1
3

 18 0 0
0 9 0
0 0 9

 =

 6 0 0
0 3 0
0 0 3


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2a: The entries on the diagonal of the (diagonalized) matrix P−1MP are the eigenvalues of M. In this case, −3 and
15.

2g: The entries on the diagonal of the (diagonalized) matrix P−1MP are the eigenvalues of M. In this case, 3 and 6.

3d: Yes. An n × n matrix is diagonalizable if and only if it has a linearly independent set of n eigenvectors. In this
question we have a 2×2 matrix so we need 2 linearly independent eigenvectors. Eigenvectors corresponding to
different eigenvalues are necessarily linearly independent. Can you see why? Hence, without calculating them,
we know the matrix has two linearly independent eigenvectors (corresponding to the two eigenvalues).

3e: An n×n matrix is diagonalizable if and only if it has a linearly independent set of n eigenvectors. In this question
we have a 3×3 matrix so we need 3 linearly independent eigenvectors. Eigenvectors corresponding to different
eigenvalues are necessarily linearly independent. Can you see why? Hence, without calculating them, we
know the matrix has two linearly independent eigenvectors (corresponding to the two eigenvalues). We must
determine whether there is a third. Reducing M − 2I: 16 −8 14

−8 4 −7
−32 16 −28

→
 −8 4 −7

16 −8 14
−32 16 −28

→
 −8 4 −7

0 0 0
0 0 0


we see that the equation (M − 2I)v = 0 has two free variables (so the dimension of the eigenspace correspond-
ing with 2 is two) and there are two linearly independent eigenvectors corresponding with the eigenvalue 2.
Combined with an eigenvector corresponding with eigenvalue −6, we have a total of three linearly independent
eigenvectors and M is diagonalizable. Yes.

4b: Similar matrices have the same determinant, so we can solve for k via∣∣∣∣∣∣ 5 −2
−4 3

∣∣∣∣∣∣ =

∣∣∣∣∣∣ −3 −2
20 k

∣∣∣∣∣∣ ,
which simplifies to 15 − 8 = −3k + 40, the solution of which is k = 11.

5b: Answers will vary. We are to determine matrix P =

[
a b
c d

]
such that PA = BP. We found that k = 11

previously, so we need to solve the equation[
a b
c d

] [
5 −2
−4 3

]
=

[
−3 −2
20 11

] [
a b
c d

]
or [

5a − 4b −2a + 3b
5c − 4d −2c + 3d

]
=

[
−3a − 2c −3b − 2d
20a + 11c 20b + 11d

]
Matching entries gives a homogeneous linear system of four equations in the four unknowns:

5a − 4b = −3a − 2c

−2a + 3b = −3b − 2d

5c − 4d = 20a + 11c

−2c + 3d = 20b + 11d

solvable by row reduction: 
8 −4 2 0
−2 6 0 2
−20 0 −6 −4

0 −20 −2 −8

→


1 0 3
10

1
5

0 1 1
10

2
5

0 0 0 0
0 0 0 0


c and d are free variables, so there are many solutions. One solution is c = 0, d = 5, which makes a = −1 and

b = −2. Hence P =

[
−1 −2
0 5

]
is one solution. For this choice of P, PA = BP =

[
3 −4
−20 15

]
.
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8a: Since similar matrices have the same determinant, eigenvalues, characteristic polynomial, and rank, we may
explain their non-similarity by showing they differ on any one of these characteristics. For this particular pair,
for example, they do not have the same rank. Matrix A has linearly independent columns (rank 2) while B has
linearly dependent columns (rank 1). This is enough to show they are not similar. However, if we happened

not to notice the differing ranks, we could also note that their determinants are not equal: |A| =

∣∣∣∣∣∣ −6 −1
11 −2

∣∣∣∣∣∣ =

12 − 11 = 1 while |B| =

∣∣∣∣∣∣ 5 −10
−4 8

∣∣∣∣∣∣ = 40 − 40 = 0. Of course we could also note that their characteristic

polynomials or eigenvalues differ, but these are likely more tedious to show.

10a: Add the last two lines of the code in question 9. The result is

[
[a == 9*r1, b == -1/9*r1 + 1/9*r2, c == r2, d == r1]
]

so the solution is P =

[
9r1 − 1

9 r1 + 1
9 r2

r2 r1

]
.

13a: Computing an eigenvector corresponding to λ = 5
6 :[

− 22
6 − 11

6
11
3

11
6

]
→

[
−22 −11
22 11

]
→

[
−22 −11

0 0

]

so one eigenvector is
[

1
−2

]
. Computing an eigenvector corresponding to λ = −1:

[
− 11

6 − 11
6

11
3

11
3

]
→

[
−11 −11
11 11

]
→

[
1 1
0 0

]

so one eigenvector is
[

1
−1

]
. Letting P =

[
1 1
−2 −1

]
, P−1MP =

[ 5
6 0
0 −1

]
so P−1M7P =

 (
5
6

)7
0

0 −1


and therefore

M7 = P

 (
5
6

)7
0

0 −1

 P−1 =

[
1 1
−2 −1

]  (
5
6

)7
0

0 −1

 [ −1 −1
2 1

]
=

 −2 −
(

5
6

)7
−1 −

(
5
6

)7

2 + 2
(

5
6

)7
1 + 2

(
5
6

)7

 .
Section 6.1

1e: Answers will vary (depending on the steps taken to reduce M). Row reducing M to an echelon form without
using row swaps produces U:[

4 24 24
1 −30 0

]
1
4 M1,:→M1,:
−→

[
1 6 6
1 −30 0

]
−M1,:+M2,:→M2,:
−→

[
1 6 6
0 −36 −6

]
We have arrived at an echelon form, so U is determined. Applying the inverse elementary operations to the
identity matrix to find L: [

1 0
0 1

]
M1,:+M2,:→M2,:
−→

[
1 0
1 1

]
4M1,:→M1,:
−→

[
4 0
1 1

]

We hence have the decomposition M =

[
4 0
1 1

] [
1 6 6
0 −36 −6

]
(which can be double-checked by perform-

ing the multiplication).
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2c: Answers will vary (depending on the steps taken to reduce M). Row reducing M to an echelon form using at
least one row swap produces U: −7 3

6 −10
8 −5

 1
2 M2,:→M2,:
−→

 −7 3
3 −5
8 −5

 M1,:↔M2,:
−→

 3 −5
−7 3
8 −5

 3M2,:→M2,:
−→

3M3,:→M3,:

 3 −5
−21 9
24 −15


7M1,:+M2,:→M2,:
−→

−8M1,:+M3,:→M3,:

 3 −5
0 −26
0 25

 25
26 M2,:+M3,:→M3,:
−→

 3 −5
0 −26
0 0


We have arrived at an echelon form, so U is determined. Applying the inverse elementary operations to the
identity matrix to find PL: 1 0 0

0 1 0
0 0 1

 − 25
26 M2,:+M3,:→M3,:
−→

 1 0 0
0 1 0
0 − 25

26 1

 −7M1,:+M2,:→M2,:
−→

8M1,:+M3,:→M3,:

 1 0 0
−7 1 0
8 − 25

26 1

 1
3 M2,:→M2,:
−→

1
3 M3,:→M3,:

 1 0 0
− 7

3
1
3 0

8
3 − 25

78
1
3


M1,:↔M2,:
−→

 −
7
3

1
3 0

1 0 0
8
3 − 25

78
1
3

 2M2,:→M2,:
−→

 −
7
3

1
3 0

2 0 0
8
3 − 25

78
1
3


There is only one permutation in the row reduction, M1,: ↔ M2,:, so P−1 = P =

 0 1 0
1 0 0
0 0 1

. We hence

have the decomposition M =

 0 1 0
1 0 0
0 0 1


 2 0 0
− 7

3
1
3 0

8
3 − 25

78
1
3


 3 −5

0 −26
0 0

 (which can be double-checked by

performing the multiplication).

3e: M is not square and therefore does not have a determinant. If M were square, the LU decomposition would give
the determinant very simply. det(LU) = det L · det U. Since L and U are triangular, their determinants are
simply the products of the entries on the main diagonals.

4c: M is not square and therefore does not have a determinant. If M were square, the PLU decomposition would give
the determinant very simply. det(PLU) = det P · det L · det U. Since L and U are triangular, their determinants
are simply the products of the entries on the main diagonals. Since P is a permutation matrix, its determinant
is either 1 or −1, depending on whether it incorporates and even number or an odd number of swaps.

5e: Row reducing M to an echelon form without using row swaps or row scaling produces U:[
4 24 24
1 −30 0

]
− 1

4 M1,:+M2,:→M2,:
−→

[
4 24 24
0 −36 −6

]
We have arrived at an echelon form, so U is determined. Applying the inverse elementary operations to the
identity matrix to find L: [

1 0
0 1

]
1
4 M1,:+M2,:→M2,:
−→

[
1 0
1
4 1

]
We hence have the decomposition M =

[
1 0
1
4 1

] [
4 24 24
0 −36 −6

]
(which can be double-checked by perform-

ing the multiplication).

7d: Since LU = M, we are solving the system 1 0 0
−4 1 0
−2 2 1


 3 −7 −2

0 7 −1
0 0 2

 v =

 0
6

14


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in two steps. First by solving

 1 0 0
−4 1 0
−2 2 1

 w =

 0
6

14

 and then solving

 3 −7 −2
0 7 −1
0 0 2

 v = w. The vector

w can be determined quickly by writing down the sytem represented by

 1 0 0
−4 1 0
−2 2 1


 w1

w2
w3

 =

 0
6

14

 and

using substitution:

w1 = 0
−4w1 + w2 = 6

−2w1 + 2w2 + w3 = 14

Substituting w1 = 0 into −4w1 + w2 = 6 gives w2 = 6 and substituting w1 = 0 and w2 = 6 into −2w1 +

2w2 + w3 = 14 gives 12 + w3 = 14 or w3 = 2. Hence w =
[

0 6 2
]T

and we now need to solve 3 −7 −2
0 7 −1
0 0 2


 v1

v2
v3

 =

 0
6
2

, which can again be solved by substitution:

3v1 − 7v2 − 2v3 = 0
7v2 − v3 = 6

2v3 = 2

Starting with 2v3 = 2 we have v3 = 1. Substituting v3 = 1 into 7v2 − v3 = 6 yields 7v2 = 7 or v2 = 1.
Substituting v3 = 1 and v2 = 1 into 3v1 − 7v2 − 2v3 = 0 yields 3v1 = 9 or v1 = 3. Hence the solution of 3 −7 −2

−12 35 7
−6 28 4

 v =

 0
6

14

 is v =

 3
1
1

 .
Section 6.2
1b: The eigenvalues of M are determined by its characteristic equation:

|M − λI| =

∣∣∣∣∣∣ −4 − λ 2
−3 −9 − λ

∣∣∣∣∣∣ = (−4 − λ)(−9 − λ) + 6 = λ2 + 13λ + 42 = 0

which can be factored as (λ + 7)(λ + 6) = 0 giving eigenvalues −7 and −6. The magnitudes (absolute values)
of the eigenvalues are 7 and 6, so −7 is the dominant eigenvalue (the one with greatest magnitude).

2b: The eigenvalues of M are determined by its characteristic equation:

|M − λI| =

∣∣∣∣∣∣ 19 − λ 12
−28 −19 − λ

∣∣∣∣∣∣ = (19 − λ)(−19 − λ) + 336 = λ2 − 25 = 0

which can be factored as (λ+5)(λ−5) = 0 giving eigenvalues −5 and 5. The magnitudes (absolute values) of the
eigenvalues are both 5, so there is no dominant eigenvalue (one with greatest magnitude). The two eigenvalues
have the same magnitude.

3a: The most immediate approximation of an eigenvector is either v5 or v6 itself. The simplest way to get a handle
on the associated eigenvalue is to note that v6 = Mv5, which should be approximately λv5.

v6 =

[
1894
−3020

]
≈ λ

[
−467
742

]
=

[
−467λ
742λ

]
Matching entries, we see that 1894 ≈ −467λ and −3020 ≈ 742λ, and solving for λ, λ ≈ 1894

−467 ≈ −4.056 and
λ ≈ −3020

742 ≈ −4.070. Either one of these estimates will do for our approximation. There is no reason to choose
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one over the other save personal preference. As for an approximate eigenvector, we expect v6 to be a better
approximation than v5. In summary, we choose

−4.065,
[

1894
−3020

]
as the approximate eigenpair.

4a: The code computes v1 through v11 for us. Since the ratios (v10)1,1 : (v10)2,1 and (v11)1,1 : (v11)2,1 are 5196345 :
12990681 and 171478659 : 428694651, or approximately 1 : 2.49997 and 1 : 2.49999 it seems that the

eigenvector is converging to some multiple of
[

1
2.5

]
and therefore yes, it seems as if the method will converge.

5a: The code computes v6 through v100 for us. Since v100 =

[
0.625
−1

]
and v52 through v99 are multiples of this vector

(1 or −1 times), the method has settled/converged on this direction as an eigenvector. To find the associated
eigenvalue, we compute

Mv100 =

[
−12 −5
16 6

] [
0.625
−1

]
=

[
−2.5

4

]
Noting that

[
−2.5

4

]
= −4

[
0.625
−1

]
, the associated eigenvalue is −4 and we have the exact eigenpair

−4,
[

0.625
−1

]
.

Note: This compares well to the approximation from question 3a where the result was

−4.065,
[

1894
−3020

]
.

Scaling the approximate eigenvector by 1
3020 gives (a scaled eigenvector approximation of about)

[
0.62715
−1

]
.

Section 6.3
1a: The parallelogram in question is sketched below.

-3-3 -2-2 -1-1 11 22 33 44 55 66 77

-4-4

-3-3

-2-2

-1-1

11

22

33

00

(2, 3)(2, 3)

(5, -1)(5, -1)

(3, -4)(3, -4)
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By an analysis much like that in subsection Areas and eigenvalues, an argument can be made that this paral-
lelogram is the image of the unit square (the square with vertices at (0, 0), (1, 0), (1, 1), and (0, 1)) under the

linear transformation TA(v) = Av =

[
2 3
3 −4

]
v, which maps

[
1
0

]
to

[
2
3

]
and

[
0
1

]
to

[
3
−4

]
. Letting P

be the parallelogram and S the unit square, we have T (S ) = P and therefore area(P) = | det A| · area(S ) = 17 ·1.
The area of the parallelogram is 17.

1d: The parallelogram in question is sketched below.

22 44 66 88 1010 1212 1414 1616 1818

22

44

66

88

1010

1212

00

(8, 11)(8, 11)
(16, 12)(16, 12)

(12, 6)(12, 6)(4, 5)(4, 5)

By an analysis much like that in subsection Areas and eigenvalues, an argument can be made that this par-
allelogram is the image of the unit square (the square with vertices at (0, 0), (1, 0), (1, 1), and (0, 1)) under

the affine transformation T (v) = Av + b =

[
4 8
6 1

]
v +

[
4
5

]
, which maps

[
0
0

]
to

[
4
5

]
,
[

1
0

]
to

[
8

11

]
,

and
[

0
1

]
to

[
12
6

]
. Letting P be the parallelogram and S the unit square, we have T (S ) = P and therefore

area(P) = | det A| · area(S ) = 44 · 1. The area of the parallelogram is 44.

3b: The area of the parallelogram determined by the columns of
[
−1 6
4 −2

]
is exactly twice the area of the given

triangle. By question 2,

∣∣∣∣∣∣det
[
−1 6
4 −2

]∣∣∣∣∣∣ = 22 is the area of the paralellogram, so the area of the triangle is 11.

6a: Because M and U are similar, they have the same determinant and eigenvalues (see Section 5.4). Because U is
triangular, (i) det U is the product of the entries on its diagonal, (−4)(5) = −20 = det M; and (ii) the eigenvalues
of U are the entries on its diagonal: −4 and 5 are the eigenvalues of M.

7a: Adding the lines

print("M =")
print(M); print()
print("det M =",M.det())
print("eigenvalues are",M.eigenvalues())

to the SageMath code produces

M =
[-13/37 54/37]
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[495/37 50/37]

det M = -20
eigenvalues are [5, -4]

Hence det M = −20 and the eigenvalues of M are −5 and 4 as determined before.

11a: Following the algorithm requires finding an eigenpair, so we find an eigenvector of M corresponding to eigen-
value λ = −3:

M − λI =

[
16 −8
20 −10

]
− 5

4 A1,:+A2,:→A2,:
−→

[
16 −8
0 0

]

so eigenvectors
[

v1
v2

]
satisfy 16v1 − 8v2 = 0 or v2 = 2v1. Using eigenvector v =

[
1
2

]
we set Q =

[
1 0
2 1

]
.

Since
(
Q−1MQ

)
\1,1

is a 1 × 1 matrix, it is already upper triangular, and we can select R = [1]. Hence we have

Q̂ =

[
1 0
0 1

]
and therefore P = QQ̂ =

[
1 0
2 1

]
.

Note that

P−1MP =

[
1 0
2 1

]−1 [
13 −8
20 −13

] [
1 0
2 1

]
=

[
1 0
−2 1

] [
13 −8
20 −13

] [
1 0
2 1

]

=

[
13 −8
−6 3

] [
1 0
2 1

]
=

[
−3 −8
0 3

]
,

which is upper triangular.

11e: Following the algorithm requires finding an eigenpair, so we find an eigenvector of M corresponding to eigen-
value λ = 4:

M − λI =

 −38 −50 −24
37 49 24
−26 −35 −18

 4
3 A3,:+A2,:→A2,:
−→

− 4
3 A3,:+A1,:→A1,:

 −
10
3 − 10

3 0
7
3

7
3 0

−26 −35 −18

 − 3
10 A1,:→A1,:
−→

3
7 A2,:→A2,:

 1 1 0
1 1 0
−26 −35 −18

 −A2,:+A1,:→A1,:
−→

35A2,:+A3,:→A3,:

 0 0 0
1 1 0
9 0 −18


so eigenvectors

 v1
v2
v3

 satisfy v2 = −v1 and v3 = 1
2 v1. Using eigenvector v =

 2
−2
1

 we set Q =

 2 0 0
−2 1 0
1 0 1

.
Since

(
Q−1MQ

)
\1,1

is a 2 × 2 matrix, it must be calculated and triangularized. By row reduction, Q−1 =
1
2 0 0
1 1 0
− 1

2 0 1

 and so

Q−1MQ =


1
2 0 0
1 1 0
− 1

2 0 1


 −34 −50 −24

37 53 24
−26 −35 −14


 2 0 0
−2 1 0
1 0 1

 =

 4 −25 −12
0 3 0
0 −10 −2


and

(
Q−1MQ

)
\1,1

=

[
3 0
−10 −2

]
must now be triangularized (applying the algorithm as done for question

11a). The eigenvalues of
(
Q−1MQ

)
\1,1

are 3 and −2. Choosing to find an eigenvector for eigenvalue 3,
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(
Q−1MQ

)
\1,1
− 3I =

[
0 0
−10 −5

]
so a corresponding eigenvector is

[
1
−2

]
. Hence

[
1 0
−2 1

]
triangular-

izes
(
Q−1MQ

)
\1,1

and we set R =

[
1 0
−2 1

]
. Returning to the triangularization of M,

Q̂ =

[
1 0
0 R

]
=

 1 0 0
0 1 0
0 −2 1

 and P = QQ̂ =

 2 0 0
−2 1 0
1 0 1


 1 0 0

0 1 0
0 −2 1

 .

Multiplying, we find P =

 2 0 0
−2 1 0
1 −2 1

.
Note that

P−1MP =

 2 0 0
−2 1 0
1 −2 1


−1  −34 −50 −24

37 53 24
−26 −35 −14


 2 0 0
−2 1 0
1 −2 1


=


1
2 0 0
1 1 0
3
2 2 1


 −34 −50 −24

37 53 24
−26 −35 −14


 2 0 0
−2 1 0
1 −2 1


=

 −17 −25 −12
3 3 0
−3 −4 −2


 2 0 0
−2 1 0
1 −2 1

 =

 4 −1 −12
0 3 0
0 0 −2

 ,
which is upper triangular.

Section 6.4

1b: This question is requesting the best approximation of (the point) p =

[
12
1

]
within the subspace W = span

{[
7
−6

]}
(the collection of all multiples of v). By theorem 18, the answer is the projection of p onto W:

projWp = projvp =
p · v
v · v

v =
12(7) + 1(−6)

7(7) + (−6)(−6)
v =

78
85

v.

2b: The distance between a point and line is the distance between the point and the nearest point on the line (the best
approximation of the point on the line). The line y = 1

5 x is shorthand for the set of points
{
(x, y) : y = 1

5 x
}
, or as

vectors,
{[

x
y

]
: y = 1

5 x
}

=

{[
x

1
5 x

]
: x in R

}
=

{
x
[

1
1
5

]
: x in R

}
= span

{[
1
1
5

]}
= span

{[
5
1

]}
. Hence

we seek the best approximation of (the point) p =

[
−3
−4

]
within the subspace W = span

{[
5
1

]}
(the line

y = 1
5 x). By theorem 18, the nearest point to p is the projection of p onto W:

projWp =
−3(5) − 4(1)
5(5) + 1(1)

p = −
19
26

[
5
1

]
=

[
− 95

26
− 19

26

]
.

The distance between the point and line is then the distance between the point and the best approximation, the
norm of their difference:∥∥∥∥∥∥

[
−3
−4

]
−

[
− 95

26
− 19

26

]∥∥∥∥∥∥ =

∥∥∥∥∥∥
[ 17

26
− 85

26

]∥∥∥∥∥∥ =
1

26

∥∥∥∥∥∥
[

17
85

]∥∥∥∥∥∥ =

√
172 + 852

26
=

√
7514
26

≈ 3.334
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3e: By definition, the projection of a vector (as the given v) onto a subspace is the sum of its projections onto an
orthogonal basis (as the given B) of the subspace.

projspanBv =

 9
−12

5

 ·
 −1
−4
5

 −1
−4
5

 ·
 −1
−4
5


 −1
−4
5

 +

 9
−12

5

 ·
 −3

2
1

 −3
2
1

 ·
 −3

2
1


 −3

2
1

 +

 9
−12

5

 ·
 1

1
1

 1
1
1

 ·
 1

1
1


 1

1
1



=
64
42

 −1
−4
5

 +
−46
14

 −3
2
1

 +
2
3

 1
1
1

 =

 9
−12

5


Note: This could have been determined without calculation. We have a basis with 3 elements in R3, so
spanB = R3 and therefore v is in spanB. The vector is in the subspace in question and so does not need
to be approximated. It can be represented exactly as a linear combination of any basis. See question 10.

4b: spanB equals the span of the column space of [B], which can be determined by row reduction: 0 6 6
−9 −16 −7
−6 2 8

→
 3 −1 −4
−9 −16 −7
0 6 6

→
 3 −1 −4

0 −19 −19
0 6 6

→
 3 −1 −4

0 1 1
0 0 0

 .
The first two columns have pivot positions, so the first two vectors of B form a basis for spanB. In order to

project onto spanB, however, we need an orthogonal basis. Letting b1 = − 1
3

 0
3
2

 = and b2 = 1
2

 6
−16

2

 = 3
−8
1

,
b2 − projb1

b2 =

 3
−8
1

 − −22
13

 0
3
2

 =

 3
− 38

13
57
13


13

 3
− 38

13
57
13

 =

 39
−38
57

, so we may use

w1 =

 0
3
2

 ,w2 =

 39
−38
57


 for an orthogonal basis. Finally,

projspanBv = projw1
v + projw2

v =

 7
−7
9

 ·
 0

3
2

 0
3
2

 ·
 0

3
2


 0

3
2

 +

 7
−7
9

 ·
 39
−38
57

 39
−38
57

 ·
 39
−38
57


 39
−38
57



=
−3
13

 0
3
2

 +
1052
6214

 39
−38
57

 =
1

239

 1578
−1703
2196

 ≈
 6.6025
−7.1255
9.1883


5b: By definition v is in W⊥ if it is orthogonal to all vectors in subspace W. Since

W =

a

 −7
0
0

 + b

 8
−3
−4

 : a, b in R

 ,
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we may represent a particular but arbitrary vector w of W by w = a

 −7
0
0

 + b

 8
−3
−4

 for some real numbers

a and b. Then

w · v =

a
 −7

0
0

 + b

 8
−3
−4


 ·

 0
−8
6

 = a

 −7
0
0

 ·
 0
−8
6

 + b

 8
−3
−4

 ·
 0
−8
6


= a (−7(0) + 0(−8) + 0(6)) + b (8(0) − 3(−8) − 4(6)) = 0.

So v is orthogonal to all elements of W and is therefore in W⊥.

Note: In retrospect, showing that v is orthogonal to all elements of the given basis of W (shown as part of the
computation above) is sufficient.

6: We have determined above that v is in W⊥, so one decomposition is v = 0 +

 0
−8
6

. 0 is in W and

 0
−8
6

 is in

W⊥ as required. (And by theorem 16, this is the only such decomposition).

7a: By row reduction, the solution of the system: −6 3 −15 7
14 −7 35 1
−18 9 −45 6

 −3A1,:+A3,:→A3,:
−→

 −6 3 −15 7
14 −7 35 1
0 0 0 −15


The system is inconsistent! We must find a best approximation. According to theorem 19, we need to project
the constant vector onto the column space of the coefficient matrix. Continuing the row reduction begun above,
but without the rightmost column:

7
3 A1,:+A2,:→A2,:
−→

 −6 3 −15
0 0 0
0 0 0

 .
The only pivot position of the coefficient matrix appears in the first column, so the first column of the coefficient

matrix provides a basis for the column space. We therefore project

 7
1
−15

 onto

 −6
14
−18

:
7(−6) + 1(14) − 15(−18)

62 + 142 + 182

 −6
14
−8

 =
121
278

 −6
14
−8


and a best approximation of the solution is x = 121

278 , y = 0, z = 0.

Note: Answers may vary. Any linear combination of the columns of the coefficient matrix that sums to

121
278

 −6
14
−8

 will do. There are infinitely many of them.

8b: By theorem 16, every vector of R3 can be written as a sum of a vector in W and a vector in W⊥. Hence if B is a
basis for W and B⊥ is a basis for W⊥ , it must be that B ∪ B⊥ spans R3. That B ∪ B⊥ is linearly independent
(and therefore a basis is left as an exercise—see exercise 12). In the case of this question, B is given with
one element meaning B⊥ must have two elements. We seek two linearly independent vectors orthogonal to

W = span


 7

11
12


. A quick computation will show

 −11
7
0

 and

 0
−12
11

 are orthogonal to W (do you see

where they came from?). Since

 −11
7
0

 and

 0
−12
11

 are additionally linearly independent, they form a basis

for W⊥.
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13c: This question is requesting the best approximation of (the point) p = x3 − 11x2 − 9x + 10 within the subspace
W = span

{
12x3 − x − 5

}
(the collection of all multiples of q). By theorem 18, the answer is the projection of p

onto W:

projWp = projqp =
〈p,q〉
〈q,q〉

q =
−4132
8238

q = −
2066
1083

q.

14c: According to the solution above, the best approximation is − 2066
1083 q. Distance is measured as the norm of the

difference, which is
∥∥∥− 2066

1083 q − p
∥∥∥:

∥∥∥∥∥−2066
1083

q − p
∥∥∥∥∥ =

1
1083

‖2066q + 1083p‖ =
1

1083

∥∥∥25875x3 − 11913x2 − 11813x + 500
∥∥∥

=
1

1083

√
2, 5513, 748 =

2
√

6378437
1083

≈ 4.664

Section 7.1

3a: The coefficient matrix and constant vector for the linear regression problem are

M =


1 x1 x2

1 x3
1

1 x2 x2
2 x3

2
...

...
...

...
1 x8 x2

8 x3
8

 and b =


141.1
−35.51

...
1783

 .

According to the code at 128 M is (with whitespace changes only)

[ 1 389/1000 151321/1000000 58863869/1000000000]
[ 1 851/1000 724201/1000000 616295051/1000000000]
[ 1 2467/1000 6086089/1000000 15014381563/1000000000]
[ 1 4113/1000 16916769/1000000 69578670897/1000000000]
[ 1 181/40 32761/1600 5929741/64000]
[ 1 6639/1000 44076321/1000000 292622695119/1000000000]
[ 1 8873/1000 78730129/1000000 698572434617/1000000000]
[ 1 281/25 78961/625 22188041/15625]

The code proceeds to calculate the normal equations MT Mv̂ = MT b and solve for v̂, the regression coefficients:

[
β0 β1 β2 β3

]
=

[
121.697796 −65.6594829 10.8873569 0.744289915

]T

Hence the best fit model is

f (x) = 0.744289915x3 + 10.8873569x2 − 65.6594829x + 121.697796.

A plot of f (x) superimposed on a scatterplot of the data is shown below, demonstrating geometrically the
goodness of fit.

https://sagecell.sagemath.org/?z=eJxlUstugzAQvEfKP1jpBVeUYswrrXqq1J64tLlFqeQQO0UCOzUG-fNr8wohJ8a765mdMRq8gZbmSkhnj9PtM_J9300j1IMgjJMehQjhAUVB1KM4xuOFNBm6CAWhRQe4XjE9I0eGwTTcJxz17C6Kk66CUtx9Emz0sIt8vDWHFFuKiyy4cjafRUs5OBFFXjZTVU-IafgKemhqD-BDyKrgZ6B-KchF2VS8BoINR8pYkReUK1ARJQvtgmy90nlzpKfZuuoHAyYkUKDgQNtVdP3XELkYChZDgtObvr_oZ6bbyzqpi1wzDj3SnCva-bnCQWtW6Ra8JpKZIEbP2a37d1LmTUnUNYGl5TEMbnIiJaBGTBWC12a_nd0w85QkvL6ImjrwMbPl412ZaSv2Lcp2FLqna-2tXTa5MDzQk5IyB3r9wzgh7Mf2rBREORJ2iUmbWHuY7H7Rs6R1bVjndurZ39DCfySo2CQ=&lang=sage&interacts=eJyLjgUAARUAuQ==
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Note: Unlike with the method of projection, it is not critical that the data are entered exactly nor that the
computation is done using exact arithmetic. Replacing the first two lines of the code by

x = vector([.389,.851,2.467,4.113,4.525,6.639,8.873,11.24])
fx = vector([141.1,-35.51,167.1,18.3,173,243,1039,1783])

(leaving the rest untouched) and running the code results in nearly the same solution. It will differ slightly
due to roundoff, but it is successful! Besides the simplicity of this method as compared to projection, being
able to do the calculation using decimal approximations (floating point) is necessary for efficient computer
implementation. Most programming languages do not provide exact computation, and those that do (like

SageMath) are much slower. It is impractical to require exact arithmetic. Try it for yourself at
129.

3e: The coefficient matrix and constant vector for the linear regression problem are

M =


x2

1 x1t1 t2
1

x2
2 x2t1 t2

2
...

...
...

x2
4 x4t4 t2

4

 and b =


−1.36
8.17
...

50

 .

According to the code at 130 M is

[1681/1000000 12833/500000 97969/250000]
[23409/250000 47889/250000 97969/250000]
[ 11449/10000 33491/50000 97969/250000]
[ 2304/625 3756/3125 97969/250000]
[1681/1000000 4141/100000 10201/10000]
[23409/250000 15453/50000 10201/10000]
[ 11449/10000 10807/10000 10201/10000]
[ 2304/625 1212/625 10201/10000]
[1681/1000000 6273/100000 23409/10000]
[23409/250000 23409/50000 23409/10000]

https://sagecell.sagemath.org/?z=eJxlUjlvwyAU3iPlP6B0MRVFwXdadarUTl7ablEqEQdSJBtSjC1-fp_jHI6zmMe7vgN79Io6UTpjgzWN8hWhecJISOM0IzFlLIJvEiYkpWm0IjnNs4gwRsN4g-cz6UfTLGaUkacoobCApRlcWE6hGybCGM4lLGBZHvWTB6u0CxYfqhMa7bjjz4tL1l8i6fELGkLIPaB3Y2ul98j9ClSaqq11g4w8XYWUqlRCO1RzZ5UnqJjPfNluxW7E0v1ESBqLHFIa-Z6Kb_5abidN4aTJaHFTX07qBVQH2CAnjEA7przd1-Ko5xqesEaZI8GrIwUYcdZc3Kp_41XZVtxdHZhKPpuhwSdeIQFgThndAL_vnmFBneW6OZhGBPix6NPbu7T0PdiXqboz0P26rp_6Li4qYA-m1goZYDo8TBDjoW0tK8NdYPHRMds71m0ucj_F3oqmga1jOc3ob-jwPyOg0Iw=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxlUjlvwyAU3iPlP6B0MRVFwXdadarUTl7ablEqEQdSJBtSjC1-fp_jHI6zmMe7vgN79Io6UTpjgzWN8hWhecJISOM0IzFlLIJvEiYkpWm0IjnNs4gwRsN4g-cz6UfTLGaUkacoobCApRlcWE6hGybCGM4lLGBZHvWTB6u0CxYfqhMa7bjjz4tL1l8i6fELGkLIPaB3Y2ul98j9ClSaqq11g4w8XYWUqlRCO1RzZ5UnqJjPfNluxW7E0v1ESBqLHFIa-Z6Kb_5abidN4aTJaHFTX07qBVQH2CAnjEA7przd1-Ko5xqesEaZI8GrIwUYcdZc3Kp_41XZVtxdHZhKPpuhwSdeIQFgThndAL_vnmFBneW6OZhGBPix6NPbu7T0PdiXqboz0P26rp_6Li4qYA-m1goZYDo8TBDjoW0tK8NdYPHRMds71m0ucj_F3oqmga1jOc3ob-jwPyOg0Iw=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJx1UrFy2zAM3X3nf-Ali6gwjijJqpxcpty1k5Y2m08D61AOXZlMKFinzy9IxpLcpFwAPgAP4AMH8kh6uQNjo23O73iSJCxLiuDw5JtzGN-kztZ0uYBZfpGOeTzkrbNgi-yc_weGWcUtz3wJK3lgLtYbb1Pfm5V5gMuy_CByYZaVjJfe4xuWblhe-OyU596EUFawtW_5ZpWG6OqH6qUmLwLE_dWIDqMHo4cj0gcSfASvyXdjj0rvCbxKsjPt6ag7YpqPq2watVNSAzkKsGpgpFouhu599kp-l9YxL5BrgC9h-E96YyxRRGlihd7LKKf3ywXB4_DDF7g7Sr8gl4rzm8ME4jxbDNQYGbaHOo7TWQwuQnirpyBMhS7gCyu8hLdGvGCcITldidP-KJ2gMPlYPMn_FJS6EAoXcRa6upT8SbS7Uytgkv1fnc8b0Lgc0RL5fsJsozuc79lNWK0A1eneTCcjGlcO_v0JxlW7br9M2587febrXdlzNT4LiejKWtlEdBW-Q5TRkLZtWiMgstSvyLoV9fUowU-5t7LrkHX-nm72HXv6F5qY_9A=&lang=sage&interacts=eJyLjgUAARUAuQ==
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[ 11449/10000 16371/10000 23409/10000]
[ 2304/625 1836/625 23409/10000]
[1681/1000000 6683/100000 26569/10000]
[23409/250000 24939/50000 26569/10000]
[ 11449/10000 17441/10000 26569/10000]
[ 2304/625 1956/625 26569/10000]

The code proceeds to calculate the normal equations MT Mv̂ = MT b and solve for v̂, the regression coefficients:[
β0 β1 β2

]
=

[
4.88443881609 3.4469959515 8.28520093268

]T

Hence the best fit model is

f (x) = 4.88443881609x2 + 3.4469959515xt + 8.28520093268t2.

Note: Unlike with the method of projection, it is not critical that the data are entered exactly nor that the
computation is done using exact arithmetic. Replacing the first three lines of the code by

x = vector([.041,.306,1.07,1.92])
t = vector([.626,1.01,1.53,1.63])
ktx = vector([-1.36,8.17,6.59,24.1,8.47,8.88,16.9,38,18.9,

19,29,46.1,21.4,28.9,36,50])

(leaving the rest untouched) and running the code results in nearly the same solution. It will differ slightly
due to roundoff, but it is successful! Besides the simplicity of this method as compared to projection, being
able to do the calculation using decimal approximations (floating point) is necessary for efficient computer
implementation. Most programming languages do not provide exact computation, and those that do (like

SageMath) are much slower. It is impractical to require exact arithmetic. Try it for yourself at
131.

4a: The coefficient matrix and constant vector for the linear regression problem are

M =


1 x1 x2

1 x3
1

1 x2 x2
2 x3

2
...

...
...

...
1 x8 x2

8 x3
8

 and b =


141.1
−35.51

...
1783

 .
According to the code at 132 M is (with whitespace changes only)

[ 1 389/1000 151321/1000000 58863869/1000000000]
[ 1 851/1000 724201/1000000 616295051/1000000000]
[ 1 2467/1000 6086089/1000000 15014381563/1000000000]
[ 1 4113/1000 16916769/1000000 69578670897/1000000000]
[ 1 181/40 32761/1600 5929741/64000]
[ 1 6639/1000 44076321/1000000 292622695119/1000000000]
[ 1 8873/1000 78730129/1000000 698572434617/1000000000]
[ 1 281/25 78961/625 22188041/15625]

The code proceeds to orthogonalize the columns of M and then project b onto its column space. Using exact
arithmetic as SageMath does, the projection is too long to print. It is approximately[

97.8 74.2 37.2 87.6 116 383 916 1816
]T

This is the best approximation of b within the column space of M. Therefore, the regression coefficients (in the
order β0, β1, β2, β3) are given by the solution of the system

Mv̂ =
[

97.8 74.2 37.2 87.6 116 383 916 1816
]T

https://sagecell.sagemath.org/?z=eJx1UjtTwzAM3nvX_-CDJQ7G1EmaPjgm7mDKAmy9DKY4xSW1i6Pm8vORG5qkPDzI0qeHpU9uyB2p1RqsC1Z8kgjG40nKBJ_MUCyinI5HMAxJo6NXoJjGKNLYh3xAMwi6FjxO2ZyLGUv5dMGihAs0kxmK-ZyJlC9YjPccb4HuBUtSjIgET1jkQcyeTnzdvdMGgotHXStD3iTI5UWHNp0GnYZ90FvS6ghekgfrdtpsCLwrsrblYWcqYotvUxWFXmtlgOwkON0wko1HTfU5GEXcRHkoUqzVwJ8w_BNeWEc00YY4aTYqSOhyPCJ4PL79A_dHmzespcPkatuD2M8KHTl6mtU2D8No4IMzF1p574Q-0TuOiRka7ayBwD0yLE65PGx2yhMKvY7JPf33LVNnROEiTkRn55Tfy3J9KCX0tP_k-bQBg8uRJVGfB4y2psL-XnyHGQdkp9rbSgU0zDz8-gvGVfvXnm1Zn176Xa_2aS9ZNxYWotw5VQSUt98hiGkbtipKKyFw9Lgi51dU5x0FT2rjVFVh1eE81eA71vQLeAL1ug==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJx1UjtTwzAM3nvX_-CDJQ7G1EmaPjgm7mDKAmy9DKY4xSW1i6Pm8vORG5qkPDzI0qeHpU9uyB2p1RqsC1Z8kgjG40nKBJ_MUCyinI5HMAxJo6NXoJjGKNLYh3xAMwi6FjxO2ZyLGUv5dMGihAs0kxmK-ZyJlC9YjPccb4HuBUtSjIgET1jkQcyeTnzdvdMGgotHXStD3iTI5UWHNp0GnYZ90FvS6ghekgfrdtpsCLwrsrblYWcqYotvUxWFXmtlgOwkON0wko1HTfU5GEXcRHkoUqzVwJ8w_BNeWEc00YY4aTYqSOhyPCJ4PL79A_dHmzespcPkatuD2M8KHTl6mtU2D8No4IMzF1p574Q-0TuOiRka7ayBwD0yLE65PGx2yhMKvY7JPf33LVNnROEiTkRn55Tfy3J9KCX0tP_k-bQBg8uRJVGfB4y2psL-XnyHGQdkp9rbSgU0zDz8-gvGVfvXnm1Zn176Xa_2aS9ZNxYWotw5VQSUt98hiGkbtipKKyFw9Lgi51dU5x0FT2rjVFVh1eE81eA71vQLeAL1ug==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJx9U02P0zAQvVfqfxgtlxiy3ThO2yyIK5wiENfVIpms0w1q7GI7H_DrGcdJ18kiDtaM35u8-ch4gI_QidIqHT2w_P6OJkkS53vqnTQ7HL2XUcomb5_uvXc4sPmD_DixlKaZ8x7JdlMNgThFBSTiW7b36jE9HEeE5mw0R4b5WEwTdo-XnDmJi66ljW4-152Q8MQtf39zRYerVw3kA3gXsTfwSemmliewzwJKdW4baUBV01VUVV3WQlpouNX1EEOx3Qxl-0M8BeXa7wwqpcFCLWFwpQzmV8v1KihdBSkpFnyy4gtkfdooj2mM4WTH21Mjxn5e3ClXgIwFvkykwEHMPRfL7r9o-6xOSvJz_ecfU8Bue4plFDsPRgl-1achQgncQhRc3_aU3EU9dRYPxrMwPl3Gp-v4V2zq2NRZPKiWhWpsqcb-q8bWaq9Y5ljmLB43n69a_cQf5EajpFWL-ZgLL8U0pQvGYV24XesC3nlwmXcCF-lmMHNg5iweV8OkXXQxGAW9gKY1FqTq8XruBHAwv40VjV8fLPDCNW-EFdrE0G033TiweTmcGtlpLaqIzK1nxEc9VGfFbaTJKKXdJnaP1zX6Jk5aGFMrGb4ME7yyjvwF5qszVQ==&lang=sage&interacts=eJyLjgUAARUAuQ==
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which according to the code (again approximately since the exact results are too long to print) is[
β0 β1 β2 β3

]
=

[
121.697796 −65.6594829 10.8873569 0.744289915

]T

Hence the best fit model is

f (x) = 0.744289915x3 + 10.8873569x2 − 65.6594829x + 121.697796.

A plot of f (x) superimposed on a scatterplot of the data is shown below, demonstrating geometrically the
goodness of fit.
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Note: It is critical that the data are entered exactly and that the computation is done using exact arithmetic.
Replacing the first two lines of the code by

x = vector([.389,.851,2.467,4.113,4.525,6.639,8.873,11.24])
fx = vector([141.1,-35.51,167.1,18.3,173,243,1039,1783])

(leaving the rest untouched) and running the code results in an inconsistent system, due to roundoff error. The
parameters are unsuccessfully calculated since the approximated projection of b is not in the column space of

the approximated M. The rest of the calculation works perfectly well. Try it for yourself at
133.

4e: The coefficient matrix and constant vector for the linear regression problem are

M =


x2

1 x1t1 t2
1

x2
2 x2t1 t2

2
...

...
...

x2
4 x4t4 t2

4

 and b =


−1.36
8.17
...

50

 .

According to the code at 134 M is

https://sagecell.sagemath.org/?z=eJx9U02P0zAQvVfqfxgtlxi8po7TNgvihASniBVXVCRv1ukGNXaxnQ_49YybpJtkVxwc2zNvZt48Tzr4BI3KvbHRDybSO8rSLacxS3Z7mjDOBX638Zbu2E7c0ZSle0E5Z3FyIOtV0U2iecIZp7diyzAB3-3xwlOGaIyIE9w3mIDvUxEiz7bUPrr5WjZKw6P08sPN1dpdT0VHPkJ_RNsb-GJsVeoj-CcFuTnVlXZgiuGqiqLMS6U9VNLbsqOQrVddXj-oxwlL_1NAYSx4KDV0gUrnftfSLkDxAmS0mvk3C3-G3r5slFJOEU6YrI-VuvTzfBxqTSwXgs-KfO77mLWB2owyZHNBvln_ZI5Gy1P59xVhUICWI7OM9cZog1FtPLVwArcQTa5vW07eRy0POy7Eiyk-nuPjJf6FNw7eOOy4MFsyzSbm2cR_s4llthdeEbwi7LiCPvfW_MI3C9IY7c1MH3eWuRpUOiMOeeHALQm8643zuoNxVm40JsGYhB3X9VlHIkaHig9LNhMy4bHHsHHeipORPrLkMnQ2DF0gfCDzYRiayBoKzkCroKqdB21avJ4aBRLcH-dV1Y8u1j5LKyvllXUUmvWqubzMOJghG2HWqiIio8YJ6VGvEGoO116_q6NVzoVeJ3-lm_zhDfkHNeBVwQ==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJx9U02P0zAQvVfqfxgtlxi8po7TNgvihASniBVXVCRv1ukGNXaxnQ_49YybpJtkVxwc2zNvZt48Tzr4BI3KvbHRDybSO8rSLacxS3Z7mjDOBX638Zbu2E7c0ZSle0E5Z3FyIOtV0U2iecIZp7diyzAB3-3xwlOGaIyIE9w3mIDvUxEiz7bUPrr5WjZKw6P08sPN1dpdT0VHPkJ_RNsb-GJsVeoj-CcFuTnVlXZgiuGqiqLMS6U9VNLbsqOQrVddXj-oxwlL_1NAYSx4KDV0gUrnftfSLkDxAmS0mvk3C3-G3r5slFJOEU6YrI-VuvTzfBxqTSwXgs-KfO77mLWB2owyZHNBvln_ZI5Gy1P59xVhUICWI7OM9cZog1FtPLVwArcQTa5vW07eRy0POy7Eiyk-nuPjJf6FNw7eOOy4MFsyzSbm2cR_s4llthdeEbwi7LiCPvfW_MI3C9IY7c1MH3eWuRpUOiMOeeHALQm8643zuoNxVm40JsGYhB3X9VlHIkaHig9LNhMy4bHHsHHeipORPrLkMnQ2DF0gfCDzYRiayBoKzkCroKqdB21avJ4aBRLcH-dV1Y8u1j5LKyvllXUUmvWqubzMOJghG2HWqiIio8YJ6VGvEGoO116_q6NVzoVeJ3-lm_zhDfkHNeBVwQ==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJx1U02PmzAQvUfKfxhtLzjrTbAhlGzVU6X2FLXqNeJAsybrNNip7QXaX98xBAJpimTN-M2bDz-bBj5CJfZOm2AXsxULw5BGYdI5LHzvHco23NuMzGduxE_4wGMdbx11Nol6_k_XjDKeWNSm0JR1lZP1prW87U3TuIPTNL0U8mEapZSlrcc2lG9onLRszuLWdKEooeu25dlI5YKHL7ISCl5ylz8_DGgzeG7wcETyATofwXfwWZtSqgO4VwF7fXorlQVdXLaiKOReCuWgzJ2RDYXtfNbYX6NTshXPFizBWo27C7v_0AttQIJUYHJ1EEFMnuczwM_jxzu4_6R6wVpyET8eryDOs8NAhpFmd8wWCz6KuUkId9k16K6JPtAmbnHTnTVgCWUUi5Nl_nYohRfUXX1Mvsr_qVNqIhReRC_0dir5V-Ne9UGr_CT_3JEeJa4ZjrFddmAQYlbNxwgj8ATBaLuoGVkFNfMWF_KjMZ9P-fyW_0-U-yj3Fpef-ZvRR7xCP65WTk9mtud8Ly6Tn5GHnf07u-3xeEEntQc08mjkLa5B2L6tVr7-j9veo9Ze7j6tf2zFSecuMKR9U8a_KT9eRqbXcRl5W1GwGmoB5Zt1oHSN21MlIAf72zpRtlV873Nu8lI4YSyFaj6rWqX7d-GrkaUxoghIr2hEOtadgapsOOt3cTDCWn_W0Z9nRz90Rf4CV7FdKQ==&lang=sage&interacts=eJyLjgUAARUAuQ==
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[1681/1000000 12833/500000 97969/250000]
[23409/250000 47889/250000 97969/250000]
[ 11449/10000 33491/50000 97969/250000]
[ 2304/625 3756/3125 97969/250000]
[1681/1000000 4141/100000 10201/10000]
[23409/250000 15453/50000 10201/10000]
[ 11449/10000 10807/10000 10201/10000]
[ 2304/625 1212/625 10201/10000]
[1681/1000000 6273/100000 23409/10000]
[23409/250000 23409/50000 23409/10000]
[ 11449/10000 16371/10000 23409/10000]
[ 2304/625 1836/625 23409/10000]
[1681/1000000 6683/100000 26569/10000]
[23409/250000 24939/50000 26569/10000]
[ 11449/10000 17441/10000 26569/10000]
[ 2304/625 1956/625 26569/10000]

The code proceeds to orthogonalize the columns of M and then project b onto its column space. Using exact
arithmetic as SageMath does, the projection is too long to print. It is approximately[

3.3 4.4 11 25 8.6 10 18 33 20 21 31 48 22 24 34 51
]T

This is the best approximation of b within the column space of M. Therefore, the regression coefficients (in the
order β0, β1, β2) are given by the solution of the system

Mv̂ =
[

3.3 4.4 11 25 8.6 10 18 33 20 21 31 48 22 24 34 51
]T

which according to the code (again approximately since the exact results are too long to print) is[
β0 β1 β2

]
=

[
4.88443881609 3.4469959515 8.28520093268

]T

Hence the best fit model is

f (x) = 4.88443881609x2 + 3.4469959515xt + 8.28520093268t2.

Note: It is critical that the data are entered exactly and that the computation is done using exact arithmetic.
Replacing the first three lines of the code by

x = vector([.041,.306,1.07,1.92])
t = vector([.626,1.01,1.53,1.63])
ktx = vector([-1.36,8.17,6.59,24.1,8.47,8.88,16.9,38,18.9,

19,29,46.1,21.4,28.9,36,50])

(leaving the rest untouched) and running the code results in an inconsistent system, due to roundoff error. The
parameters are unsuccessfully calculated since the approximated projection of b is not in the column space of

the approximated M. Try it for yourself at 135.

5a: The sum of the squared errors equals ‖Mv̂ − b‖2 = (Mv̂ − b) · (Mv̂ − b). Adding the lines

print(); print("Sum of squared errors:")
print((proj-fx)*(proj-fx))

to the code from the solution of question 3a (as seen at 136) gives a value of

‖Mv̂ − b‖2 ≈ 74685.25

5e: The sum of the squared errors equals ‖Mv̂ − b‖2 = (Mv̂ − b) · (Mv̂ − b). Adding the lines

https://sagecell.sagemath.org/?z=eJx1U02P2jAQvSPxH0bbS8x6vdgJAbbqqVJ7Ql31inJIWYc1JTa1TZL213cMJCSURvLHvHnz4WengU9QyY03NlqzacIpi6cp5Ww6x2kpMjIe-T4lFScvx2kW45TGgfLTNz3SE2dxSheMz2nKZksqEsbRTOY4LRaUp2xJY1wXuHJ0L2mSIkNwllARQIyeTUPeg1XaRw9fVSU1vOU-f3no0Kbb-W6HfZCPcN4j-AG-GFsqvQX_LmFj9sdSOzDFxZRFoTZKag9l7q1qKKzGo8b96h2FP4tswlPM1fi7sP8PvTAWFCgNNtdbGSXkZTwC_AK-u4OHT-k3zKUmyePuCmI_a3Rk6GnWu2wyET2fH7jQyq5Ofw0MjlPgCo3zWSOO90gxOWH5cVvKIKi_7jH4Kv_ns1IDofAiWqFXQ8m_Wf9utkbne_XnjvQocc2xjRU7g9EUo2rRRziBJ4h65qTm5DmqeVhxID_u88WQL275_3hF8Iqw4gg9v1qzwysM7RrtzaBnd8g38tL5AXlYObyz2xqPF3SQu0PjgMZhxdEJ25Y1OuT_cVu7VzrI3Ya1j63Ym9xHlpzelA1vKrSXkeF1XFpeVRScgVpCeXQetKnR3FcScnC_nZflKUuofchtXkovraNQjUfVSen2XYRshFkri4i0isbkzLrTUJV1Z_0ut1Y6F87a-_Nc74euyF-ErFMT&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJx9VEuP0zAQvlfqfxiVS7LrmjpO2yyIExKcKlZwREXydp1uUGMX23nAr2fcNFknu9qD4_E8v_k8TgufoJYHp030k_LsjtBszUhC082WpJQxjt91siYbuuF3JKPZlhPGaJLu4_ksb4NoljLKyJKvKSZgmy0eWEbRGyOSFPcVJmDbjPvIsymUixZfi1oqeBROfFgM2naQ8jb-CJ2IunfwRZuyUEdwTxIO-lSVyoLOr0eZ58WhkMpBKZwpWgK7-aw9VA_yMUDpfnHItQEHhYLWQ2ntn0qYiVMycdJKjuyriX2H1q5slBFG0D2mojqW8tLPs3itFWguAJ8Z-dz1MWoDuelp2I0J-Wbckz5qJU7Fv1eIQQIahsh2tFNGK4xqklDDYlhCFBxvGha_jxrmd1zoz0P_ZOyfTP1fWBNvTfyOC7OlYTY-zsbfzMan2V5Yubdyv-Py_Nwb_RvvzFOjldMjfuxZHOSVpTP6IS4cuCmA2045rntVjsr1ytQrU7_jGq61B6KVr_gwRROA8Zfdh_Xzlp-0cJGJL0Nn_NB5wPt4PAzXJnY1AauhkVBW1oHSDR5PtQQB9q91suxGF2ufhRGldNJYAvV8Vl9uph9Mny2mxsg8inuO07jzegVQvR96_S6PRlrrew1epQ1eeD1IQweLH1Xp--8fozRGmzDmAmiJf4SbQYr_A9D8bJY=&lang=sage&interacts=eJyLjgUAARUAuQ==
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print(); print("Sum of squared errors:")
print((proj-ktx)*(proj-ktx))

to the code from the solution of question 3e (as seen at 137) gives a value of

‖Mv̂ − b‖2 ≈ 125.160568

Section 7.2
1b: A transition matrix must be (i) square, (ii) have nonnegative entries, and (iii) have columns that sum to 1. The

matrix

M =

 0.09 0.686 0.168
0.908 0.036 0.807
0.002 0.278 0.485


has qualities (i) and (ii), but not (iii) since the third column does not sum to 1. Therefore, M is not a transition
matrix.

Section 7.3
4b: In C([0, L]), 〈

cos
(
m
π

L
t
)
, cos

(
m
π

L
t
)〉

=

∫ L

0
cos2

(
m
π

L
t
)

dt =
1
2

∫ L

0

(
1 + cos

(
2m

π

L
t
))

dt

=
1
2

[
t +

L
2mπ

sin
(
2m

π

L
t
)]L

0
dt =

1
2

[
L +

L
2mπ

sin (2mπ)
]

=
L
2

Note that sin(2mπ) = 0 for any integer m.

5b: From question 4c, in C([0, 1]) 〈sin (mπt) , sin (mπt)〉 = 1
2 . Therefore

bm = 2 〈 f , sin (mπt)〉 = 2
∫ 1

0
t sin (mπt) dt =

−2
mπ

[
t cos (mπt) −

1
mπ

sin (mπt)
]1

0

−2
mπ

cos (mπ) =
−2
mπ

(−1)m =
2

mπ
(−1)m+1

and the Fourier sine series is
2
π

sin (πt) −
1
π

sin (2πt) +
2

3π
sin (3πt) − · · ·

Notes:

1. sin(mπ) = 0 for any integer m

2.
∫

t sin (mπt) dt can be calculated using integration by parts:∫
t sin (mπt) dt = −

t
mπ

cos (mπt) +
1

mπ

∫
cos(mπt) dt

= −
t

mπ
cos (mπt) +

1
(mπ)2 sin(mπt) =

−1
mπ

[
t cos (mπt) −

1
mπ

sin (mπt)
]

6b: From question 4c, in C([0, 1]) 〈cos (mπt) , cos (mπt)〉 = 1
2 and from question 4a, 〈1, 1〉 = 1. Therefore,

a0 = 〈 f , 1〉 =

∫ 1

0
t dt =

[
1
2

t2
]1

0
=

1
2

https://sagecell.sagemath.org/?z=eJx1U8uO2jAU3SPxDxbdxBnjwU4IMFVXldoV6qhdoixccJhQYjO2CWm_vteBvCiNFPvec9_HdoU-oVJunTbBhs5iRmg0SwijswUsK57i8cj1XRJeWxks8wiWJPIuv1zVc5oyGiVkSdmCJHS-IjymDNR4ActySVhCVySCfQk7A_OKxAl4cEZjwj0I0fOZz3syuXLB5GteSoV2womXSYtWreRaCfrAH9FVBvAD-qJNkas9cm8SbfXxXCiLdHZTZZbl21wqhwrhTF4RtB6PKvveG4U98zRkCeSq3EPY_cc90wblKFfICLWXQYxfxiMEn8cPD3D_5WoHufIwfjp0IPSzAUMKlmpzSMOQ92xuYAIt7YyuC_SGOnANynXWgME5EkiOqTjvC-kJdZ0MwR39n69MDYiCg2iIXg8p_2bcm95rJY75nwfUA8UXBm2s6RUMZhB14X2EYTRFQU8NLww_Bxfmd_jBP-r786E_v_f_x8q9lfsdft_zq9EHOELfrlZOD3q2J7GVt85P4AeV_T27r_F0Qwe5WzTyaOR3-Ftim7Ja-fw_72v3Snu6m7DmsmVHLVxgcH2njL9Tvr0UD4_j1vK6JMhqdJGoOFuHlL6AeiwlEsj-tk4WdRZf-ySMKKSTxhJUjkdlzXRzL3w2TI2RWYAbRiN89XrQUJm2s36XeyOt9bP2Xp7tPeiyldoJJj_OhZ_fvp-FkTskjdGmH1M3NPXPPuxE_Bc8Q2ra&lang=sage&interacts=eJyLjgUAARUAuQ==
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and for m = 1, 2, . . .

am = 2 〈 f , cos (mπt)〉 = 2
∫ 1

0
t cos (mπt) dt =

2
mπ

[
t sin (mπt) +

1
mπ

cos (mπt)
]1

0

2
(mπ)2 [cos (mπ) − 1] =

2
(mπ)2

[
(−1)m − 1

]
=
−4

(mπ)2 for m = 1, 3, 5, . . .

and the Fourier cosine series is

1
2
−

4
π2 cos (πt) −

4
9π2 cos (3πt) −

4
25π2 cos (5πt) − · · ·

Notes:

1. sin(mπ) = 0 for any integer m

2.
∫

t cos (mπt) dt can be calculated using integration by parts:∫
t cos (mπt) dt =

t
mπ

sin (mπt) −
1

mπ

∫
sin(mπt) dt

=
t

mπ
sin (mπt) +

1
(mπ)2 cos(mπt) =

1
mπ

[
t sin (mπt) +

1
mπ

cos (mπt)
]

7a: From question 4, in C([0, 1]), 〈cos (mπt) , cos (mπt)〉 = 〈sin (mπt) , sin (mπt)〉 = 1
2 and 〈1, 1〉 = 1. Combined

with the fact that the functions 1, cos2 (mπt), and sin2 (mπt) are even, in C([−1, 1]) 〈cos (mπt) , cos (mπt)〉 =

〈sin (mπt) , sin (mπt)〉 = 1 and 〈1, 1〉 = 2. Therefore,

a0 =
1
2
〈 f , 1〉 =

1
2

∫ 1

−1
1 dt =

1
2

[t]1
−1 = 1

and for m = 1, 2, . . .

am = 〈 f , cos (mπt)〉 =

∫ 1

−1
cos (mπt) dt =

2
mπ

[sin (mπt)]1
−1 = 0

bm = 〈 f , sin (mπt)〉 =

∫ 1

−1
sin (mπt) dt = 0 (because sin (mπt) is odd)

and the Fourier cosine series is
1

Section 7.4
1a: Though SageMath is not strictly required, it makes repetitive calculations like this more manageable.

x1 = f(x0) =
1

42

[
16 26
65 −23

] [
0
0

]
+

[
1/7

3/14

]
=

[
1/7

3/14

]
≈

[
0.14285
0.21428

]
,

x2 = f(x1) =
1
42

[
16 26
65 −23

] [
1/7

3/14

]
+

[
1/7

3/14

]
=

[
55/294
61/588

]
≈

[
0.18707
0.10374

]
,

x3 = f(x2) =
1

42

[
16 26
65 −23

] [
55/294
61/588

]
+

[
1/7

3/14

]
=

[
239/1764
821/3528

]
≈

[
0.13548
0.23270

]
,

x4 = f(x3) =
1

42

[
16 26
65 −23

] [
239/1764
821/3528

]
+

[
1/7
3/14

]
=

[
2071/10584
1741/21168

]
≈

[
0.19567
0.08224

]
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2a: A fixed point of a function f (x) is a solution of the equation f (x) = x (where the input and output of the function
are equal). Iteration beginning at the fixed point stays at the fixed point. Solving for the fixed points:

1
42

[
16 26
65 −23

]
x +

[
1/7

3/14

]
= x

1
42

[
16 26
65 −23

]
x − x = −

[
1/7

3/14

]
(

1
42

[
16 26
65 −23

]
−

[
1 0
0 1

])
x = −

[
1/7

3/14

]
1

42

[
−26 26
65 −65

]
x = −

[
1/7

3/14

]
so fixed points are solutions of [

−26 26
65 −65

]
x =

[
−6
−9

]
,

an inconsistent system. f has no fixed points.

4a: The dynamical system has no fixed point, so it cannot have an attractor (an attractor is a fixed point).

5a: The solution of question 1a indicates the orbit is not constant. The answer to question 3a gives eigenvalues

of − 7
6 and 1 so the spectral radius of 1

42

[
16 26
65 −23

]
is greater than one

(
7
6 in this case

)
. With a spec-

tral radius greater than one and an orbit that is not fixed, the dyamical system will tend toward infinity(
at approximately the rate

(
7
6

)k
)
.

5j: With a spectral radius less than one
(

1
2 in this case

)
, the fixed point will be an attractor, and the dynamical system

will tend toward the fixed point.

Section 7.5
1b: Answers may vary. The figure is scaled by 1

2 in both the horizontal and vertical directions, either reflected about
the y-axis or rotated 90◦, and then translated into place. To be more specific, these general observations lead to
two possibilities (and there are others):

1. scale by 1
2 , reflect about the y-axis, translate

[
4
0

]
. As a formula,

f(x) =

[
−1 0
0 1

] [
1/2 0
0 1/2

]
x +

[
4
0

]

=

[
−1/2 0

0 1/2

]
x +

[
4
0

]

2. scale by 1
2 , rotate 90◦ (counterclockwise) about the origin, translate

[
4
0

]
. As a formula,

f(x) =

[
0 −1
1 0

] [
1/2 0
0 1/2

]
x +

[
4
0

]

=

[
0 −1/2

1/2 0

]
x +

[
4
0

]
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3: One of the easiest ways to show that a shape tessellates the plane is to show that it tiles a parallelogram or a
triangle. That tiling can then be repeated to tessellate the plane. In this case, however, that is not an option.
A dissect and inflate, dissect and inflate, dissect and inflate,. . . procedure can be used instead. The inflation
is performed so that one part of the dissection becomes the whole (and the other parts lie outside the whole).
Which part becomes the whole rotates among the parts. In pictures:

22 44 66 88 1010 1212 1414 1616 1818 2020

22

44

66

88

1010

1212

1414

00

dissect
−→

22 44 66 88 1010 1212 1414 1616 1818 2020

22

44

66

88

1010

1212

1414

00

inflate
−→

22 44 66 88 1010 1212 1414 1616 1818 2020

22

44

66

88

1010

1212

1414

00

dissect
−→

22 44 66 88 1010 1212 1414 1616 1818 2020

22

44

66

88

1010

1212

1414

00

inflate
−→

22 44 66 88 1010 1212 1414 1616 1818 2020

22

44

66

88

1010

1212

1414

00

dissect
−→

22 44 66 88 1010 1212 1414 1616 1818 2020

22

44

66

88

1010

1212

1414

00

inflate
−→ · · ·

9d: The IFS contains an affine transformation for each part of the dissection. Each transformation maps the whole to
one of the parts.
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11 22 33 44

11

22

33

44

00

scale 1
2

−→

11 22 33 44

11

22

33

44

00

11 22 33 44

11

22

33

44

00

scale 1
2

−→

reflect about x-axis
translate (0, 2

√
3)

11 22 33 44

11

22

33

44

00

11 22 33 44

11

22

33

44

00

scale 1
2

−→

rotate 120◦

translate (3,
√

3)

11 22 33 44

11

22

33

44

00

11 22 33 44

11

22

33

44

00

scale 1
2

−→

reflect about x-axis
rotate − 60◦

translate (3,
√

3)

11 22 33 44

11

22

33

44

00

Formally, the IFS is {
T1(x) =

[ 1
2 0
0 1

2

]
x, T2(x) =

[ 1
2 0
0 − 1

2

]
x +

[
0

2
√

3

]
,

T3(x) =

 − 1
4 −

√
3

4√
3

4 − 1
4

 x +

[
3
√

3

]
, T4(x) =

 1
4

√
3

4

−
√

3
4

1
4

 x +

[
3
√

3

]
Note: There are different possible literal descriptions of the transformations, but the IFS itself is unique.

10: Taking the literal descriptions from the solution of exercise 9d and translating them to the required sequence:
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scale 1
2

−→
none, 1

2 , 0, 0, 0

scale 1
2

−→

reflect about x-axis
translate (0, 2

√
3)

x-axis, 1
2 , 0, 0, 2

√
3 ≈ 3.46410

scale 1
2

−→

rotate 120◦

translate (3,
√

3)

none, 1
2 , 120, 3,

√
3 ≈ 1.73205

scale 1
2

−→

reflect about x-axis
rotate − 60◦

translate (3,
√

3)

x-axis, 1
2 , −60, 3,

√
3 ≈ 1.73205

A screenshot of this information in the rep-tile designer shows the correct rep-tile, verifying that the transfor-
mations are correct.

11: Each part is labeled with its scale factor in the following diagram. Each of the labeled sides generates one
equation involving the scale factors by the fact that the lengths of the two parts of each side must sum to the
length of the whole side.
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5s1 +
√

13s2 = 5
2.6s2 + 5s2 =

√
13

2.6s3 +
√

13s2 = 2.6

In matrix form, the system of equations is
5
√

13 5
0 38

5

√
13

0
√

13 13
5


 s1

s2
s3

 =


5
√

13
13
5


and can be solved using the code at 138. The solution is s1 = 25

38 , s2 = 5
√

13
38 , s3 = 13

38 . Note: the
code also verifies that the sum of the squares of the scale factors

(
s2

1 + 2s2
2 + s2

3

)
is 1, evidence that the solution

is correct.

https://sagecell.sagemath.org/?z=eJxNjk0Kg0AMhfeCdwi6Ge1gq1OhUDyCGwvdiIVBZqjgT52Mpd6-sYp0keR7L5AXH25D-1ZgnwpwRqs618khg05a03yY4GdephxHY1ksAn7iKZW4HJfx5-4YC1otrQpcp6BDeWSM0ozUyzS9ZUVwhZXI8uGuTKNnipd2_WHqYNArjpM0CndZy1aBlrUdDEJDfq9cBymiiOqhnbqeiT3Fw_iRwAGSEJMfoKCReRzLUxWG26qMN8YyWSj4AvTBTD4=&lang=sage&interacts=eJyLjgUAARUAuQ==
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Answers to Selected Exercises

Section 1.1
5b: 1 × 6

5f: 2 × 2

6d:



−1
1
0
−8
−5
−3



6h:


−7 2 1 8
−8 −11 10 −6
9 −1 3 −6
6 −9 3 4
2 −4 10 −7


9: (a) C = matrix(3,2,[-4,-9,13,-11,7,5,

-14,-2,-12,12,8,11]) (b) print(C) (c)
entry = C[3,2] (d) print(entry)

Section 1.2

1c:
[
−2 −12 14 −3
−8 −5 3 −5

]
4: Yes. Explain.

Section 1.3
1f: −23

1g: 15.26

2g:
[

11 6
11 6

]

2k:
[

18 9 3
6 11 −23

]

2m: undefined

3c: 27

3g: 77

3j: −43

4c: 27

4g: 77

4j: −43

5: 2 × 5

8: (a) true (b) true

Section 1.4

1c:
√

109

1h:
√

30.42 ≈ 5.51543289325507

1j: 3
√

15

2c: 2
√

34

2h:
√

6.81 ≈ 2.60959767013998

2j:
√

91

3c: yes

3h: no

3j: yes

4f: k = −14, 6

347
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Section 1.5
1d: C2,2 = det(8)

1f: C2,1 = − det
(

0 1
11 −7

)
2d: 44

2h: 97

2l: 273

4: (a) true (b) false (c) false (d) true (e) false

10: It is not possible to write any row as a linear com-
bination of the other two in any of the remaining
seven blocks.

Section 1.6
1d:

[
1

4π

]
1g:

 1 −
√

2
− 2
√

2
3

5
3


1n:

 1 2 0
−2 6 −3
1 −1 1


1p: Not possible.

1q:


13 −8 5 1
5 0 4 2
6 −3 3 1
3 −1 2 1


Section 1.7
1b: −3

1f: 8

2c: λ2 + 21λ

2e: λ3 − 2λ2 − λ + 2

3b: −2, 3

3f: −1, 0

3j: −2 ± i
√

2

3k: −1, 0, 1

4b: any vector of the form r
[

5
1

]
.

4e: any vector of the form r
[

4
−3 − i

√
3

]
.

4h: any vector of the form r

 1
2
1

.
6: (a) false (b) false (c) true (d) false (e) false (f) true (g)

false

9: The eigenvector is


−1
2
−6
−2

 and the associated eigen-

value is 9.

Section 2.1

1b:

 3 2 −8 9
0 −3 2 10
−7 1 0 −11


1d:

 3 2 −3 −7
−5 1 −2 −8
1 1 1 11


2b:

−14v1 − 15v2 + 8v3 = −8
−13v1 + 2v2 − v3 = 13
15v1 − 9v2 − 6v3 = 12

2d:

10v1 − 9v2 − v3 + 3v4 + 15v5 = 6
−11v1 + 12v2 + 13v3 + 5v4 − 4v5 = −2

5: One solution is v1 = −5, v2 = 4, v3 = 0. It has in-
finitely many more because both v1 and v2 can be
written in terms of v3, and v3 can take any value:

v1 = −5 − 2v3 and v2 = 4 − 3v3

The example solution comes from taking v3 = 0.

6b: Swap rows 2 and 3

6d: Row 2 replaced by row 2 minus 9 row 3

8b:
[

3 −1 1 −7
5 −10 30 −20

]

8d:

 −9 9 −4
5 6 −2
−9 −9 −6


8f:

 −5 1 9 −6
22 −10 −44 29
−8 3 2 2


9d: Swap rows 1 and 3

9e: Scale row 3 by 3
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10b: Replace row 1 by row 1 minus 2 row 2:[
1 0 0
2 3 −2

]
11b: Replace row 2 by row 2 minus 2 row 1:[

1 0 −3
0 3 4

]
14: Each coefficient of the linear combination that gives

the second row of AB is the same multiple of the
corresponding coefficient of the linear combination
that gives the first row of AB, so the second row
must be that multiple of the first row:

(AB)1,: = A1,1B1,: + A1,2B2,: + · · · + A1,nBn,:

(AB)2,: = kA1,1B1,: + kA1,2B2,: + · · · + kA1,nBn,:

= k
(
A1,1B1,: + A1,2B2,: + · · · + A1,nBn,:

)
= k(AB)1,:

Section 2.2
3g: Answers will vary. Any answer where x3 = 4

3 x4 and
x1 = − 3

5 x2 (but not all zero) is correct. For exam-
ple, x1 = −3, x2 = 5, x3 = 4, x4 = 3 is one solution.

4d: x = −6, y = − 21
5

4f: x = 22
5 , y = −24

4j: x1 = − 4
3 , x2 = − 1

3 , x3 = − 8
7

4l: x1 = −92, x2 = −42, x3 = 32, x4 = 77

Section 2.3
1b: (i) yes (ii) consistent (iii) 1

1c: (i) no

1d: (i) yes (ii) inconsistent (iii) 0

1h: (i) yes (ii) consistent (iii) infinitely many

2d: (i) not in reduced row echelon form

2f: (i) in reduced row echelon form

(ii)


v1
v2
v3
v4

 =


4
3
0
2

 + r


9
−1
1
0


3c: (i) yes (ii)

 v1
v2
v3

 = r

 1
− 1

3
1



3d: (i) no

4c:

 v1
v2
v3

 =

 0
0
0


4f:

 v1
v2
v3

 = r

 −1
1
0

 + s

 6
0
1


5b: r

[
1
− 1

2

]
, s

[
1
− 2

3

]
10: (a) yes, yes (b) infinitely many, infinitely many (c) 1,

1 (d) no (e) yes

12: The coefficient matrix will have more columns than
rows, and therefore the system will have at least
one free variable.

13: Yes. For example

3x + 2y = 7
x − 3y = −5

5x − 4y = −3

has solution x = 1, y = 2.

Section 3.1
1e: Answers will vary—examples will be different as

they are creations of individuals, and explana-
tions will be different as they are requested as
informal explanations, likely based on intuition
rather than definition. Let r = 3, s = 2 and

A =

[
−1 2
4 −5

]
. Then (rs)A = (2 · 3)A =

6A =

[
6 · −1 6 · 2
6 · 4 6 · −5

]
=

[
−6 12
24 −30

]
and

r(sA) = 3(2A) = 3
([

2 · −1 2 · 2
2 · 4 2 · −5

])
=

3
[
−2 4
8 −10

]
=

[
3 · −2 3 · 4
3 · 8 3 · −10

]
=[

−6 12
24 −30

]
. The rule is true essentially because

the associative rule for multiplication of real num-
bers applies to each entry.

1i: Answers will vary—examples will be different
as they are creations of individuals, and ex-
planations will be different as they are re-
quested as informal explanations, likely based
on intuition rather than definition. Let A =[

3 −4 −9
7 −6 2

]
and B =

[
1 9 1
4 7 −2

]
. Then

(A + B)T =

([
3 −4 −9
7 −6 2

]
+

[
1 9 1
4 7 −2

])T

=
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[
4 5 −8

11 1 0

]T

=

 4 11
5 1
−8 0

 while AT +

BT =

[
3 −4 −9
7 −6 2

]T

+

[
1 9 1
4 7 −2

]T

= 3 7
−4 −6
−9 2

 +

 1 4
9 7
1 −2

 =

 4 11
5 1
−8 0

. The rule

is true because corresponding entries of A and B are
also corresponding entries of AT and BT . Thus the
two numbers being added to obtain each entry of
the sum is the same on either side of the equation.

5: (a) A−1 =

[
−5 7
3 −4

]
(b) Answers will vary.

(AT )−1 =

[
−5 3
7 −4

]
because the inverse of the

transpose is the transpose of the inverse (theorem 4
claim 8)

16b: Answers will vary. One demonstration relies on
the fact that for any matrix M, M − M = 0 (jus-
tified in an answer on page 77): A + (−A) =

A + (−1 · A) = A − A = 0. Another demonstra-
tion relies on distributivity (theorem 3 claim 2):
A + (−A) = 1 ·A + (−1 ·A) = (1 + (−1))A = 0A = 0.

17: Answers will vary. (B−1A−1)(AB) = ((B−1A−1)A)B =

(B−1(A−1A))B = (B−1I)B = B−1B = I using the
associative property multiple times, the definition
of inverse multiple times, and the definition of the
multiplicative identity once. The second half of the
justification, that (AB)(B−1A−1) = I, can be made
by a similar string of equalities. You are encour-
aged to try it.

Section 3.2

1b:
[

16 −13
−2 −3

]

2c:
[

5 −14
62 −136

]
3b: Z = Y−1X−1B assuming X and Y are invertible

3e: C = 1
2 DT (A−1)T − (B−1)T assuming A and B are in-

vertible

4c: 10r + 14s = −8
−6r − 3s = 9

5d: M =

 14 −17
2 0
9 −2

; v =

[
v1
v2

]
; b =

 −11
−4
−8


6d:

[
11 12 −9

]

7d: The product has no third row

8d:
[
−14
12

]

9d:
[

16
−9

]

Section 3.3
8: linearly independent

12: (a) must have 3 pivots:


1 0 0
0 1 0
0 0 1
0 0 0

 (b) must have

2,1, or 0 pivots:


1 0 ?
0 1 ?
0 0 0
0 0 0

,


1 ? 0
0 0 1
0 0 0
0 0 0

,
1 0 0
0 0 0
0 0 0
0 0 0

,


0 0 1
0 0 0
0 0 0
0 0 0

,


0 1 0
0 0 0
0 0 0
0 0 0

,
0 0 0
0 0 0
0 0 0
0 0 0


15b: x , − 8

7

15d: x , 26
3

16b: x = 10
7

16d: x = −8

22b: (i) 7R:,1 + 9R:,2 = 0 (ii) 7


−9
0
0
0

 + 9


7
0
0
0

 =


0
0
0
0

 (iii) 7


180
−108
−72
−189

+9


−140

84
56

147

 =


1260
−756
−504
−1323

+


−1260

756
504
1323

 =


0
0
0
0


23b: (i) columns 1 and 3 are linearly independent; and

columns 2 and 4 are linearly independent. (ii)
columns 1 and 3 are not multiples of one an-
other and therefore are linearly independent; and
columns 2 and 4 are not multiples of one an-
other and therefore are linearly independent. (iii)
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columns 1 and 3 are not multiples of one an-
other and therefore are linearly independent; and
columns 2 and 4 are not multiples of one another
and therefore are linearly independent.

Section 3.4

1d: (i) no (ii) yes (iii) one (iv) one

2c: (i) 9 (ii) yes (iii) no (iv) infinitely many (v) infinitely
many

3c: (ii) no (iii) no (iv) infinitely many (v) infinitely many

7: 5

10: (a) must have three pivots: 1 0 0 ?
0 1 0 ?
0 0 1 ?

,
 1 0 ? 0

0 1 ? 0
0 0 0 1

, 1 ? 0 0
0 0 1 0
0 0 0 1

,
 0 1 0 0

0 0 1 0
0 0 0 1


(b) must have 2,1, or 0 pivots: 1 0 ? ?

0 1 ? ?
0 0 0 0

,
 1 ? 0 ?

0 0 1 ?
0 0 0 0

, 1 ? ? 0
0 0 0 1
0 0 0 0

,
 0 1 0 ?

0 0 1 ?
0 0 0 0

, 0 1 ? 0
0 0 0 1
0 0 0 0

,
 0 0 1 0

0 0 0 1
0 0 0 0

, 1 ? ? ?
0 0 0 0
0 0 0 0

,
 0 1 ? ?

0 0 0 0
0 0 0 0

, 0 0 1 ?
0 0 0 0
0 0 0 0

,
 0 0 0 1

0 0 0 0
0 0 0 0

, 0 0 0 0
0 0 0 0
0 0 0 0


12b: 82

14b: x , − 8
7 ; same as section 3.3 exercise 15b

14d: x , 26
3 ; same as section 3.3 exercise 15d

15b: x = 10
7 ; same as section 3.3 exercise 16b

15d: x = −8; same as section 3.3 exercise 16d

Section 3.5
5: (a) −38 (b) 19 (c) 38 (d) −190

8: 2

11: 1
3 · 7

n

14: − 1
2

Section 3.6
11: Theorem 7 part (ix) if false for G so part (v) is also

false, from which we conclude Gv = b has in-
finitely many solutions (in addition to the trivial so-
lution).

13: Theorem 7 part (xiii) is true for M so part (i) is as
well, from which we conclude that the columns of
M are linearly independent. Since the rows of MT

are the same as the columns of M, the rows of MT

are linearly independent.

15: Theorem 7 part (x) is false for B so (a) its columns
are linearly dependent [by theorem 7 part (i)] (b)
Bv = 0 has infinitely many solutions [by theorem 7
part (v)] (c) there is no matrix A such that AB = I
[by theorem 7 part (xi)]

17: (a) false (b) false (c) false (d) false (e) true (f) false
(g) true

Section 3.7
8: (a) No. A need not be square (it may be 2 × 3

for example) and therefore not invertible. (b)
Yes. det(AAT ) = (det A)(det AT ) = (det A)2 =

det
(

2 1
1 3

)
= 5 so det A =

√
5 , 0.

10: No. By theorem 7 M − cI must be invertible and
therefore det(M − cI) , 0.

11c: A − λI =

[
3 + i

√
3 4

−3 −3 + i
√

3

]
reduces to[

3 + i
√

3 4
0 0

]
so an eigenvector v must satisfy

v2 = − 3+i
√

3
4 v1. In parametric vector form,[

v1
v2

]
=

[
v1

− 3+i
√

3
4 v1

]
= v1

[
1

− 3+i
√

3
4

]
.

Using generic free variables (and multiplying by
−4):

v = r
[
−4

3 + i
√

3

]



352 Answers to Selected Exercises

11e: A − λI =

 −12 9 18
12 −9 −18
12 −9 −18

 reduces to −4 3 6
0 0 0
0 0 0

 so an eigenvector v must satisfy

v1 = 3
4 v2 + 3

2 v3. In parametric vector form, v1
v2
v3

 =


3
4 v2 + 3

2 v3
v2
v3

 = v2


3
4
1
0

 + v3


3
2
0
1

 .
Using generic free variables (and scaling to elimi-
nate fractions):

v = r

 3
4
0

 + s

 3
0
2



11g: A − λI =


−45 −51 −24 −60
15 17 18 0
15 17 8 20
−30 −34 −16 −40

 reduces to


15 17 0 36
0 0 1 −2
0 0 0 0
0 0 0 0

 so an eigenvector v must sat-

isfy v1 = − 17
15 v2 −

36
15 v4, v3 = 2v4. In parametric

vector form,
v1
v2
v3
v4

 =


− 17

15 v2 −
36
15 v4

v2
2v4
v4


= v2


− 17

15
1
0
0

 + v4


− 36

15
0
2
1

 .
Using generic free variables (and scaling to elimi-
nate fractions):

v = r


−17
15
0
0

 + s


−36

0
30
15


Section 4.1

4d: The line passing through
[

0
0

]
and

[
−1
3

]
4i: The xy-plane

5a: The set of all sequences whose terms are all equal
except possibly the third, which is twice the others

5d: All constant functions (those whose graphs are hori-
zontal lines)

12c: No

12f: Yes

14a: Yes

14f: Yes

15c: Yes

21: Yes

16c: No

17a: S ∪ {v} =

{[
2
2

]
,

[
−1
3

]
,

[
−4
4

]}
and −1

[
2
2

]
+

2
[
−1
3

]
− 1

[
−4
4

]
=

[
0
0

]
17d: S ∪ {v} =

{
1, t, t2, 5t2 − 9t + 5

}
and −5(1) + 9(t) −

5(t2) + 1(5t2 − 9t + 5) = 0

21: line 1: u2 +v = v for any vector v (including u1); line
2: commutativity of addition (vector space defini-
tion property 2); line 3: u1 + v = v for any vector v
(including u2)

Section 4.2
1b: 5

1f: 6

2c: it is not linearly independent

3e: it is not a subset of P3(R).

4b: (i) P2(R) (ii) one answer is{
9 − 4t + 7t2,−20 + 8t + 17t2

}
(but answers will vary since any two vectors from
the set will do)

5b:
{
−20 + 8t + 17t2,−11 + 4t + 24t2

}
(but answers will

vary since any two vectors from the set will do, and
it has to be different from exercise 4b); yes, this
subset is a basis for the span

6e: 2

6f: 2

8: {b1,b2,b3,b4}must be linearly independent. If it were
linearly dependent, we would be able to eliminate
one or more of the vectors without affecting the
span, resulting in a linearly independent spanning
set (basis) with fewer than four elements.
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9: {b1,b2,b3,b4} must be spanning. If it were not, there
would be a vector, call it b5, that could not be writ-
ten as a linear combination of b1 through b4, result-
ing in a linearly independent set, {b1,b2,b3,b4,b5},
in R4, contradicting theorem 9.

12d: yes—the determinant of the given matrix is nonzero

12f: no—there are more than four columns

13d: yes–the matrix can be reduced to the (6×6) identity
matrix

Section 4.3
1b: yes

1d: no

1f: yes

2b: yes

2d: no

2f: yes

11a:
[

3
−1

]
11b:

[
3
−1

]

12d:

 114
−65
−104


13b: Answers will vary. Any counterexample to (vio-

lation of) the two properties of a linear transforma-
tion will do. For example, f (1+1) = ln(1+1) = ln 2
but f (1)+ f (1) = ln 1+ln 1 = 0. f does not preserve
addition.

14d: We must demonstrate that the two properties of lin-
ear transformations hold.

1.

T


 x1

y1
z1

 +

 x2
y2
z2




=

 4
−1
−5


T 

 x1
y1
z1

 +

 x2
y2
z2




=

 4
−1
−5


T  x1

y1
z1

 +

 4
−1
−5


T  x2

y2
z2


= T


 x1

y1
z1


 + T


 x2

y2
z2




2.

T

c
 x

y
z


 =

 4
−1
−5


T c

 x
y
z




= c

 4
−1
−5


T  x

y
z


= cT


 x

y
z




15b: We must demonstrate that the two properties of lin-
ear transformations hold.

1.

L
(
(a1x2 + b1x + c1) + (a2x2 + b2x + c2)

)
= L

(
(a1 + a2)x2 + (b1 + b2)x + (c1 + c2)

)
= 6(a1 + a2)x + 3(b1 + b2)
= 6a1x + 6a2x + 3b1 + 3b2

= (6a1x + 3b1) + (6a2x + 3b2)

= L(a1x2 + b1x + c1) + L(a2x2 + b2x + c2)

2.

L
(
k(ax2 + bx + c)

)
= L(kax2 + kbx + kc)

= 6kax + 3kb

= k(6ax + 3b)

= kL(ax2 + bx + c)

18b: T
([

6
−3

])
= T

(
3
[

2
−1

])
= 3T

([
2
−1

])
= −9

−15
3


18d: T

([
−3
5

])
= T

([
−1
4

]
−

[
2
−1

])
= T

([
−1
4

])
−

T
([

2
−1

])
=

 1
10
3


19a: T


 4

0
−8


 = T

−2

 −2
0
4


 = −2T


 −2

0
4


 =[

6
10

]
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19c: T


 1
−4
7


 = T


 5
−4
−1

 + 2

 −2
0
4


 =

T


 5
−4
−1


 + T

2
 −2

0
4


 = T


 5
−4
−1


 +

2T


 −2

0
4


 =

[
−5
1

]
+ 2

[
−3
−5

]
=

[
−11
−9

]

20: M =

 −2 −1
− 15

7
5
7

8
7

9
7


Section 4.4

1a:
[

1 0
− 1

2 1

]

1c:
[

3 0
0 1

]

3d:
[ 28

9
14
3

0 28
9

]

3f:
[

1 0
2 0

]

3g:
[ 17

6
12.92

6
0 1

]
4d: yes

5d:

 −79 132
117 98
38 −77


6b:

[
1 1.62
0 1

][
1 0
0 11

7

]

6d:
[

1 1.27
0 1

][
1 0
0 −1

]

6f:
[
−1 0
0 1

][
1 0
0 2

3

][ 2
3 0
0 1

]

7c:


42 −641 −135
−1 8 2
−12 258 52
−24 282 62


7e:

[
−172 23 33 151
−1 2 −2 15

]

10: M =

[
−1 0
0 −1

]

13c:
[
−1 0
0 −1

]

14b:
[

0 0
−
√

2
2

√
2

2

]

Section 4.5
10e: (i) Yes. (ii) Yes. (iii) Yes.

12b: h
([

r1 r2 · · · rn

])
= 〈r1, r2, . . . , rn〉

12d: p
(
r1I:,1 + r2I:,2 + · · · + rnI:,n

)
= (r1, r2, . . . , rn)

13a: By definition, TM : Rn → Rm is one-to-one pre-
cisely when

Mv = b

has at most one solution for each b in Rm (they are
equivalent). Since the latter is one of the statements
of the theorem, “TM : Rn → Rm is one-to-one” may
be added as yet another equivalent statement.

13c: By definition, TM : Rn → Rm is one-to-one pre-
cisely when

Mv = b

has at most one solution for each b in Rm (they are
equivalent). By definition, TM : Rn → Rm is onto
precisely when

Mv = b

has at least one solution for each b in Rm (they are
equivalent). Since the latter halves of each of these
statements appear in the theorem, the properties
“TM : Rn → Rm is one-to-one” and “TM : Rn →

Rm is onto” may be added as additional equivalent
statements.

13e: Let f ⊆ V × W be an isomorphism. By definition,
f is one-to-one and onto. Therefore the equation
f (a) = b has at most one solution for each b (by
definition of one-to-one) and has at least one solu-
tion for each b (by definition of onto). Since the
number of solutions is both less than or equal to
one and greater than or equal to one, it must be ex-
actly one (for each b). Hence each element b of W
has exactly one preimage a in V . In other words,
the relation f −1 ⊆ W × V contains exactly one ele-
ment (b, a) for each b in W. Therefore the domain
of f −1 is W and f −1 is a one-to-one function. That
f −1 is onto follows from the fact that f is a function
(there is a pair (a, b) in f for every element a of the
domain V so there is a pair (b, a) in f −1 for every
element a of V). Since f −1 is a one-to-one and onto
function, it is an isomorphism.
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Section 4.6
2c: 135

2f: 113

3a: 1934

3d:
√

34

4b:
1
π

(
π + 20

ln(10 − π)
ln 10

)
= 1 +

20
π

log(10 − π)

4d:
√

2
2

5a: −50

5d:
√

140

6d:
√

85

7d:
√

290

8a:
1
2

9d: 2
√

142

14a: All scalar multiples of
[

5
−2

]
14c: All functions whose integral over [0, 1] is zero. In

other words any function whose graph has an area
above the x-axis equal to the area below the x-axis
over the interval [0, 1].

16b:
11
3

16d: 2

18: HINT: It fails to satisfy inner product property 2.
Can you show this?

Section 5.1
1e: yes

1f: no

2e: Answers may vary. One solution is{[
2
4

]
,

[
−6
−14

]}
.

2f: Answers may vary. One solution is
{[

10
−40

]}
.

3e: {} (the empty set, whose span is {0})

3f: Answers may vary. One solution is
{[
−3
5

]}
.

4f: (i) yes (ii) Answers may vary. One solution is

−12
−36
24
60

 ,


6
15
−9
−30

 ,


11
33
−11
−33


 (iii) Answers may

vary. One solution is




3
−16

6
0




4h: (i) yes (ii) Answers may vary. One solution

is




−12
−36
24
−24
36

 ,

−8
−20
24
−8
32

 ,


8
16
24
−16
−72

 ,

−48
−132
156
−84
132




(iii) {}

(the empty set, whose span is {0})

4j: (i) yes (ii) Any five linearly independent vectors in
R5 will do. For example, the columns of M or the
standard basis. (iii) {} (the empty set, whose span
is {0})

6d: (i) b = − 1
7 M:,2 (ii) v =


0
− 1

7
0
0

 + r


0
−4
7
0


13: Columns 1,3, and 5 are linearly independent. Yes,

there are other such sets.

15d: 1

18: 1

Section 5.2

5b: v =

 3
−4
5


B

6d: v =

 1
1
4


B

7f: v = [12]B

9: (a) v =

[
2
−1

]
B

(b) v =

[
−3
−2

]
B

11: (a) v =

 1
2
−1


B

(b) v =

 −2
1
3


B

(c) v =

 −1
2
1


B
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15: [B]E =

[
6 −5
3 −8

]
(a) [B]−1

E

[
17
14

]
=

[
2
−1

]
(b)

[B]−1
E

[
−8
7

]
=

[
−3
−2

]
B

; The coordinates are the

same as those in question 9.

17: [B]E =

 −4 9 −3
7 4 5
3 3 4


(a) [B]−1

E

 17
10
5

 =

 1
2
−1


(b) [B]−1

E

 8
5
9

 =

 −2
1
3


B

(c) [B]−1
E

 19
6
7

 =

 −1
2
1


B

; The coordinates are

the same as those in question 11.

21: [B]C =

[
− 4

5
3
2

11
15 1

]

23: [B]C =

 −
1
2 − 155

136
7
68

1
2 − 43

136 − 45
68

0 − 38
17 − 23

17

 as produced by the

code at 139.

27: (a) v =

[ 3
19
58
57

]
B

(b) v =

[ 7
5
17
15

]
C

(c)
[
− 4

5
3
2

11
15 1

] [ 3
19
58
57

]
=

[ 7
5
17
15

]
which is [v]C as

expected

29: As produced by the code at 140,

(a) v =


55
49
− 9

49
17
49


B

(b) v =

 −
43
136
53
136
− 1

17


C

(c)

 −
1
2 − 155

136
7

68
1
2 − 43

136 − 45
68

0 − 38
17 − 23

17




55
49
− 9

49
17
49

 =

 −
43
136
53
136
− 1

17

 which is

[v]C as expected

Section 5.3
1e: yes

1f: no.
[

1
√

35
3
√

35
− 3
√

35
4
√

35

]
2e: S is orthogonal

2i: S is not orthogonal (Orthogonal sets of nonzero vec-
tors are linearly independent, but this set is neces-
sarily linearly dependent having four vectors from
R3.)

3e: S is not orthogonal

3g: S is not orthogonal

3i: S is not orthogonal (Orthogonal sets of nonzero vec-
tors are linearly independent, but this set is neces-
sarily linearly dependent having four vectors from
R3.)

5d: 4t2 − 8t + 3 is not orthogonal to t2 − 2t.

6c:
[

0
0

]

6e:
[
− 4

25
3

25

]

7a:

7c:

7e:

https://sagecell.sagemath.org/?z=eJytjs0KglAQhfeC7zDYRmEU9WoK0cq1TyAt_JlMSK9dr9XjNxmU0LKYzcd3DofZQCb78UyaQJ8IatkwSCiH6UZqUZeZJt3JwTONDPbQl1p1d1ugwMLHFEO-LboxY4pucnBMowq4d6VaS2UXEef-YsOVdRNMMFq0WOuUZ-OnztlmXjm3PQ3argJWo-oYc2cHL7IUNXNNE_9rfWJPKTpy6137Hgv_OSZ-GHsALfpvpQ==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJyFkFFvgyAUhd-b9D-Q7gWWi4qImi17gZ9hTGMs3UyqdIhuP3_AFrc0TfZ2-O7hHC4PSJnxetFOI_emUW9OXhjUTfOHthG9L3p2g5mS_U6iFzR2zg6fmAOHpgBaAa0hh8ofMyhAtGS_Uze2DIIlhxKo8LL2t4Jt9bZV985Y3HA_ZhGGDpl0y-uoJ4dXj652CEqSZ_QtD1afll7P_qGHP_PEWn3GZLOFtPAUdS9N_ZOm7qTJ28UoS3OgTIiU8RKqtKwhkoJHQAsRUAaU1ynzP5V7Hlf_aW5ke1ToETVre5RPv-1bBwMZ5ttuSW8uyzhhTgj5Ai-JerE=&lang=sage&interacts=eJyLjgUAARUAuQ==
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8a: projuv =
[

3 1
]T

-2-2 -1-1 11 22 33 44 55 66 77

-1-1

11

22

33

44

55

00

ff

8c: projuv =
[
−2 −3

]T

-6-6 -5-5 -4-4 -3-3 -2-2 -1-1 11 22 33

-5-5

-4-4

-3-3

-2-2

-1-1

11

00
ff

9a: projuv =
[
−4.7 −3

]T

-7-7 -6-6 -5-5 -4-4 -3-3 -2-2 -1-1 11 22

-5-5

-4-4

-3-3

-2-2

-1-1

11

00

9c: projuv =
[

2 4
]T

-2-2 -1-1 11 22 33 44 55 66 77

-1-1

11

22

33

44

55

00

11b: v =

[
− 61

29
22
29

]
12c: Answers may vary. One answer is{[

8
−9

]
,

[
9
8

]}
. Multiples of these vectors also

suffice, for example. Actually, any orthogonal set
of two vectors, such as the standard basis, will do
since the span of the given set is R2.

12e: Answers may vary. One answer is
 −1

2
1

 ,
 3

0
3


. Multiples of these vectors also

suffice, for example.

12g: Answers may vary. One answer is
 2

1
4

 ,
 1

2
−1

 ,
 9
−6
−3


. Multiples of these vec-

tors also suffice, for example. Actually, any or-
thogonal set of two vectors, such as the standard
basis, will do since the span of the given set is R3.

12i: Answers may vary. One answer is

−2
−4
7
3

 ,


35
109
53
45

 ,


685
−377
−369
815

 ,


29174
−7042
13581
−21629


 as

shown at 141. Multiples of these
vectors also suffice, for example. Actually, any
orthogonal set of two vectors, such as the standard
basis, will do since the span of the given set is R4.

13c: As shown at 142,


2
√

21
1
√

21
4
√

21

 ,


1
√

6
2
√

6
− 1
√

6

 ,


3
√

14
− 2
√

14
− 1
√

14




14a: yes; R2

14c: yes; R2

14e: no

14g: yes; R3

14i: yes; R4

15a:


 1

√
2

− 1
√

2

 ,  − 1
√

2
− 1
√

2




15c:


 8

√
145

− 9
√

145

 ,  9
√

145
8
√

145




15e:



− 1
√

6
2
√

6
1
√

6

 ,


1
√

2
0
1
√

2




15g:




2
√

21
1
√

21
4
√

21

 ,


1
√

6
2
√

6
− 1
√

6

 ,


3
√

14
− 2
√

14
− 1
√

14




https://sagecell.sagemath.org/?z=eJx1k01P4zAQhu9I_IdRuTSVK9YeCyiIExJXuKM9RKlpQ0NcJQ4W_35nhsZxtuJg2Xqf-R75Cp7857FxwUHYO6j81l1eDBoe4ctVwXfLt7VRa6tuFf4tiJiMaIVKKy06Zjo5GLVRGwF2BlhfWwZX8NrVbYBd_eXak0V_eXFkcbngChZq0MWkGFFMpqAomClWFFs8wI9CKHIvg2Yb_xG1NLAczCrq4noZNd90yI4B0TWMhlzjU9lUQ1PSdCJC2W4hWti7zqVwKOHwLJxgM2HD2PBNh7IxIJqypSf5pOBWvO1vwRP-L7hgnDAyRr7pUG4GRFNuO-VOT3Ln_l-GcBwCdK4fmjCtJ8p6YraeKOuJ2XqirCdm64mynmhJkdnuXXUA34W93_m2bOrwPZqmBS7EqG53c7v7RZHXsvUBTgXo1ayGE8OR4TmzI7OzbjI_M_czuZ-Z-2HOcJV6ffYd9OXBgX-Xf1a2fXQdHNy3YtxXZeO29PuOtetPNr0bfwWUHXk0vc-GcH8-Ks4xj52NKdsVbvIZGfyTt3ej8Y7L_gdaAysS&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJyFkEFPhDAUhO-b7H94YS9AINpXvWg87Q_Qu_FA2AZQlmJpt_HfW96WUtTEAwn5ZngzzAGO8jz2QgvQrYBansR-Zxg8wUXUWqr0FQtW3L1ljmJES-ZweU-cR5zdFlgQPsCL6gYNTXcRg9en_W6cYZrMEUlhWLYSJIIR4UR49ghX4iQ7VzPsZvpUOjUs9xfku2XULzWYW5a5x3ln4GgJi8Ezi9fvrfMiVT1WfW36yq1gObRCiXCU01EejhLGFaPD890ZOBqywqvzetlyH-s-4xT7bPRoNCgxmV6v41gax0bjWBrHRuNYGofu0A-0ov4AqXQrGzlUfae_FmuYLyFTNzRb30OSxcknqcHHsXyT6DW-aHzTL9Iw_9FrkOr8X6fg-asPWzLZ70xcMrfrRH1o72_xhNYV&lang=sage&interacts=eJyLjgUAARUAuQ==
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15i:




− 2
√

78
− 4
√

78
7
√

78
3
√

78

 ,


35
2
√

4485
109

2
√

4485
53

2
√

4485
45

2
√

4485

 ,


685
6
√

39215
− 377

6
√

39215
− 123

2
√

39215
815

6
√

39215

 ,
58

3
√

682
− 14

3
√

682
9
√

682
− 43

3
√

682




16e: S is orthogonal as-is. Normalized:


6
√

46
− 1
√

46
3
√

46

 ,

− 4
√

122
− 9
√

122
5
√

122




16g: S is orthogonal as-is. Normalized:


2
√

29
3
√

29
4
√

29

 ,

− 1
√

165
− 10
√

165
8
√

165

 ,


64
√

4785
− 20
√

4785
− 17
√

4785




[Technically, any orthogonal set of at least 3 vec-
tors will suffice since any such set spans R3. We
have not been asked to use the orthogonalization
procedure.]

16i: Following the orthogonalization process leads to
 −7

0
9

 ,
 9

8
7

 ,
 288
−520
224

 ,
 0

0
0


 .

[Technically, any orthogonal set of at least 3 vec-
tors will suffice since any such set spans R3. We
have not been asked to use the orthogonaliza-
tion procedure.] The zero vector cannot be nor-
malized so must not be included in the orthonormal
set. Normalizing the other three vectors:


− 7
√

130
0
9
√

130

 ,


9
√

194
8
√

194
7
√

194

 ,


36
√

6305
− 65
√

6305
28
√

6305


 .

[Technically, any orthonormal set of 3 vectors,
such as the standard basis, will suffice since any
such set spans R3. We have not been asked to
use the orthogonalization procedure.]

17e: Orthogonalized:


 6
−1
3

 ,
 −19
−21

8


;

Orthonormalized:




6
√

65
− 1
√

65
3
√

65

 ,

− 19
√

1435
− 21
√

1435
8

√
1435




17g: Orthogonalized:


 2

3
4

 ,
 −69
−401
212

 ,
 192
−30
−17


;

Orthonormalized:


2
√

70
3
√

70
4
√

70

 ,

− 69
√

461195
− 401
√

461195
212

√
461195

 ,


192
√

39531
− 30
√

39531
− 17
√

39531




17i: Orthogonalized:
 −7

0
9

 ,
 1755

1168
455

 ,
 216
−195

56

 ,
 0

0
0


;

Orthonormalized:

− 7

2
√

73
0
9

2
√

73

 ,


1755
2
√

1607387
584

√
1607387

455
2
√

1607387

 ,


216
√

132114
− 195
√

132114
56

√
132114




20:
{
1, t − 1, t2 − 2t + 1

3

}
Section 5.4

1c: Answers may vary. P =

[
1 1
0 1

]
; P−1MP =[

1 0
0 −1

]

1e: Answers may vary. P =

 0 4 0
−1 1 −1
2 3 1

; P−1MP = −8 0 0
0 −20 0
0 0 −16


1i: Answers may vary. P =


0 1 3 2
3 3 1 −3
−2 −2 −2 0
1 −2 −1 1

;

P−1MP =


7 0 0 0
0 21 0 0
0 0 −7 0
0 0 0 −7


2c: −1, 1

2e: −20,−16,−8

2i: −7, 7, 21

3a: no

3h: no

4d: k = 0

5d: Answers will vary. P =

[
1 4
1 5

]
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10c: Answers will vary. P =

 a b c
d e f
g h i

 where

a = −
25698
97469

r1 +
319807
97469

r2 −
50820
97469

r3

b = −
16879

389876
r1 +

1996453
389876

r2 −
317321
389876

r3

c = r1

d =
326995
389876

r1 −
319057801

389876
r2 +

50321237
389876

r3

e =
13066
97469

r1 −
12604743

97469
r2 +

1988259
97469

r3

f = −
1244091
389876

r1 +
1215417989

389876
r2

−
191691365

389876
r3

g = r3

h = r2

i = −
41

389876
r1 +

1106915
389876

r2 −
1659967
389876

r3

11a: 2

11c: 3

12b: Reflection across the line y = 1
2 x parallel to the y-

axis.

12c: Scaling by a factor of 2 in the direction of
[

cosα
sinα

]
and by a factor of 3 in the direction of

[
− sinα
cosα

]
.

13d: M7 =

[
1 1
−7 1

] [ 6
5 0
0 4

5

]7
1
8

[
1 −1
7 1

]

= 1
8


(

6
5

)7
+ 7

(
4
5

)7
−

(
6
5

)7
+

(
4
5

)7

−7
(

6
5

)7
+ 7

(
4
5

)7
7
(

6
5

)7
+

(
4
5

)7


Section 6.1

1a: Answers may vary. One solution is L =

[
1 0
−3 1

]
;

U =

[
3 5
0 1

]

1c: Answers may vary. One solution is L =

[
1 0
− 5

2
1
2

]
;

U =

[
−2 −6
0 40

]

1g: Answers may vary. One solution is L = −5 0 0
−4 −21 0
1 −6 1

; U =

 5 −2
0 1
0 0


1i: Answers may vary. One solution is L = 1 0 0

−1 1 0
3
2 − 3

2
1
2

; U =

 −6 8 4
0 12 0
0 0 −12


2a: Answers may vary. One solution is P =

[
0 1
1 0

]
;

L =

[
1 0
−4 1

]
; U =

[
1 7
0 25

]
2e: Answers may vary. One solution is P = 0 1 0

1 0 0
0 0 1

; L =

 1 0 0
8 1 0

12 −2 1

; U = −1 2 0
0 6 −4
0 0 −7


3a: det M = 3 · 1 · 1 · 1 = 3

3c: det M = 1 · 1
2 · −2 · 40 = −40

3g: M is not square so has no determinant

3i: det M = 1 · 1 · 1
2 · −6 · 12 · −12 = 432

4a: det M = −1 · 1 · 1 · 1 · 25 = −25

4e: det M = −1 · 1 · 1 · 1 · −1 · 6 · −7 = −42

5a: L =

[
1 0
−3 1

]
; U =

[
3 5
0 1

]

5c: L =

[
1 0
− 5

2 1

]
; U =

[
−2 −6
0 20

]

5g: L =

 1 0 0
4
5 1 0
− 1

5
2
7 1

; U =

 −25 10
0 −21
0 0


5i: L =

 1 0 0
−1 1 0

3
2 − 3

2 1

; U =

 −6 8 4
0 12 0
0 0 −6


6a: L =

[
3 0
−9 1

]
; U =

[
1 5

3
0 1

]

6c: L =

[
−2 0
5 20

]
; U =

[
1 3
0 1

]

6e:
[

4 0
1 −36

] [
1 6 6
0 1 1

6

]

6g: L =

 −25 0 0
−20 −21 0

5 −6 1

; U =

 1 − 2
5

0 1
0 0


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6i: L =

 −6 0 0
6 12 0
−9 −18 −6

; U =

 1 − 8
6 − 4

6
0 1 0
0 0 1


7b: v =

[
2
−13

]

7f: v =

 2
1
−2


9b: M−1 =

[
− 1

15 − 1
30

2
3 − 1

6

]

9d: M−1 =

 −
4
3 − 2

3
1
2

1
7 0 1

14
−3 −1 1

2


9f: M−1 =

 −
33
2 − 15

2 1
− 2

7 − 1
7 0

−8 − 7
2

1
2


Section 6.2
1d: 7

1f: −6

1h: −24

2d: no

2f: no

3c: Answers may vary. One answer is 3.996,
[

16381
8191

]
3e: Answers may vary. One answer is

83.06,

 10654688
16132160
−10084800


4c: v8 through v11 are[

1
0

]
,

[
17
−8

]
,

[
49
0

]
,

[
833
−392

]

giving two rather different directions,
[

1
0

]
and[

2.125
−1

]
, so it seems the method will not con-

verge.

4e: v8 through v11 are 1
1
1

 ,
 −11
−14
−13

 ,
 81

81
81

 ,
 −891
−1134
−1053



giving two rather different directions,

 1
1
1

 and 11
14
13

, so it seems the method will not converge.

4g: v10 =

 −53291821
63954728
−13570337

 and v11 =

 3533661079
−4085829332

896471030

,
both pointing in approximately the direction 1
−1.2
0.25

, so it seems the method will converge.

5c: 4,
[

1
1
2

]

5e: 110,


1
3
2
3
−1


6b: (i) −12 (ii) 2 (iii) yes,

[
−.39 .8 −.98 1

]T

(iv) Answers may vary. With v0 =[
8 −3 2 −7

]T
yes, it produces the same

eigenvector as before.

7b: yes, it works

8: (a) 390 is the dominant eigenvalue of M (b) the
eigenvector corresponding with eigenvalue 390 is[

1 1 1 1
]T

(c) the power method will work

10a: eigenvalues 33 and 11. It seemed the method would
converge, and this is because M has a dominant
eigenvalue.

10c: eigenvalues 7 and −7. It seemed the method would
not converge, and this is because M does not have
a dominant eigenvalue.

10e: eigenvalues 9 and −9. It seemed the method would
not converge, and this is because M does not have
a dominant eigenvalue.

10g: eigenvalues −39,−52, and −65. It seemed the
method would converge, and this is because M has
a dominant eigenvalue.
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Section 6.3
4: 2

5: 1 and 2

9b:

-0.5-0.5 0.50.5 11 1.51.5

0.50.5

11

1.51.5

00

11c: Answers may vary. One solution is P =

[
3 −8
0 9

]
11f: Answers may vary. One solution is P = 2 0 0

4 6 0
−1 −5 1


Section 6.4
1d: 53

75 v

1f: 102
269 v

1h: − 47
315 v

2d: 11

2f:
√

10819
130 ≈ 9.123

2h:
√

1745
201 ≈ 2.946

3a:
[
− 65

34
39
34

]

3c:

 −
106
29
0

265
29


3g:


613
51
665
153
− 1147

153
838
153


4d:


− 101217

19274
− 79991

19274
45753
9637
− 22176

9637



4f:


6

10
0
1


5d: no

6d:  7
7

12

 =

 −
17
194
54
97
− 47

194

 +


1375
194
625
97

2375
194


where

 −
17

194
54
97
− 47

194

 is in W and


1375
194
625
97

2375
194

 is in W⊥.

7c: The system is consistent: x
y
z

 = 1
1129

 −661
−337
130


7e: The system is consistent: x

y
z

 =

 −2
3
0

 + r

 5
−2
1


7g: The system is inconsistent. The best approxima-

tion of b =

 10
4
9

 as a linear combination of the

columns of the coefficient matrix is


7045
679

6605
1358
10845
1358

. One

particular linear combination (best approximation
to a solution) is x = − 935

679 , y = − 285
194 , z = 0. An-

swers may vary. There are infinitely many others.

8d:


 114

7
61




10: See the solution of exercise 3e for a hint.

12: See the solution of exercise 8b for a hint.

15a: − 187
274

(
−6x2 + 2x − 1

)
15c: − 31

131

(
11x2 + 3x − 1

)
+ 503

979

(
−4x3 + 8x2 + 17x − 28

)
= − 2012

979 x3 + 193305
128249 x2 + 1029134

128249 x − 1814655
128249

15e: − 159
163

(
5x2 − 11x + 14

)
+ 124

121

(
4x2 − 12x − 5

)
= − 15347

19723 x2 − 30915
19723 x − 370406

19723

16b: 73
50

(
−3x2 + 3x − 1

)
− 859

3382

(
−14x3 + 9x2 − 3x + 25

)
= 6013

1691 x3 − 281802
42275 x2 + 217377

42275 x − 330159
42275
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17a: no

18a: w = projWp = 520
857

(
7x3 + 8x2 − 8x − 1

)
= 3640

857 x3 + 4160
857 x2 − 4160

857 x − 520
857

w⊥ = p − w⊥ = 645
857 x3 − 5017

857 x2 + 6731
857 x + 2234

857

19b:
{
13 − 6x + 9x2 − 6x3, −3 + x − 3x2 + 2x3

}

Section 7.1

1b: nonlinear

1d: linear

1f: linear

1h: linear

2a: The general shape of the graph is parabolic, so one
might try a model of the form f (x) = β0+β1x+β2x2

2c: The general shape of the graph is logarithmic, so one
might try a model of the form f (x) = β0 + β1 ln x

2e: The general shape of the graph is exponential, so one
might try a model of the form f (x) = β0 +β1

(√
2
)x

.
See question 6 for further discussion.

3b: g(x) ≈ 2.90418 + 6.06618x

3f: `(x) ≈
50.3321176x

1 + et

4b: g(x) ≈ 2.90418 + 6.06618x

4f: `(x) ≈
50.3321176x

1 + et

5b: ‖Mv̂ − b‖2 ≈ 114.654

5f: ‖Mv̂ − b‖2 ≈ 13786.1

6: (a)

t .6203 1.062 1.625 2.158
ln y 3.524 3.081 2.911 2.684

t 3.147 8.259 8.931 9.519
ln y 2.293 1.036 1.106 .7467

(b) f (t) = 3.314 − 0.2662t (c) a ≈ 27.49
(d) y(t) = 27.49e−0.2662t

-1-1 11 22 33 44 55 66 77 88 99 1010

55

1010

1515

2020

2525

3030

00

Section 7.2
1d: no

1f: yes

2b: 143

(i) M2 =

[
0.803971 0.175122
0.196029 0.824878

]
and M3 =[

0.208450997 0.707128254
0.791549003 0.292871746

]
(ii) 0.947,

0.196029, 0.791549003 (iii) 1
2 0.791549003 +

1
2 0.292871746 = 0.5422103745 (iv) v1 =[

0.328171
0.671829

]
, v2 =

[
0.585760397
0.414239603

]
, v3 =[

0.381492005179
0.618507994821

]
(v) 0.618507994821

2e: 144

(i) M2 =

 0.2015 0.281044 0.268564
0.52332 0.484799 0.54607

0.275172 0.234157 0.185366

,
M3 =

 0.261059 0.252708 0.264622
0.529767 0.498964 0.508049
0.209172 0.248326 0.227327

 (ii)

0.21, 0.52332, 0.52976784 (iii) 1
3 0.5297678 +

1
3 0.49896412 + 1

3 0.5080499 = 0.512260651 (iv)

v1 =

 0.355
0.637
0.008

, v2 =

 0.281044
0.484799
0.234157

, v3 = 0.25270888
0.498964123
0.248326997

 (v) 0.498964123

3: Because the have the same characteristic equations.
Can you prove it? See crumpet 32.

4b: span
{[

846
947

]}

4e: span


 257969

509670
233637




https://sagecell.sagemath.org/?z=eJxtj00KwjAQRveF3mGom1ZCyF9bRXqEnEAUQutCqEVKHTy-kwZMKq7yhXnM-8ZCBw-3zPd3qZhiZy5qzfjBNIwfTcu4rM2lyjMUKSeJazynTeunz_k-LWVhoSuqE4Sf_aYI-C2RQJEiOyhdBb0b-9folhvYqwI3DfTqPLOK9HZvKemQVLQSmHrVHzEt2TD6xzykZpQMULHVjiRHuSpRUAw9UFIMRTAW8VxynUzu3jRElUw2vVBXH1ydaoQ=&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxtj0EKwjAQRfeF3mGom1ZCmcnQVpEeIScQhVBdCFqk1MHjO2nBpuJm8pP5_PfjoIWHH4fbO2fD5oglVWSw5KrSSTXrtOGh5kZnVU9yrxNxF3ZNcyrSRDDOIc0xVKLBsHsOt37MMwdtVhxgvrmvWgwhY3EIxpYN5L6Azt-7192PV3BnC76_6Mlp4qzC3dap4lnZharGmGv_gDVk5eEf8iUmCxkQaya6KFxoQgqqnHsIqZyLyFIk-KLfUfTvVUOx0WbVS7j4AKLncBo=&lang=sage&interacts=eJyLjgUAARUAuQ==
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5b: 145

M32 =

[
0.472150 0.471552
0.527849 0.528447

]
; the columns of

M32 are approximately 1
1793 times the answer from

question 4b: 1
1793

[
846
947

]
. In other words, the ratio

of the entries in each column of M32, 0.47 : 0.53, is
approximately equal to the ratio of the entries in the
eigenvector, 846 : 947 (so the vectors are approxi-
mately multiples of one another). The columns of
M32 are (nearly) in the eigenspace of M.

5e: 146

M32 =

 0.257640 0.257640 0.257640
0.509020 0.509020 0.509020
0.233339 0.233339 0.233339

; the

columns of M32 are approximately 1
1000 times the

answer from question 4b: 1
1000

 257969
509670
233637

. In

other words, the ratio of the entries in each col-
umn of M32, 0.257 : 0.509 : 0.233, is approxi-
mately equal to the ratio of the entries in the eigen-
vector, 257969 : 509670 : 233637 (so the vectors
are approximately multiples of one another). The
columns of M32 are (nearly) in the eigenspace of
M.

6b: 1
1793

[
846
947

]
≈

[
0.471834913552705
0.528165086447295

]

6e: 1
1001276

 257969
509670
233637

 ≈
 0.257640251039673

0.509020489854945
0.233339259105381



7: (a)


1
3

1
3 0 0 0

1
3 0 0 0 0
1
3

1
3

1
3

1
3 0

0 1
3

1
3

1
3 0

0 0 1
3

1
3 1

 (b) 147 0,

1
9 , 8

27 , 55330
59049 ≈ 0.937 (c) if the game can be won at

all, it will eventually end

9: 148 (a) M =

 .375 .214 .326
.35 .286 .326
.275 .5 .348


(b) the consumption of each sector in dollars (c)

Mv =

 26.706
30.560
42.734

; the farming sector consumes

(26.706) more than it produces (10); the build-
ing sector produces (57) more than it consumes
(30.56) (c) because 1 is an eigenvalue of ev-
ery transition/consumption matrix (d) Any mul-

tiple of

 0.814670795745254
0.855931062340110

1

; for the econ-

omy in part (c), where the total economy is 100
($100, 000), the “everybody is happy” vector is 30.5051385057193

32.0501185809012
37.4447429133795

, for example

Section 7.3

1: Verify the 10 properties of a vector space as in section
4.1

3: because sin
(
m π

L t
)

= sin(0) = 0 when m = 0

5d: bm =
2mπ

(ln 2)2 + m2π2

(
1 + 2 (−1)m+1

)

6d: a0 =
1

ln 2
, am = 2 ln 2

(ln 2)2+m2π2 (2 (−1)m − 1) for m =

1, 2, . . .

8b: (i)

0.20.2 0.40.4 0.60.6 0.80.8 11

0.20.2

0.40.4

0.60.6

0.80.8

11

00ff

(ii)

0.20.2 0.40.4 0.60.6 0.80.8 11

0.20.2

0.40.4

0.60.6

0.80.8

11

00ff

https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDSMdKJ1jMwNdbRszAx09GzNDHX0TM0NYnV5OUqKMrMK9FQ8lWwVdK0VoDwfOEsoAJfI6BBvlq-QJYJiGWk5WsEZFuA2CZaviZAtqEZiGOh5WsB5BiD1RuaaQExwvg4kDCSDcZGCDsAi74osg==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxNjbEKwzAMRPdC_8Fkio0JtmXLDiWfoC8oLXTM0FJChnx-TymkHXS8OwmdmMk8H-sybz158tcwxBJ9GKgUaGSCJg2YKrTwjiM0hKa7Wm_2fHov82vtOzFTZy_m6-QgHEhCkTgBZaXkJIGbcnaSwZHVNCcNhvb7yA7ze3_X-K-Bkv0AkaAr6w==&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJzzVbBVyE0sKcqs0DDVMdWJNtQ31gFhAzBEsCBsZIwuhqYqVpOXq6AoM69Ew1fTWgHCggsp-cYZWSnBxX21tIywKjJGVWSMVZGhAaoqQwOEMgD6_Dga&lang=sage&interacts=eJyLjgUAARUAuQ==
https://sagecell.sagemath.org/?z=eJxVjr0KwyAURvdC30EyabFSc_NHS9ZuLllDh5LY1KEarEj79jUkNAZE_Ljn3E-BavS6O6s-GCjQlkGZU5byjDJIi3BNqSqWlE7DcCCrbmS_G63SDicC1Qm5oDmJ_ysAPt7OactPNC8pQCT7WPaxLCZbHPzas2HFBl6Qq9K90gNyT4mkGqT2snPGos5YK9-jWaYG8XMSrCY0YHGcv8hUL7VT7ouBEBb4x7q4Wbt-3JZXMQ==&lang=sage&interacts=eJyLjgUAARUAuQ==
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(iii)

0.20.2 0.40.4 0.60.6 0.80.8 11

0.20.2

0.40.4

0.60.6

0.80.8

11

00ff

8d: (i)

-0.1-0.1 0.10.1 0.20.2 0.30.3 0.40.4 0.50.5 0.60.6 0.70.7
-0.2-0.2

0.20.2

0.40.4

0.60.6

0.80.8

11

1.21.2

1.41.4

1.61.6

1.81.8

22

2.22.2

00ff

(ii)

-0.1-0.1 0.10.1 0.20.2 0.30.3 0.40.4 0.50.5 0.60.6 0.70.7
-0.2-0.2

0.20.2

0.40.4

0.60.6

0.80.8

11

1.21.2

1.41.4

1.61.6

1.81.8

22

2.22.2

00ff

(iii)

-0.1-0.1 0.10.1 0.20.2 0.30.3 0.40.4 0.50.5 0.60.6 0.70.7
-0.2-0.2

0.20.2

0.40.4

0.60.6

0.80.8

11

1.21.2

1.41.4

1.61.6

1.81.8

22

2.22.2

00ff

9b: (i)

0.20.2 0.40.4 0.60.6 0.80.8 11

0.20.2

0.40.4

0.60.6

0.80.8

11

00ff

(ii)

0.20.2 0.40.4 0.60.6 0.80.8 11

0.20.2

0.40.4

0.60.6

0.80.8

11

00ff



365

(iii)

0.20.2 0.40.4 0.60.6 0.80.8 11

0.20.2

0.40.4

0.60.6

0.80.8

11

00ff

9d: (i)

-0.1-0.1 0.10.1 0.20.2 0.30.3 0.40.4 0.50.5 0.60.6 0.70.7

-0.4-0.4

-0.2-0.2

0.20.2

0.40.4

0.60.6

0.80.8

11

1.21.2

1.41.4

1.61.6

1.81.8

22

2.22.2

00ff

(ii)

-0.1-0.1 0.10.1 0.20.2 0.30.3 0.40.4 0.50.5 0.60.6 0.70.7

-0.4-0.4

-0.2-0.2

0.20.2

0.40.4

0.60.6

0.80.8

11

1.21.2

1.41.4

1.61.6

1.81.8

22

00ff

(iii)

-0.1-0.1 0.10.1 0.20.2 0.30.3 0.40.4 0.50.5 0.60.6 0.70.7

-0.4-0.4

-0.2-0.2

0.20.2

0.40.4

0.60.6

0.80.8

11

1.21.2

1.41.4

1.61.6

1.81.8

22

00ff

10a: All four graphs are the same, equal to f (x) = 1

Section 7.4

1e: v1 =

[
3/5
−7/10

]
=

[
0.6
−0.7

]
v2 =

[
153/50
63/20

]
=

[
3.06
3.15

]
v3 =

[
21/20

119/1000

]
=

[
1.05

0.119

]
v4 =

[
12429/5000

22743/10000

]
=

[
2.4858
2.2743

]

1j: v1 =

 3/5
3/8
−7/10

 =

 0.6
0.375
−0.7


v2 =

 359/80
−1791/400
1171/400

 =

 4.4875
−4.4775
2.9275


v3 =

 27199/4000
−29553/4000
20751/4000

 =

 6.79975
−7.38825
5.18775


v4 =

 319787/40000
−355527/40000
254891/40000

 =

 7.994675
−8.888175
6.372275


1n: v1 =

 1/7
2/7
3/7

 ≈
 0.1428

0.2857
0.4285


v2 =

 1481/196
−431/196
603/196

 ≈
 7.556
−2.198
3.076


v3 =

 1473/112
−3021/784
3513/784

 ≈
 13.15
−3.853
4.480


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v4 =

 60217/3136
−17599/3136
17811/3136

 ≈
 19.20
−5.611
5.679


2e: x =

[
354/187
259/187

]
≈

[
1.893
1.385

]

2j: x =

 13247/1440
−499/48

10907/1440

 ≈
 9.199
−10.39
7.574


2n: none

3a: − 7
6 , 1

3e: − 7
10 , − 1

10

3j: 1
10 , 1

5 , 1
2

3n: − 1
4 , 3

4 , 1

4e: yes

4j: yes

4n: no

5e: approaches attractor

5n: tends toward infinity

6: (a) the eigenvalues of M are 2
5 and 3

5 so the spectral
radius is 3

5 , which is less than 1

(b)

-8-8 -6-6 -4-4 -2-2 22 44 66 88 1010 1212 1414

22

44

66

88

1010

1212

1414

1616

1818

2020

2222

00

9: (a) the eigenvalues of M are
√

2
2 (
√

3 + i) and
√

2
2 (
√

3 + i), which have the same magnitude:√
√

2
2

(
√

3 + i) ·

√
2

2
(
√

3 − i) =

√
1
2

(3 + 1) =
√

2,

which is greater than 1

(b)

-5-5 -4-4 -3-3 -2-2 -1-1 11 22 33 44 55

11

22

33

44

55

66

77

88

99

1010

00

Section 7.5

1d: f(x) = 1
2

[
−1 0
0 1

]
x +

[
2
0

]

1f: f(x) = 1
2

[
1 0
0 −1

]
x +

[
0

2
√

3

]

1h: f(x) = 1
2

[
1 −

√
3

√
3 1

]
x +

[
2
0

]
2b:

2d:

2f:

2h:
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3b: Two copies of this shape can be fitted together to
form a parallelogram (see the solution to exercise
2b above). Such parallelograms can be pieced to-
gether to tessellate the plane, thereby tessellating
the plane with this shape.

3d: All triangles tessellate the plane. Two congruent tri-
angles can always be put together to form a paral-
lelogram. Such parallelograms can be pieced to-
gether to tessellate the plane, thereby tessellating
the plane with the triangle.

3h: Four copies of this shape can be fitted together to
form a parallelogram (see the solution to exercise
2h above). Such parallelograms can be pieced to-
gether to tessellate the plane, thereby tessellating
the plane with this shape.

6:

7b: There are 5 congruent parts, so we must have 5s2 = 1
and therefore the scale factor is 1

√
5

for each part.

9b:
{

T1(x) =

[ 1
2 0
0 1

2

]
x +

[
1
1

]
,

T2(x) =

[ 1
2 0
0 1

2

]
x +

[
2
0

]
,

T3(x) =

[
− 1

2 0
0 1

2

]
x +

[
2
0

]
,

T4(x) =

[
0 1

2
− 1

2 0

]
x +

[
0
2

]}

9f:
{

T1(x) =

[ 1
2 − 1

2
1
2

1
2

]
x ,

T2(x) =

[ 1
2 − 1

2
1
2

1
2

]
x +

[
5
0

]}
9h: Translations will vary based on placement of the

axes. Placing the origin at the lower left corner of
the rep-tile with scaling so that the bottom side is 2
units long, the IFS is{

T1(x) =

[ 1
2 0
0 1

2

]
x ,

T2(x) =

[ 1
2 0
0 1

2

]
x +

[
1
0

]
,

T3(x) =

[
− 1

2 − 1
2

− 1
2

1
2

]
x +

[
2
1

]}

9k: Translations will vary based on placement of the
axes. Placing the origin at the center of the rep-tile
with scaling so that the distance between nearest
centers of the parts is 1 unit, the IFS is{

T1(x) =

[
− 1

2 0
0 1

2

]
x ,

T2(x) =

[
− 1

2 0
0 1

2

]
x +

[
−1
0

]
,

T3(x) =

[
− 1

2 0
0 1

2

]
x +

[ 1
2√
3

2

]
,

T4(x) =

[
− 1

2 0
0 1

2

]
x +

[ 1
2

−
√

3
2

]}
10: In the form of the required compositions, the four

transormations (see the solution of exercise 9b) are

none, 1
2 , 0, 1, 1

none, 1
2 , 0, 2, 0

y-axis, 1
2 , 0, 2, 0

none, 1
2 , −90, 0, 2

Screenshot of the Rep-Tile Designer with these pa-
rameters:

10: In the form of the required compositions, the four
transormations (see the solution of exercise 9f) are

none, 1
√

2
, 45, 0, 0

none, 1
√

2
, 45, 5, 0

Screenshot of the Rep-Tile Designer with these pa-
rameters:
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10: In the form of the required compositions, the four
transormations (see the solution of exercise 9h) are
none, 1

2 , 0, 0, 0

none, 1
2 , 0, 1, 0

x-axis, 1
√

2
, −135, 2, 1

Screenshot of the Rep-Tile Designer with these pa-
rameters:

10: In the form of the required compositions, the four
transormations (see the solution of exercise 9k) are

y-axis, 1
2 , 0, 0, 0

y-axis, 1
2 , 0, −1, 0

y-axis, 1
2 , 0, 1

2 ,
√

3
2

y-axis, 1
2 , 0, 1

2 , −
√

3
2

Screenshot of the Rep-Tile Designer with these pa-
rameters:
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addition
matrix, see matrix, addition
property of equality, 79, 82
table, 72
vector, see vector, addition

adjugate, 35, 37
affine transformation, see transformation, affine
algebraic properties of matrices, see matrix, algebraic

properties
analysis, 71
area, definition of, 210
ASCII, 36, 37
attractor, 261, 265
augmented matrix, see matrix, augmented

basic variable, see variable, basic
basis, 125, 127

change of, 167–169, 170
orthogonal, 179, 219
standard, 127, 127

best approximation, 219, 221, 228, 248
binomial coefficient, 96

Cardano, Gerolamo, 201
Cartesian product, 130, 132
Cauchy, Augustin-Louis, 71
change of basis, see basis, change of
characteristic equation, 44, 44
characteristic polynomial, 44, 44
characterization of matrices, see matrix, characteriza-

tion
codomain, 130, 132
coefficient, 28, 30

binomial, see binomial coefficient
Fourier, see Fourier, coefficient
matrix, see matrix, coefficient

cofactor, 27, 30
column space, 159, 162
consistent linear system, see linear system, consistent
coordinate vector, 167–169, 169
cryptography, 35
cubic formula, 201

decomposition, 199
Dedekind, Richard, 71
del Ferro, Scipione, 201
dependence, linear, see linear dependence
determinant, 27–30, 30

algorithm, 106, 107
and area, 210, 214
and eigenvalues, 211, 211, 214
and volume, 213, 214
by expansion, 97, 97, 103
of inverse, 110, 112
of lower triangular matrix, 92, 93
of product, 110, 112
of replacement matrix, 96, 102, 103
of scale matrix, 96, 102, 103
of swap matrix, 96, 97, 98, 102, 103
of transpose, 102, 103
of upper triangular matrix, 93, 94

diagonalization, 187
dilation, 270, 273
dimension, 126, 127
discrete dynamical system, 256–264, 264
discriminant, 27
distance, 23, 154, 154
domain, 130, 132
dominant eigenvalue, see eigenvalue, dominant
dot product, 14, 16, 21, 153

echelon form
reduced row, 55, 60, 67, 160
row, 55, 60, 62–63

eigenpair, 42–44, 44, 75
eigenspace, 159, 162
eigenvalue, 42, 44, 75

dominant, 204, 205, 264
eigenvector, 42, 44, 75

by row reduction, 111, 112
elementary matrix, 51, 52, 103, 140, 144, 210

determinant, 96–103
inverse, 95–96

elementary row operation, 51, 52, 163
replace, 51, 52, 55
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scale, 51, 52, 55
swap, 51, 52, 55

equivalent statements, 87, 88
existence, see linear system, existence and uniqueness

of solutions

factorization, 199
LU, 195–198, 199
diagonal, 187
triangular, 214

Fejér, 249
Ferrari, Lodovico, 201
field, 10
fixed point, 261, 265
Fourier

analysis, 254
coefficient, 252, 254
cosine series, 252, 254
series, 246–253, 253
sine series, 252, 253

free variable, see variable, free
function, 130, 132

Gardner, Martin, 270
Gershgorin circle theorem, 239
Golomb, Solomon, 209, 270

harmonic, 252, 254
Hill, Lester S., 37
homogeneous linear system, see linear system, homo-

geneous
Hutchinson’s theorem, 271, 271, 273
hyperspace, 213

identity, see matrix, identity
IFS, see iterated function system
image, 132, 132

set, 210, 213
inconsistent linear system, see linear system, inconsis-

tent
independence

linear, see linear independence
induction, 71, 92, 93
inheritance, 29
initial condition, 259, 264
inner product, 153, 154, 248
inner product space, 153–154, 154
instantiation, 5
inverse function, 130, 132, 132
inverse matrix, see matrix, inverse
inverse relation, 130, 132
invertible function, 132
invertible matrix, see matrix, invertible
isomorphic, 149
isomorphism, 148–149, 149

iterate, 261, 264
iterated function system, 273
iteration, 202, 261, 264

kernel, 132, 132

Landau, Edmund, 71
least squares regression, see regression, linear
linear combination, 28, 28, 30

nontrivial, 86, 88
linear dependence, 86, 88, 126, 127, 160
linear equation, 49, 52

solution, 49, 52
linear independence, 85–87, 88, 125, 179
linear system, 49, 52

characterization of solutions, 162, 162
consistent, 63, 67
existence and uniqueness of solutions, 65, 67
general solution, 64, 162
homogeneous, 59, 60
homogeneous solution, 64
inconsistent, 63, 67
matrix form, 80–82, 82
nonhomogeneous, 59, 60
particular solution, 64, 162
solution, 49, 52

linear transformation, 131–132, 133, 143, 210
characterization, 143, 144
geometric interpretation, 137–143

long term behavior, 264, 261–264, 265
lower triangular matrix, see matrix, lower triangular
LU factorization, see factorization, LU

main diagonal, 33, 38
map, 131, 132
mapping, 131, 132

contraction, 273
Markov chain, 239, 237–242, 242
matrix, 3, 3–4, 5

addition, 9, 11
algebraic properties, 73, 74, 71–75, 75
augmented, 59, 60
characterization of, 86, 88, 91, 86–93, 93, 106,

106–107
coding, 35
coefficient, 59, 60
column, 13, 16
diagonalizable, 188
division, see matrix, inverse
elementary, see elementary matrix)
entry, 3, 4, 5
equality, 4, 5
identity, 33, 37
inverse, 34, 33–37, 38
inverse algorithm, 110, 111, 112
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invertible, 35, 38
lower triangular, 92, 93
multiplication, 13–15, 16, 80, 81, 82
nonnegative, 239
notation, 5
permutation, 197, 199
positive, 239
powers of, 186, 188
product, see matrix, multiplication
projection, 142, 144
row, 13, 15
similar, 188
size, 3, 5
square, 27, 30
standard, 139, 138–139, 144
stochastic, 239
subtraction, 9, 11
transition, 241, 242
transpose, 14, 16
upper triangular, 92, 93
zero, 73, 75

multiplication
matrix, see matrix, multiplication
property of equality, 79, 82
scalar, 10, 11

nonhomogeneous linear system, see linear system, non-
homogeneous

nontrivial solution, see solution, nontrivial
norm, 154, 154
normal equations, 232, 232–233, 233
normalize, 179
notation

function, 130
matrix, see matrix, notation
vector space, see vector space, notation

null space, 159, 162
nullity, 159, 162, 163

one-to-one, 148, 149
onto, 148, 149
operator

binary, 9, 10
orbit, 261, 264
orthogonal, 22, 23, 154, 154, 218, 221

basis, see basis, orthogonal
complement, 218, 221
decomposition, 219, 221
projection, 176, 179, 218, 221
set, 178, 179

orthogonalization, 176–178, 179, 232
orthonormal set, 178, 179

parametric vector form, 67
partial pivoting, 197, 199

Peano, Giuseppe, 71
permutation matrix, see matrix, permutation
perpendicular vectors, 21
pivot, 55, 60

column, 55, 60
position, 55, 60, 63

power method, 204, 201–205, 205
preimage, 132, 132
product

Cartesian, see Cartesian product
dot, see dot product
inner, see inner product
matrix, see matrix, multiplication
scalar, see multiplication, scalar

projection, 142
orthogonal, see orthogonal, projection

projection matrix, see matrix, projection
proof technique

contraposition, 87
equivalent statements, 87
induction, 92, 93
real numbers are equal, 106

quartic formula, 201
quintic polynomial, 201

range, 132, 133
rank, 159, 162, 163
recurrence, 259, 264
reduced row echelon form, see echelon form, reduced

row
regression

linear, 227–233, 233
multilinear, 231, 233
multiple linear, 231, 233

relation, 130, 132
recurrence, 264

rep-tile, 268–272, 273
repeller, 265
ring, 15
row echelon form, see echelon form, row
row reduction, 55–59, 60

automated, 55

SageMath
charpoly(), 44
coersion, 23
determinant, 30
dot product, 17
echelon_form(), 66
eigenvalues(), 44
eigenvectors_right(), 44
inverse(), 38
magnitude, 24
matrix(), 6
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nested statement, 7
norm(), 24
operators, 11
rref(), 66
SageCell screenshot, 6
submatrix, 6
transpose(), 16
vector(), 23

scalar, 10, 11
product, see multiplication, scalar

set
bounded, 273
closed, 273
compact, 273
image, see image, set
orthogonal, see orthogonal, set
orthonormal, see orthonormal set
solution, see solution, set
spanning, see spanning set

similarity, 186, 186–188, 188
similitude, 270, 273
solution

least squares, 233
linear equation, see linear equation, solution
linear system, see linear system, solution
nontrivial, 82, 82, 86, 88
set, 62–66
trivial, 86, 88

solution space, 159–162
span, 119, 120, 125, 127
spanning set, 125, 127
spectral radius, 263, 265
standard basis, see basis, standard
standard matrix, see matrix, standard
submatrix, 4, 5
subspace, 119, 120
subtraction

matrix, see matrix, subtraction
vector, see vector, subtraction

sum of squared errors, 228, 233

Tartaglia, Niccolò, 201
transformation, 131, 132

affine, 213, 214, 264
rigid, 270, 273

transpose, see matrix, transpose
triangularization, 212, 214
trivial vector space, see vector space, trivial

uniqueness, see linear system, existence and unique-
ness of solutions

unit vector, see vector, unit
upper triangular matrix, see matrix, upper triangular

variable

basic, 65, 67
free, 65, 67

vector, 14, 16, 118, 120
addition, 21, 22
column, 15, 16
coordinate, see coordinate vector
geometric interpretation, 20, 22, 143
magnitude, 21, 22
orthogonality, see orthogonal
representation, 147
row, 15, 16
subtraction, 22, 23
unit, 178, 179
zero, 43, 44

vector space, 119, 117–120
notation, 120
trivial, 126, 127

Yanghui triangle, 49

zero matrix, see matrix, zero
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